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Abstract

The gravity field of the Earth is fundamental tobgets such as geodesy and
geophysics. Many observations within geodesy rdfexctly or indirectly to gravity.
Geodetic techniques provide information regardimg Earth and the processes that act
on it. Mass and angular momentum are, accordinghtgsics, conserved in a closed
system. The Earth interacts very little with comgats outside of it and can be thought
of as a closed system. Mass components in onevoeseaf the Earth system are
exchanged with others. Mass redistribution withine tEarth system is caused by
geophysical processes. This movement of geophyiicdl(mass) causes variations in
the Earth’s rotation, gravity field and geocentiehe improvement of geodetic
techniques over the last few decades allows use@snore the effects of these processes

on the Earth to an unprecedented accuracy.

Earth rotation parameters (ERPs) are excited batuams in the mass distribution on
the Earth’s surface and the exchange of angularentimm between the atmosphere and
oceans and the solid Earth. The same mass redistribcauses temporal changes in the
gravity field coefficients with the second degresrrhonics related to the rotational
deformation and hence to changes in the Earthisiahéensor. If precise models of the
atmospheric and oceanic angular momentum are alasalution for polar motion and
degree-2 Stokes harmonics can be unified. In thidyswe utilise SLR tracking of
LAGEOS to compare (i) degree-2 harmonics from ERRd gravitation, and (ii)
LAGEOS excitation functions and geophysical datags+ motion). To what extent a
unified approach is possible with current modelsAM data and gravity mass change
estimated from ERP within orbit determinationsnigastigated. Finally, the ability of

SLR to calculate the motion of the Earth’s geoaigralso investigated.
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Chapter 1

1 Introduction

1.1 Introduction

Over the past few decades there have been gream@el/in the quality and quantity of
geodetic technology and data availability. Thisathement was driven partly by the
need to improve knowledge and understanding ofdtegional dynamics of the Earth

system.

The causes of variations in Earth rotation can ibeled into two main categories, 1)
the gravitational interaction between the Earth atiter celestial bodies (such as the
Sun, Moon and other major planets) and 2) intevastof the Earth’s geophysical fluids
(atmosphere, oceans, water storage, core etc)dmheto understand these interactions
more, led to the development of better techniqoesbserve these phenomena and soon
routine daily determinations of Earth Rotation Paeters (ERPs) were being
determined using Very Long Baseline InterferomefLBl) (Carter et al., 1985,
Robertson, 1991), Satellite Laser Ranging (SLRpl@get al., 1985) and Lunar Laser
Ranging (LLR) (Dickey and Eubanks, 1985). In adufitito these Earth Rotation
Parameters even higher frequency time series argnety derived using Global
Navigation Satellite Systems (GNSS) such as theb&@l®ositioning System (GPS)
(Herring et al., 1991, Lichten et al., 1992).

Rotational variations have been linked to a nundfeyeophysical phenomena, such as
fluid dynamic processes in the atmosphere, oceatisare as well as the exchange of
mass between the atmosphere, oceans and the Saliti”. Earth orientation data
provides valuable information on the processes asredistributions within the Earth
system on a global scale which is typically poatBtermined from other techniques.
The variations of the Earth are not easily undexston isolation but can be better
understood by the use and understanding of thendy data from other areas of
geophysics and thus makes the science of Earthiamta multi-disciplinary science
encompassing geodesy, meteorology, oceanograplomagmetism, hydrology and
others (Eubanks, 1993).



The movements of mass within the Earth systematiatt rotational dynamics are the
same processes that affect the variations of thih'Baravity field, and hence the geoid.
Knowledge of the Earth’s gravity field is importaftr many subject areas such as
surveying, geodesy, oceanography, hydrology, anoplyesics and satellite orbit

determination. It is important in geodesy as ittdbates to knowledge about the size
and shape of the Earth and therefore aids in thieergtanding of how the Earth is

changing on a global scale.

The temporal variations of the gravity field arepontant in the study of many scientific
fields. They are regarded as important for undedstey the Earth’s interior structure
and characteristics, as well as providing valuatfi@mation about the redistribution of
mass around the Earth. This thesis will concentaatethe links between observed
parameters of the rotation of the Earth and howdhelate to models of the Earth’s

geophysical fluids and gravity.

The relationship between ERPs and the low degreers@al harmonics of the Earth’s
gravity field J2, C21 and S21 has been describedVahr (1982) and Gross and
Lindgwister (1992) has been utilised to compares¢hiew degree harmonics derived
from geodetic sources, SLR, GPS and GRACE, fronplggsical models and from

ERPs. Good agreement has been found between theedifsources.

Newcastle University’s Precise Orbit DeterminatidPOD) software, FAUST,
(Boomkamp, 1998) is a multi-satellite, multi arcetlte orbit determination software.
It uses a least squares process to minimise theofuhe residuals to obtain the best
position of the satellite at a specific epo@RAUST can process data from Doppler
Orbitography and Radio positioning Integrated bieliite (DORIS), the Precise Range
and Range-Rate Equipment (PRARE) and SLR as wekatsllite altimetry (raw
heights and crossovers), Gravity Recovery And Gintaxperiment (GRACE) inter-
satellite range-rate data and Cartesian positiomiagved independently from say
GNSS tracking.

FAUST has been improved, by the author, by bringingnitline with the IERS
conventions 2003 (McCarthy and Petit, 2003) as a®ladding to the functionality of



the software by adding the ability of the softwapeestimate the Earth orientation
parameters XP, YP and Length of Day (LOD).

In this thesisFAUST has been used to process SLR data to the geodeélites
LAGEOS | and LAGEOS Il from 1996 — 2007, estimatitng low degree spherical
harmonics of the Earth’s gravity field, ERPs aratish coordinates. These results have
been used to assess the agreement between thedogedarmonics of the gravity field
derived directly from the orbit of LAGEOS and thense harmonics estimated from the

ERP values also estimated from the same SLR detif@tiand geophysical models.

However, the typically low sensitivity of orbits fgravity field variability or the high
correlation between the harmonics means that ikditle possibility of space geodetic
techniques providing accurate measurements of rohasge, even at low spatial
resolutions, at intervals of less than a few dagskg (e.g. SLR, GPS) or months (e.qg.
GRACE). However, the disparity in temporal resauos raises the possibility of
simultaneously recovering and using higher frequetiegree-2 harmonics from the
ERP data (on utilizing angular momentum data fromopiysical models) within an
orbital determination procedure. High correlatioase also found between the
harmonics which have an effect on the overall fithe orbit and the accuracy of the

harmonics themselves.

FAUST has been modified to utilise the relationship aelhtively good agreement
between the low degree harmonics derived from St determination to LAGEOS
and ERPs to solve for J2, C21 and S21 on a dasjspas well as solving for one
correction over a 15 day period to mimic what isrently done within the normal
gravity estimating process. The main aim of thissth is to investigate to what extent
this integrated orbit determination process is wisef determining the low degree
harmonics and whether the models and ERP estinaageaccurate enough to obtain
good estimates of the corrections to J2, C21 arldt83lean more information about
the high frequency variations in the Earth’s gnavigld from space geodetic techniques.
This will be done by comparing the same orbitaligeeiprocessed while estimating
different sets of parameters.



Finally, as mass redistribution within the Eartlsteyn also contributes to the movement
of the centre of mass of the Earth with relatiorthie centre of the Earth coordinate
system, SLR orbits produced BAUST have also been used to investigate how SLR
determines geocentre motion when compared withstree estimates derived from

GPS and from loading models.

1.2 Thesis Overview

This thesis will investigate the relationship betwethe temporal variations in the
Earth’s gravity field, the ERPs and the geophysitadels derived from collected
geophysical data. The main themes of this thegsttee Earth’s Gravity field and its
estimation from SLR, ERPs and their estimation fi8hR and the usefulness of using

ERP-derived gravity field estimates in a combindaltaetermination solution.

1.2.1 Chapter 2

This chapter describes the fundamental theory efBhrth’s gravity field that is the
underlying subject of this thesis. It also des@ibew the Earth’s gravity field can be
described in terms of spherical harmonics. Finallyives a brief introduction to

computing the gravity field from precise orbit detenation.

1.2.2 Chapter 3

This chapter reviews the theory of Earth rotatibmery briefly addresses and describes
the main three areas of Earth rotation, the theooieprecession, nutation and polar
motion. The theory of rigid body rotation is trehténitially as it provides the
background theory before the theory of non-rigidyootation can be introduced. This
provides the equations that relate the variatidn®tation in the Earth to the Earth’s
inertia tensor and therefore the excitation fumithat describe how the rotation of the
Earth can be excited by geophysical processes.naisematical theory will be used in
subsequent chapters to relate the variations afioots within the Earth system, to the
observations of gravity field variations, varioagdiing and angular momentum models
and Earth rotation computed HAUST.



1.2.3 Chapter 4

Chapter 4 gives discussion and analysis of thelablai geophysical models from
various organisations that provide data on how nmaghe atmosphere, oceans and
continental water storage change as a functioimd.tlt gives a review of each of the
possible sources of variations in the rotationhef Earth and gravity field and estimates
of the sizes of these. The mathematical theoryrdest in Chapter 3 is expanded to
show how estimates of geophysical processes iatthesphere, oceans and continental

water storage can be expressed as excitation funsctif the Earth’s rotation.

Plots of the excitation functions (atmospheric,avge and hydrological) are given and
comment is made about the contributions of eacltagian function to the variations in

the rotation of the Earth from published literature

Finally an analysis of the excitation functionstlbé atmosphere computed by various

different organisations is presented.

1.2.4 Chapter 5

This chapter gives a description of the precisdt aldtermination softwareAUSTand

gives an overview of the amendments made to thevaod by the author for the
purposes of bringing it in line with the IERS contiens 2003 (McCarthy and Petit,
2003) andalso for the purpose of the research within thesith and future research on
Earth rotation and gravity. The methods for computithe corrections for the orbit

determination process are described.

The orbit determination strategy is then descrilmetull showing which models were
used in the process as well as showing the rejectiteria that was used for processing
the data. This is followed by an analysis of the df several different orbit

determination strategies that will be used for carigon purposes later in the thesis.



1.2.5 Chapter 6

Chapter 6 describes the method for computing ctorex to the low degree spherical
harmonics of the Earth’s gravity field using extda functions for motion computed
from geophysical models, described in Chapter 4 #ed ERPs computed within
FAUST.

Following on from this theory, comparisons betwestitation functions estimated
from the different sources and gravity field harimesrestimated from different sources
are compared to see how well they agree with ettedr.oThe aim of this analysis is to
analyse whether estimating low degree sphericanbaics in this manner is good
enough to expect an improvement in the orbit.

1.2.6 Chapter 7

Chapter 7 describes a novel method of estimatiagityrfield harmonics in an iterative

orbit determination process using geophysical modeid ERPs. It presents and
discusses the results of using gravity field hane®estimated from ERPs. The RMS
values from the orbits presented in Chapter 5 ©f tiinesis are compared to the RMS

values of the orbits using the new method.

In addition to this the improvements and deterioret of the orbits at specific epochs
are analysed in more detail to try to identify teason why some epochs show

improvements while other show deterioration.

1.2.7 Chapter 8

Chapter 8 describes analysis of the variation efghocentre of the Earth from SLR,
GPS and loading models. The methods of procesbmgldta and the different models

used have been described.

Estimates of geocentre motion from SLR orbits aeieed usingcFAUST are validated
by comparing with the same estimates from Inteomatli Laser Ranging Service (ILRS)

combination SLR contribution to ITRF2005. Theseutissshow good agreement. The
6



geocentre estimates from SLR, GPS and the loadodghs are then analysed to gain an
understanding of how well the estimates from défértechniques agree with one

another.
1.2.8 Chapter 9
Chapter 9 provides a review of the thesis and eudson of the results that have been

described in previous chapters. It also gives renendations for future research in this

particular subject area.



Chapter 2

2  Gravity Field Theory

2.1 Introduction

Understanding the gravity field of the Earth isdamental to subjects such as geodesy
and geophysics. Many observations within geodefgy tirectly or indirectly to gravity
and thus modelling of these observations requiresvedge of the gravity field or
geopotential. The common approach for representieg global gravity field of a
planetary body is through the use of spherical lbaios, which will be discussed
further in this chapter. The gravity field is onktloe key issues discussed in this thesis
and therefore is explained separately. This theslishowever cover only the key
aspects of gravity field theory relevant to thedgtufor a more in depth discussion of
the subject see Bomford (1980), Torge (2001) andkdeen and Moritz (1967).

2.2  The Earth’s Gravity field

The analysis of the external gravity field of tharts gives information regarding the
internal structure of the Earth (Torge, 2001). ri\gty is known on the Earth’s surface
then the shape of the Earth can be determined.géb&l, which is the equipotential
surface of the Earth’s gravity field and coincides average with mean sea level, is
important for height referencing. Knowledge of tpavity field of the Earth is also

required for orbit determination of Earth sateflite

The starting point for all discussions on gravégyNewton’s Law of Gravitation (1687).
The gravitational attraction between two point neads given by

F=-Gtp

z (2.1)



whereF is the gravitational force (attractive force)x,m are masses that are separated
by distancel, [0 a unit vector from point one to point twand G is Newton’s

gravitational constant given as:
G=6.673x10"ntkg"'s™ (2.2)

We can connect the gravitational force F with theeptial V by introducing the

gradient vector.

oV oV oV

GradV=| — —— (2.3)
ox 0y 0z

We can now consider the gravitational force actiegween the Earth and an Earth

orbiting satellite in a global Cartesian coordinsystem (X, Y, Z) see Figure 2.1.

Reference
Ellipsoid

Greenwich
Meridian

Figure 2.1 Cartesian coordinate system



For simplicity let m an elemental mass of the Earth, be equal to m aridenmass of
the satellite, be a unit mass. According to Newa@gcond law of motion, “The rate of
change of momentum of the body is proportionalh® fiorce impressed and is in the
same direction in which the force acts”, an orlgitgatellite with a gravitational fordge

will experience an accelerati@of magnitude.

Gm; (2.4)

12 =

g:

The representation of gravitational acceleratiorsimplified if expressed as a scalar
quantity “potential” instead of the vector quantitscceleration”. This is because

gravity is invariant to rotations (Torge, 2001). \d&n therefore express equation &4
a=GradV (2.5)

The gravitational potential at any point is the kwvdone against the force of gravitation
in moving a body from infinity to that point. Theaih is composed of an infinite
number of these elemental masses, represented @e obtain the total gravitational
attraction of the Earth to an object outside thalgauch as an artificial satellite, it can
be expanded as a triple integral over the wholéhEaetdv be an elemental volume of
the Earth centred at (x', y’, ') with a density g, y, z). The element then has mass

om =pdv .The gravitational potential due dm is

v =S™ with fim v =0 (2.6)

I Y

Therefore the gravitational potential over the vehedrth is given by

\Y} :Gﬁ,f@:(;ﬁ:_flﬁd/ (2.7)

Earth I Earth

We can now show that V in this case satisfies Lagaequation at every point which
is not occupied by matter (MacMillan, 1958).
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_OV VOV _

0% =
ox* ay* 0z

(2.8)

The density function of the Earph= p(r’) is not well determined. Therefore we cannot
use Newton’s Law of Gravitation to find the gravipptential of the Earth from
equation 2.7. However it is possible to solve Lapla differential equation (equation
2.8)as a convergent series expansion of V (Torge, 20013 can be derived from the

reciprocal of the distanddrom equation 2.7 (Blakely, 1995).

%: (r?+r?=2rr'cogy)™? :%[“(r_'j - Zr?'coa//j . (2.9)

r

Here r and r’ are the position vectors of the ategd point P from Figure 2.1 is the
central angle from the origin of the coordinateteys O to P and P’ respectively. We
can now expand [L/in a series converging for r'< r (Heiskanen andriko 1967;
Blakely, 1995)

1 1&(r)
I——F;(?j R (cowy) (2.10)
Here
1 d
R(t) = 21 dt t*-1) (2.11)

The R(cosp) terms represent polynomials, known as Legendtgnpmials of thel™

degree in cap. They are computed using equation 2.11, whereos) .

We can now introduce a unit sphere with a sphedoaldinate system, where r is the

geocentric distance from the attracting bo@lys the co-latitude and the longitude.

11



Through the decomposition of Pl(dosby introducing the longitud&é and geocentric

latitude® of point r as

X =rsindcos/
y =rsingsinA
Z=rcos@

we obtain
0 I |
=35 S
r i mo ( +m)'
1 I:’lm(COSG)cosm)lj'j':fr"F’lm (cosd) cosmA'dm (2.12)

- Earth
r' | + P, (cos@)sinmi f:hgr" P (cosf')sinmA'dm

Earth

where k equals 1 when m = 0 and 2 wher“ih (Torge, 2001).

Any solution of Laplace’s equation is known as anf@nic function. The solution is
given by separating the variables in spherical dioates. The general solution of
Laplace’s equation in spherical coordinates is

Gm|, & <« (Re

V =—{ +Z Z( j (C,, cosmA +S,_ sinm1)P,. cosp) (2.13)
|

=1 m=0

where G, and &, are coefficients of the Earth’s gravity field (umnmlised) which
describe the dependence on the Earth’s internab rdssribution (Montenbruck and
Gill, 2000), M is the mass of the Earth, Re is ¢lgqeatorial radius of the Earth and, P

are Legendre functions of the first kind given by

12



m m

P, ()= (@-t*)? g

P (t) (2.14)

The harmonic coefficients, also known as Stokesffanents, of the Earth’s gravity

field can now be written in spherical coordinates a

1 r .
C, =C, :Vﬁf(R—ej P (cosé') pdv

Earth

Co|_ 2, (-m) ' .
{S,m} "M (I +m) iﬁ(Re} P _(cos @) pdv (2.15)

dv =r'cos@dr'd@dA

These formulae link the gravity field of the Eaaihd the Earth’s internal densiy As
the coefficients tend to small values, partly beeaof the nature of the Earth’s gravity
field and partly because the associated Legendretiins tend to large values as the
degree increases, it is convenient to write spakharmonics in their unnormalised
form rather than in their unnormalised state. Cosiea from unnormalised to
unnormalised harmonics is given by Torge (2001)ntdobruck and Gill (2000), and
Lambeck (1980b).

Pin = \/ (2= )2 +D( —m)!

(I +m)! "

Cin | _ (I +m)! C,.
Sim 2-0pm)(2 +D( -m)! [ S,

(2.16)
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2.3  Spherical Harmonics

To gain a better understanding of why we use spalgniarmonics as a representation of
the geopotential of the Earth, we need to undedstome of the characteristics of
spherical harmonics and what the harmonics theresealgpresent in the real world.
Spherical harmonics are functions of two coordisa8ig on the surface of a unit sphere.
Spherical Harmonics are orthogonal; this means ftiragach function, using different
degree and order (I and m), they each contributepgandent information. An advantage
of using spherical harmonics as a representatidgheoEarth’s gravity field is that they

are easy to visualise.

Following on from equation 2.13 the functions

P (cosf) cosm/, (2.17)
P (cosd)sinmi,

depending o and\ are known as Laplace’s surface harmonics. Thesackerise the

behaviour of a function on a unit sphere (Torg€130

Spherical harmonics when m = 0 are known as zograhbnics. Zonal harmonics have
no dependence on longitude and hbhzeros between +90° in latitude. This means that
for even values of, the zonal harmonics are symmetric about the equatd for odd
value ofl, they are asymmetric. As the degree increasdsesoumber of zeros between
+90° in latitude also increases. This means thathilgher the degree the smaller the
scale of the latitudinal variations in the Eartiysopotential. Therefore if one is only
interested in the large scale changes in the Eaghavity field only low degree
harmonics need be considered. The most importahteatonal harmonics is C2hich

is of the order 18in size and accounts for the oblateness of thehEart

Another special case in spherical harmonics is when |. These are called sectorial
harmonics and, in contrast to zonal harmonics, vatly longitude. As with the zonals,

however, the higher the degree the finer the dpapmesentation is acquired from the

14



harmonics. All remaining harmonics are known asdess and are defined when>m
0 and m < I. Tesserals have the same propertiseasrial harmonics (Kaula, 1966;
Torge, 2001).

The B, (cosf) up to | = 2 are given below according to Torged®0
PR=1 P =cosf P =3cogs
0~ 0~ ’ 075 (2.18)

The degree one ternhs 1 are related to the centre of mass of the sydfewe choose
the origin of the reference frame to be the instaabus centre of mass of the total Earth
and atmosphere then, in this inertial referencendrathe degree-1 coefficients are zero.
In an Earth fixed terrestrial reference frame thigin, often referred to as the geocentre,
r moves in time and space due to the redistributibomass within the Earth (Feissel-
Vernier et al., 2006). The motion of the geocembeys the law of conservation of
angular momentum in an Earth fixed reference frafhe. degree-1 terms of the gravity
field are related to the three coordinates of teecgntre; ¥ VY, Zg in a terrestrial

reference frame. The geocentre will be discussedare detail in Chapter 8.

The second degree spherical harmonics are relatdtetEarth’s inertia tensbwhich
describes how difficult it is to induce an anguifatation of an object around a particular
axis. The relationship between the Stokes’ coeffits and the inertia tensor of the

Earth is given by:

MR,? ’
-1 -1
C21= 13 . S21= =3
MRez MREZ (2.19)
C22:_(|1l_|22) 822: _|12
AMR 2MR.?
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2.4  Precise Orbit Determination and Gravity

From the very beginning of space flight, ground doh®bservations of artificial
satellites have allowed scientists to infer thettliZargravity field through the associated
perturbations seen in the orbits of these satelljidontenbruck and Gill, 2000). The
LAGEOS satellites used in this research are esihegaod at determining the Earth’s
gravity field, more especially the very long wavedéh part (i.e. very low degree and
order) of this gravity field. These parameters d¢@n determined from the normal
equations in the many precise orbit determinatiackpges that have been developed
for this purpose. However gravity values can ordydetermined over the period of the
orbit determination, typically a minimum of 7 daysing this method. One of the main
aims of this project is to investigate whethersitpossible to use a new method to

determine the low degree gravity value to imprdweresolution of this data.

25 Conclusion

Knowledge of the gravity field is of vital importe@ in geodesy and particularly in
orbital dynamics, with which this thesis is prinbarconcerned. Knowledge of the
basics of the gravity field, and how that gravigld affects the orbits of satellites, is of
key importance in understanding the methods angqgser of this study. The methods
employed for the gravity models and for solving fow degree harmonics will be

discussed in Chapters 4 and 5.
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Chapter 3

3 Earth Rotation Theory

3.1 Introduction

Space geodesy uses many kinds of space orientatbethiques and measurements
including VLBI, lunar, and satellite (Plag et aQ09; Vanaiécek and Krakiwsky,
1986). These techniques provide information regaydne Earth and the processes that
act on it. It is necessary therefore to have aretstdnding of the different forces that
act on the Earth and how the Earth is affectechbgd processes. Since Earth rotation is

fundamental to this thesis a discussion of therthebthe rotation of the Earth follows.

The theory of Earth rotation can be divided intee¢hareas, the study of precession and
nutation, the study of polar motion, also knownwaxbble, and the study of the length
of time the Earth takes to spin round its axis, enmdmmonly referred to as Length of
Day. In this thesis we are primarily concerned wité latter two parts of Earth rotation
theory and their links to gravity and geophysicaldels. To appreciate how these links
come about it is necessary to understand the fuedtinprinciples of firstly rigid body
rotation and secondly non-rigid body rotation. Ttispter discusses these principles in
some detail and derives the important equationsletedor first calculating Earth
rotation within the orbit determination process .atiten, using these Earth rotation
values to derive low degree gravity harmonics «f #arth. For a more complete
discussion of Earth rotation refer to Munk and ManBld (1960) and Lambeck
(1980b).

3.2  Precession, Nutation, Wobble and Length of Day

In geodesy we are primarily concerned with 1) tlaetliZs motion around the Sun or
annual motion and 2) the movement of the Earth ratoms instantaneous axis of
rotation or diurnal motion. The motion of the Eaatlound the Sun is perturbed by other
planets so that it is not exactly elliptical. Thigeets of these perturbations are small
compared with the orbital dimensions and, for magplications, can be neglected
(Vanéaiécek and Krakiwsky, 1986). When describirg tfotion of the Earth around its
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instantaneous axis the dimensions of the motion rayelonger negligible. The
instantaneous axis of rotation of the Earth and Eheth’'s principal axis of inertia
coincide in a rigidly rotating Earth but differ giitly in the presence of external torques.
As stated previously, Earth rotation theory cardivded into three different sections,
namely precession and nutation; polar motion amtytteof Day (LOD). Each one will

now be discussed briefly.

3.2.1 Precession

Consider the Earth to be a rigid body travellinguerd the Sun, and spinning around its
own axis. In mechanics this is known as a gyroscti@n external torque is applied to
a spinning gyroscope then the gyroscope descrilogswdar cone with its vertex at the
centre of mass of the gyroscope. For the exteangues acting on the Earth the period
of the motion around the circular cone is abouf@6,years. In the case of the Earth the
external torque is the attraction of other celédtiadies. This motion is known as

precession.

3.2.2 Nutation

The orbit of the moon is inclined with respectte ecliptic by 5° 11" (Mueller, 1969).
The intersection of the lunar orbital plane witle tharth’s ecliptic rotates every 18.6
years. This causes a periodic change, a rockisgvaying motion, in the orbital axis of

the Earth. This is known as nutation.

3.2.3 Polar motion (Wobble) and Length of Day

In a non-uniform rotating Earth in an Earth fixembodinate system the Earth’s rotation
axis varies slightly with time, this is called tBarth’s Wobble. The wobble of the Earth,
also known as free nutation, is a torque free ranahat accompanies any gyroscopic
motion (Vanaiécek and Krakiwsky, 1986). The lengthtime it takes the Earth to

rotate once in this reference frame also varieh time and is known as LOD. Changes
in the rotation of the Earth are caused by thestadution of mass within the Earth thus

conserving the angular momentum of that body. Thihe main subject of this thesis
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and, therefore, will be explained in detail, stagtiwith Earth Dynamics and then

linking Earth Dynamics with mass redistributionazdhted from geophysical models.

3.3  Earth Dynamics

The understanding of how the Earth moves with retsfpedifferent coordinate systems
is fundamental to this thesis and will thereforettgated in some detail. Rigid Body
rotation gives a basic understanding of the funddateequations used in rotation
theory and will be treated first. Secondly we wli$cuss non-rigid rotation of the Earth

by building upon this knowledge.
3.3.1 Rigid Body Rotation

Before considering how the Earth rotates, i.e. noiform body rotation, we must
consider uniform body rotation. In the absencentdérnal energy and gravitational and
mechanical forces and interactions with other tiellebodies, the Earth, both its solid
(crust, mantle, inner core) and fluid (ocean, afhese, outer core) parts, would rotate
together at a constant rate (Barnes et al.,, 1988).a continuous distribution of
particles situated throughout space we introduae ftllowing expression for the
moments and products of inertia (Rutherford, 198tationally, A, B and C are called
the moments of inertia about, x>, x3; D, E and F are known as the products of inertia

with reference to the axes,(Xs), (X3, X1), (X1,X2).

A=(%"+x%")dM, D =(x%)dM,

B=(x°+x°)dM, E = (xx)dM, (3.1)
C=(x"+%)dM,  F=(xx,)dM,

We now consider a body rotating about a fixed p@ntwith an angular velocity ab

about an instantaneous axis of rotatic & any time t. LeP(x,, x,, x,) represent any

fixed point on the body such that OP &ee Figure 3.1).
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r P(le X27 X3)

Figure 3.1Diagram illustrating rigid body rotation

From Figure 3.1 we let PN be perpendicular t@ @nd C be the unit vector in the

direction ON.
We now can show that the velocity of Prising or vectorially

V=orLLr=wlLLrr=wlr (3.2)

wherea=a; +4; o, andl =X +X; + X, . Now if we know the velocity of P we can

use this to find the vector angular momentdm

H=[rOvdm (3.3)

SinceV=wLr we then have,

H=[r0(_0Or)dm (3.4)

By expanding this vector triple product we obtain,

H = [{efr @)-r(r do)}dM (3.5)



Using the definition forew andr and remembering thdtl is a vector we can equate

the components o to give:
2 2
H, =0, [ + %)M =, [ x%dM -, [ xxdM (3.6)
M M M

From our definition of moments and products of iigefequation 3.1) we defingl | as:

H1 = Aa)1 - Fa)2 - Ea)3 (3.7)
Similarly, when we equate fof andK we obtain
H2:Ba)2—Da)3—Fa)l )
H3:Ca) -Ew —Da)2
We now consider the matrixthe inertia tensor, given as:
A -F -E
=|-F B -D (3.9
-E -D C
We note thatl =A, I,=8B, I,=C andl,=1,=-F, 1,=1,=-E,
|, =1,; =—D. Equations 3.7 and 3.8 become
H=10L (3.10)

For a rigid body with its axes fixed the inertiager | does not vary with time and thus
the axes can be chosen such that the productemiinD, E and F are equal to zero. In

this case we can rewrite equation 3.9 as
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(3.11)

Il
o o >»
O W o
O o o

This can be even further <plified if the body being considered is rotatiowge

symmetrical about th x, axis as, in this caséd=B. We can now writtH as:

H=Aw + Aw, + Cw, (3.12)

The fundamental equations that describe the rotaifca body are Euler's Dynamic
Equations Munk and MacDonald, 19(, Lambeck, 1980b)These eqttions describe

the rotational response of a body to an appliequi. in an inertial reference fran

We can use our definition (H from equation 3.1% determine Euler’s equatic

Figure 3.2Point P, relative to reference framé;, X, anc X5
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Figure 3.2 considers a poimt = (x, x,, X,) in space relative to the frame with origin
O and axeX, X, X,. The velocity of the point P relative to this frans given by:

dr_d . :
Va—=—(Xi+X ] +XxKk)=
v rACURETRE LY

t
Xi+xj+>gk+x1ﬂ+xﬂ+x%
s e dt *dt °dt

(3.13)

di
In the above equatiOHd—i is the velocity of the point (1, 0, 0) and is givey

Sreli@+wjtehlizaj-ak @19
Similarly for j andk
d ]
—=wk-wi
dt (3.15)
dk
—=wi-wk
dt

Now if we substitute back equation 3.14 and 3.16 @guation 3.13

V=(Xi+X ]+ %K)+ X (@, ] - a,K)+

. . . (3.16)
X (k- ai) + X (Wl - )

The velocity of P in our frame is given (%1 + X, j + X,K). Ifa =0, that is, our

frame is not moving, then this term would equalVe now denote this term usiﬂb.
dt
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V=—‘=d—£+i(a)xa—a)x2)+
B d 77 7

j(@X —wx) +i(wx, —wX)
Using our previous definitions faw andr we can show that
i-(a‘zxs - a‘sxz) + ] (a‘le - a‘1X3) + i_(a‘1xz - 0"2X1) =alr

Therefore

Therefore for any differentiable vectgr(x,, x,, x,)

—= = w0F
= wOF

In the case of Euler's dynamical equations we rteedonsider the motion of a rigid
body about some point that is fixed within that ypod@/e can now substitute fdrl in

equation 3.20 which gives us the rate of changengtilar momentum about an origin O,

dH

— =w0H
dt  —

If we now denotel =L,i+L,j+L;k to represent the vector moment of the external

forces acting upon our rigid body, or the torque,can write

H=L
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(3.20)
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Equation 3.22 describes the motion of a rigid bodwn inertial frame X. It is more
convenient to express forces, velocities and taquéh respect to an Earth fixed
terrestrial reference frame. Euler's dynamical ¢ignais given in equation 3.23 and
refers to the axeg. (I = 1,2,3) (Lambeck, 1980b; Munk and MacDonald, 1960).

O('j—?+wmﬂ =L (3.23)

. : . H .
As% describes motion relative to the frame we can‘mdzeng using equation 3.12 as

dH _ ,da, da,erCda3

=A (3.24)
dt dt dt dt
Also,
«aCH=(C-Aauw,+(A-C)a,w,i+ 0k (3.25)
Now if we substitute equation 3.25 and 3.24 intoagipn 3.23 we obtain
L= ._{ %4, c- A)wzwa} { d—t—(C—A)wlws}
(3.26)

e
dt

Here L is a vector so equating components gives
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de,  (C-A) L,
+ =—
dt A s A
dw, (C-A) _L,
a A ST (3.27)
doy _ Ly
dt C
If no torques were present equation 3.27 becomes
d C-A
d_a:+( A )wza% =0
Gy _C-A e =
o A waw, =0 (3.28)
day _ g
dt

When considering a rigid body rotating, as in tase, symmetrically about the axis
we can sayw, = constant= Q. If we now substitute this constant into equattoR8

and leg, = @Q (the frequency of motion) we now get

dey
—1 4 - O

T (3.29)
da, '
- =0

at g4

The solutions of these equations are

@, =a,co0s0,t+b;sino,t
w, = a,sino,t +b,coso,t (3.30)
w, = constant Q

wherea,, b,, Q are constants of integration (Lambeck, 1980b).
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The equations 3.28, 3.29 and their solutions (egu&.30) provide us with a good way
of describing the rotation of a rigid body, if wepsoximate the Earth to be a rigid body.

_(C-A

We have defineds, Q where, for the Eartf)= 729%10°s"and, if we

choose appropriate values for the Earth’s principgdments of inertia,g, is

approximately equal to 1/306 rev’'drevolutions per day). Hence, for small

displacements of axig, from the rotation axig , the latter rotates in a circular path

according to equation 3.30. This motion is knownfrage Eulerian precession or free
nutation see Lambeck (1980b).

Now substituting Euler's dynamical equations bagto iequation 3.10, we obtain in

vector form

¥+QD(| ) =L (3.31)

Equation 3.31 is only valid when the inertial cdoede system Xand the moving axes

of the Earthx. coincide. The equation will remain valid for angtant t as long as each

different value of t a new inertial coordinate gystis defined that coincides with the
moving axes of the Earth. Thus, for a complete matsen of motion of a rotating rigid
Earth, we need to define a relationship betweeniribdial system Xat time t and
inertial system X at time t’. We can define this relationship usthgee Eulerian angles

a. (Woolard, 1953). Our inertial systemiX defined by the mean; XX, plane and the

mean equinox Xfor the epoch d. The definition given by Woolard (1953) is

a, = inclination of thex, x, plane on the mean ecliptic
a,= angle in the XX plane on the eclipticay, is measured positive from;X
a, = angle in the x x, plane between descending node and the axis.

a,=aT=QT

Hence
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X =R,(-a,)R (a,)R,(-a;)x (3.32)

whereR (a;) denotes an anti-clockwise rotation through an agjl@bout the axis, .
The time derivatives ofr; represent the motion of the axis with respect to the

inertial frame. Resolving these velocities along i axis and equating them o,

gives
a, i
a,sina, |=R(-a,) w, (3.33)
a, +a,cosa; w,
where

cosa, -sina, O
R(-a;) =| sina, cosa, O (3.34)
0 0 1

We now have a complete description of the motiora ofgid rotating body both in
inertial space and with respect to a fixed coordirsystem, fixed to that particular body.
These equations are known as Euler’'s kinematicteqsaof motion. Studies of polar
motion and LOD use equation 3.31 and studies afga®on and nutation use equation

3.33. Sincen, = Q the Eulerian motion’s nutation frequency in spacgiven by

o +Q (3.35)

The free wobble is associated with an almost diuosaillation in space. For a more
complete discussion see Woolard (1953), or Kinastii®77).

If no torques act on the body thé&h, which is the axis of angular momentum of the

body, is fixed in space. The instantaneous axistation w moves around, in a cone.
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This is the free Eulerian motion or wobble withquencyo' . Also w traces out a

smaller cone aroun#il . This is nutation described by Euler’s kinematip&tions of

motion.
3.3.2 Non-rigid, body rotation
In the absence of external torques any rotatingl rigpdy would have predictable

motion once the initial conditions of that motioadchbeen established. In section 3.3 we

made the assumption that the Earth rotates rigitllg,is not the case for two reasons:
the inertia tensot of the Earth is time dependent, and motion occelative to the
axeX. We must therefore write the total angular momentcompared with rigid body

rotation equation 3.10, as

H(t) = 1(1)a(t) + h(t) (3.36)

where

h=[(r Du)dMm (3.37)

is the angular momentum vector due to motion disl velocity relative tor . We now

substitute equation 3.37 into equation 3.31 toiabta
L= [%j[l (Hew+ht)]+ wO1 ©w+ ht) (3.38)

These are the Louville equations (Munk and MacDanH)60).
In most discussions on non rigid body rotation, amahe case of our Earth, the

difference from uniform body rotation is small (Lhetk, 1980b). It is therefore

convenient to write
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a, =Qm, «,=Qm,, «,=Q@Q+m,), (3.39)

where Q is the angular momentum of the Earth ang,m,,m,, are small

dimensionless quantities. The valuas,m, 1+ m,_, represent direction cosines af

relative to the axig, .

Changes in the Earth’s inertia tensor are alsolsswalve can write these changes as
a=A+ALL@M), |,=A+Al1,,(), I,=C+Al,(1), (3.40)
while for the other components in the inertia ternge have the general formula

I, =4, (t) | Z (3.41)

In the previous section we defined=a, + &, + &, so using equation 3.39 this

becomes

Qm
w=| Om, (3.42)

1+my)Q

Now using equations 3.41 and 3.42 and our defmitb H from equation 3.36, and

after neglecting squares and products of smallgewe obtain

AQm, + QAl . +h
L=1Mw+h(t)=] AQm,+QAl,,+h, (3.43)
CQ+CQOQm, +QAIl,; +h,

Differentiation of L gives
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| AQri, + QAI , + hl
a[| w+h(t)] =] AQr, + QA + h, | (3.44)
CQ+CQr, + QAl,, +h,

Now the vector product o with L gives

CQ’m, - AQ’m, —~Q?Al,,,.—Oh,
W[l Go+h(D)]=| AQ'm +Q°Al,;+0h -CQ*m (3.45)
0

Once again the squares and products of small tdrave been neglected. Now
substituting this into the Louville equation, eqaat3.38, we get

AQm + QAl, +h +CQ’m, — AQ’m, - Q*Al ,, - Qh,
L=| AQm, + QA + h, + AQ’m + Q?Al , + Qh - CQ’m | (3.46)
CQm, + QAl, + h,

SinceL=L, +L, +L,, we are able to equate the terms in equation fd#the three

terms that make up the vector L. On equatingi tterm and rearranging we find

Arn, +m2{QZA|Z3—QA|13 Eth—h1+L1} (3.47)
Q(C-A) Q*(C-A)
_(C-A

In the previous section we defingd Q, where this is the frequency for

rigid body rotation, so equation 3.47 becomes (Leckb1980b).

m
O-I'

*m, =y, (3.48)
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where

Q%Al,.—QAI..+Qh —h +L
%:[ T h 1} (3.49)

Now if we similarly equate thgand k terms we obtain

m,

o +m =y, (3.50)
where
v = [szm - QQAZI'(ZéJr_SX;l —h, + L3J (3.51)
and
My =5 (3.52)
where

t
~Q%Al;, - Qhy +Q L
0

‘//3 = CQZ (353)

The expressiong,, ¢,, ¢., are known as excitation functions and their units a

dimensionless. These excitation functions contdlinthe geophysical processes that
perturb the rotation of the Earth, or in other wsrdause the Earth to rotate non-
uniformly. These geophysical processes include dbmosphere and oceans, the
coupling of the mantle and the core, the hydrolalgiycles on the land as well as some
other factors that do not contribute (Dickey, 199R)ese geophysical processes cause
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small changes in the Earth’s inertia ten$owhich causes the rotation of the Earth to

change.

We separate equations 3.49 and 3.51 from equatihlcause they perturb different
elements of the inertia tensor, torques and anguamentum. The first two relate to
the wobble of the Earth, or the position of theep@{P, YP) with respect to a terrestrial
reference, while the third equation is related @O. Complex number notation gives a

more compact form of these equations (Lambeck, 1P80

I3

=m + jm,

Y. +1¥,

Al + Al (3.54)
+ih,

— 1> > |<
1
- = Il

1
i\

+
‘I—_'
N

Now we can add equation 3.51 to equation 3.53 auitiptying by j we obtain

ﬂ-'-rnz+jﬂ_jmlzéyz_jl:[/l (3.55)
g g

r r

By rearranging equation 3.55 we obtain
1, . - , . :
o M+ m) = j(m +m,) ==, +1¢,) (3.56)
Now using the complex numbers notation that weothiced in equation 3.54

(3.57)

Qi3
+
5
1
<

or
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E3

——+m=y (3.58)
g, =
Wherelﬂ is given by equations 3.51 and 3.53 multiplied bgamely
w=— 1[0’ -joal +Qh- jh-jL] (3.59)
= Q*C-A -

Equation 3.58 is a simple first order linear equativhose solution is given by

jart _ tjarr
m=e mo—JUrje Y(r)dr (3.60)

wherem, is a constant of integration. The solution for éxéal componenin, is given

in equation 3.52 and is simpler by comparison taagiqn 3.60. In the absence of
external torques we can express the law of conservaf angular momentum as
(Barnes et al., 1983).

QC @1+ m,)+QAl, +h, (3.61)

wherem, = [%é Qj and A = 27 therefore
w

(3.62)

where A\ is the difference of LOD from its mean valpg = ZEnof 86400 seconds. In

the next chapter we will discuss how we can thanpare values of LOD to variations
within the fluid Earth.

34



3.3.3 Rotational Deformation

The main difference between uniform and non-uniforotation is caused by
deformation due to centrifugal force. This sectwifi look at the deformation of the
Earth due to centrifugal force. It is convenientdiscribe other perturbations of the

rotation of the Earth with reference to this defatimn. We describe the potentia] of

the centrifugal force at a poiRt, and distancé from the instantaneous rotation axis as
(3.63)

The direction cosines of are given bym, = «, / « So that (Barnes et al., 1983).

ZK (Z“*—T (3.64)

Now if we substitute equation 3.64 into equatid®33we get

Ue —lw r ——(Zcqxlj (3.65)

with r2 =Y x and &’ =Y @’
The potentialy . can be written as
1 20
Uczéwzr +AU, (3.66)

where

35



1 1

AU :szr _E(;C‘MJ (3.67)

The first term in equation 3.67 results in a snyalkely radial deformation (about 0.004
cm at Earth’s surface (Lambeck and Cazenave, 19%8).second term, however, is
harmonic in degree-2 and can be written in termspbierical harmonics as (Lambeck,
1980Db).

AU . = (RTZJ(%Z +w,” - 2w32)(%j P,, (sin @) - (RTZJ(%]

2 2
x (w,w, cos A + w,w, sin A)P,, (sin @)+ [?—Zj[é—j (3.68)

x [(a)22 - a)lz)cos 2] - 2w,w, sin 2/ ]x P,, (sin @)

where P, (sin ¢) are the associated Legendre polynomials desciib€thapter 2. The

potential above causes the Earth to deform. Falastic body, a further change can be
described at the Earth’s surface and outside theh'Basurface using Dirichlet’s

theorem (Lambeck, 1980b). On the Earth’s surféiceR, therefore
AU, (R) =kAU.(R) (3.69)

Outside the Earth, where & 0.30 (Lambeck, 1980b),

AU () :G{J AU (R) (3.70)

This equation can now be written in spherical hamit®in the form given by equation
2.12
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where

AU, (R) :Q(TRJ 3 (Y, cosmi + S sinmi B, (sing)

(3.71)

(3.72)

Now equatingCZmDand S2m”with the appropriate elements in the second degree

inertia tensor (equation 2.10), thaé\kiij (t) changes as follows (Lambeck, 1980b).

Al = k,Rwaw _ k,R°Q*m (1+m,) . k,R°Q*m,

BT 3G 3G 3G
Al = K,R°w,w, Kk,R°Q’m,(1+m,) . k,R°Q’m,
23 3G 3G 3G

(3.73)

In the above equations small terms have been rtedléar the final simplification step.

This gives the deformation due to centrifugal forelated to the appropriate parts of the

Earth’s inertia tensor. How rotational deformatisrrelated to the excitation functions

w,andy , found in equations 3.49 and 3.51 will now be diésct. In the case of

rotational deformation, torque and angular momentomot affect the excitation of

rotation. Therefore, the terms in equations 3.49 261 involving torqud. and angular

momentumh are neglected. Now substituting equations 3.73 B#® and 3.51 to

obtain the excitation from rotational deformatidaihbeck, 1980b).
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Q? R m k m
¢, = kz—[ml—zJ =—2[ml +—2}
C-A 3G 'Q) k Q
o - k° (3.74)
_ m | _ K m,
K, —|m,— |[=—=|m, +— |,
V2= A 23(3( ZQj ko( 2 Qj
where
k, = (C-AIG _3CMCy _ 1949 (3.75)

Q%R QR
m

Here m, are of the order 10so thata': 5x107°((m (Lambeck, 1980b; Barnes et

al., 1983). Hence 3.74 becomes

k k
Y, =—2m, Y, —2m, (3.76)
kO kO

o, usingg, which is the frequency for rigid body rotation itkefd in section 3.3.1

is defined as.
g, =0, (1— —Zj (3.77)

Now substituting the excitationg, andy , into equation 3.48 and 3.50 gives (in the

absence of all other excitations)

S|z

+m =0, %Hnl:o (3.78)

The solution of these equations is (Lambeck, 1980b)

m, =m, cos,t +6),

. (3.79)
rnZ = rnOSIn(o-Ot +0))
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wherem, and fareconstants ang , is given in equation 3.77. From the solution gi

in equation 3.79 we can see that the motion is ageén circular, the same as giver

rigid body rotation given in section 3.3.1. In tkection on rigid body rotain the

frequency of the Earth’s wobble was giveig, :S—EGrevd‘l, whereas observations

this period give it as approximato, :érevd'l. Thus the elasticity of the Ear

increases the period of the Earth’s wobble from 88¢s to appiximately 435 days.

The difference between a rigidly rotating Earth ancelastic Earth will now be shov

v
P
[\

4

m
v
xl
Figure 3.3Motion of the rotation axis with respectEarth fixedaxes, Initial State for non iid body

rotation
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Figure 3.3illustrates rigid body rotation whe m represents the motion around

rotation axis and the excitation ay is relative to the body fixed axX. In its initial
statem is aligned with the principle axis of rotat x,, with m=0 and¢/=0. If the

body is perturbed then the excitation pole is stiifto(,gr and m moves around the

excitation pole with a frequeng, and amplitudéy, .

v
>
(]

4

W,

v

Xl
Figure 3.4Motion of the rotation axis with respect tarth fixed xes, initial state for rigid body rotati
Figure 3.4represents the effects of perturbation on a-rigid rotating body, i.e. th
Earth responding elastically to a perturbationtHis case the rotating body hase

same initial conditions as iFigure 3.3 This time, however, the rotation axis wobk

freely about a mean position. The excitation futdi were given previously
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equation 3.74. These can also be writterq//f';ls%ml andy, :%mzand in complex
0

ky m . This excitation is due to the bulge adjustingelitdo the

notation asy | =k—_
0

constantly changing position ¢h. The equations of motion from equation 3.57 can

now be written as

J:m+m=t// or J':m+m=0 (3.80)
ar

LA >} 0-0

Where g, :O'r(lk ZJ is the frequency of the free oscillation of thestic Earth

0

(Lambeck, 1980b). Now, from our relationship betwélee Earth’s inertia tensor and

rotation given in equation 3.71, we hat)ﬁeD as the orientation of the principal axes of

the Earth with respect t&.

In the above cas§ =lA/D. Additionally, if the Earth is subjected to anatlexcitation
function, one of force, the total excitatign acting on the Earth, is made up of the new

excitation of forceté/r being considered and _, which has already been defined. The

equations of motion now become (remembering @a{lﬁ/D +1,£/r)

)
J?+m=l£D+ll/r (3.81)

Now substituteo, and¢/ .

This reduces to

(3.82)



showing that an elastic Earth changes the amplifdéhe excitation function by

k0

TR It can now be said that the amplitude of the Weld) the Earth increases as a
o K2

result of the Earth, giving an elastic responseearathan the response of a rigid Earth.

An anelastic response of the Earth to a disturlpogential will now be briefly
considered. Using complex Love numbers (Lambec8)hPwe have

k, =k, + jKk (3.83)

Now substituting this into the complex form of etjoa 3.74 gives

Ko + |
‘£=[ 2 JK]m
Ko

Now substituting fory gives

0

NN

_| kKt K . m _
+m= k—mor j]—+m=0 (3.84)
0

where, g, :gr(likZ]— jarkk is the frequency of the aneleastic response to

0 0

excitation. So to allow for the anelastic responséhe Earth we can introduce the

complex frequencyg, = g, + ja . Therefore, the solution to these equations usiigy

new frequency is given by

m=mye el %! (3.85)

The amplitude of the free wobble is dampened byf#ttore ' as a result of an
anelastic response. This response is known as “egénlipear motion” (Lambeck,
1980b).
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3.4  Conclusion

Earth rotation theory has been discussed in sont&l,dderiving the fundamental
equations needed to understand how the rotatitimedEarth and how the processes that
act on can be described mathematically. The firdl of equations derived here
describes how the rotation of the Earth can be itedt by certain processes acting
upon it. These equations are referred to as thiga¢ion functions and can be linked to
the movement of mass within the Earth system. I shbsequent chapters these
equations will be used to investigate these magsstributions within the Earth and

their links with the gravity field of the Earth.
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Chapter 4

4  Mass Redistribution and Angular Momentum

4.1 Introduction

This chapter will look at the different ways in whimass is redistributed throughout
the Earth system including the atmosphere, oceathisantinental hydrological effects
as well as the effects of the Earth’s core. Thehorktof calculating the effects of each
of these different processes on the redistributfomass within the Earth system will be
derived and examples of these excitation functioié be analysed. Finally, a

comparison of Atmospheric Angular Momentum Functid®AMF) estimates from

various organisations will be compared to assesghwtataset might be the most

appropriate to use in the orbit determination pssce

4.2 Redistribution of Mass

Mass and angular momentum are, according to physicserved in a closed system.
The Earth interacts very little with componentssidg of itself. The Earth therefore can
be thought of as a closed system, and therefore nomasponents in one reservoir of the
Earth system are exchanged with others (Salsté®3)1 Mass redistribution within the
Earth system is caused by geophysical processés.nidvement of geophysical fluid
(mass) causes variations in the Earth’s rotatiamayity field and geocentre. The
improvement of geodetic techniques over the lagtdecades allows us to measure the
effects of these processes on the Earth to an cegheated accuracy. The continuous
collection of this kind of data allows scientistsetopportunity to investigate these

processes over varying timescales.

As stated previously the changes in the rotationthef Earth are caused by the
movement of mass in the Earth system, this haseffexts. Firstly, the movement of
geophysical fluids cause surface torques, whicbctly affect the rotation of the Earth
and secondly, the associated redistribution of nfems this movement causes the

Earth’s inertia tensor to be modified, thus ingdiigg rotational change. From this
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knowledge it can be said that the Earth obeys #he df “conservation of angular

momentum” (Chao et al., 2000).

The gravity field of the Earth is also closely asated with the geophysical processes
within the Earth system. These processes causgyebkan the Earth’'s gravity field
through Newton’s gravitational law (equation 2.This law states that a body creates

its own gravity field according to the distributiohmass within that particular body.

Finally, changes in the Earth’s geocentre obey l#ve of “conservation of linear
momentum”. This law states that the centre of mafsshe solid Earth plus the
geophysical fluids such as the atmosphere and scehmys the law of celestial
mechanics in its translational motion around thlarssystem. This geocentre motion
manifests itself, for example, as a translationtted ground based network of SLR
stations with respect to the centre of mass ofathele Earth system that is defined by

the orbits of the satellites (Chao et al., 2000).

Viscous
torques

Figure 4.1 Forces that perturb the Earth’s rotation (Lambeck, 1980a)
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There are many processes (Figure 4.1) within theéhEsystem that cause mass to be
redistributed. These include the atmosphere, o¢cdaydrology (ground water), the
Earth’s core and mantle, Earthquakes, volcanoest, glacial rebound, tides and the
melting of ice.

The size of the effects on the geodynamics of thethEby the mass transport of
geophysical fluids is approximately proportional(tet transported mass)/(Earth mass)
and (net transported distance)/(Earth radius). @hgocesses cause variations in

orientation, gravity and geocentre on all obsemvdiphescales (Gross et al., 2005).

4.2.1 Atmosphere

Variations in the Earth’s rate of rotation or LOBdapolar motion can be attributed to a
variety of sources. These can be split into thegegories: an overall increase from tidal
dissipation, the long term variations (i.e. decadatiations) and finally higher
frequency variations on annual and seasonal tinesd®ickey, 1993). Numerous
studies have examined the effects of mass redisiitoon the rotation and gravity field
of the Earth. These studies have shown that theememt of the atmosphere is the most
variable of the geophysical processes that affeet Earth system. Excitation is
significant in all three components. Studies shaedyagreement between changes in
the angular momentum of the Earth’s atmospheretlaaidof the Earth’s rotation and
gravity field. At periods longer than approximatély days, signals for excitation by the

atmosphere are well established (Eubanks, 1993).

The exchange of angular momentum between the atrmaosjand the Earth is the major
cause of variations in LOD for periods of approxiema5 years or less (Dickey, 1993;
Lambeck and Cazenave, 1977). At periods greatar thyears the atmosphere may
contribute to the excitation of the Earth’s rotatisignificantly (Lambeck, 1980a;
Lambeck and Cazenave, 1977). The annual excitatiohOD is almost entirely
dominated by the atmosphere after excluding theceffof the ocean and solid Earth; it
has been shown that variations in the atmosphentilsote to the excitation of the
Earth’s rotation (Eubanks et al., 1985; Rosen aldt&in, 1985; Hide et al., 1980).
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Polar motion is dominated by two almost circulatiligtions, one at a period of 1 year,
known as the annual oscillation, and the secoralpariod of approximately 436 days,
known as the Chandler wobble. The amplitudes df lfoése signals are approximately
100-200 mas. There is also a long term drift ofea& imas per year. The Chandler
wobble is a free oscillation of the Earth and hasbeen fully accounted for, although
the atmosphere is one of the major candidatestdagxcitation (Gross, 2000). A large
part of the annual and semi-annual oscillationrigeth by variations with the Earth’s
atmosphere (Kuehne and Wilson, 1991; Chao and AQ1)1 The evidence for the
atmospheric pressure being the main source ofti@rgon an inter-seasonal timescale
is strong (Eubanks et al., 1988), as well as ewidehat atmospheric winds may play a
role in this excitation (Gross and Lindqwister, 22®Decadal scale fluctuations in polar
motion are less likely to be caused by the atmagphet this cannot be entirely ruled
out (Khrgian, 1985). High frequency variations shetatistically significant coherences
between atmospheric excitation and polar motionafotittle as 10 days (Salstein and
Rosen, 1989). It is thought that the atmosphe@ @stributes highly to shorter period
excitations but this is less well established (Miasgt al., 2002).

4.2.2 Ocean

The oceanic excitation of polar motion does notehas good observational evidence as
that of the atmosphere. Ocean tidal fluctuationsehaeen found to have the greatest
effect on sub daily timescales (Chao and Ray, 1@®@son, 1996). Ocean tides have
also been found to have an effect at fortnightlg amonthly timescales (Gross, 1996;
Gross et al., 1997). The effects of the tides onhE®tation parameters have been well
modelled (Yoder et al., 1981) and are usually reedowhen investigating the effects of
the oceans on Earth rotation. Oceanic excitatiordrigen to a great extent by
atmospheric forcing and the thermohaline processesed by heat and freshwater
fluxes (Brzezinski, 2002). Modelling this is congated, as it requires three-
dimensional modelling of global ocean dynamics,sTigpe of data has been produced
by Ponte et al. (1998), and Johnson (1999) .

The seasonal effects of the ocean on polar motawve been studied (Ponte and
Stammer, 1999; Gross, 2000). These studies agat@adking the effects of the oceans

to the effects of the atmosphere bring the modedbecitation closer to the observed
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excitation. Gross (2000) also finds that oceanicitaions explain some of the
discrepancies in inter-seasonal and inter-annuabg® although discrepancies still
remain. The possible forcing of the Chandler wolliljl@ceanic processes has also been
investigated (Ponte and Stammer, 1999; Gross, 2B&{&zinski and Nastula, 2002;
Brzezinski et al., 2002). These studies have shib@rocean to be important in exciting
the Chandler wobble with ocean bottom pressurenigathe greatest effect. Oceanic
excitation has been found not to have enough pdeveeriously affect low frequency
variations in polar motion (Gross, 2000).

The oceans also effect changes in the Earth’sofatetation. Studies have shown that
the ocean could be responsible for some of theirengalLOD variation that cannot be
accounted for by the atmosphere (Johnson, 199%udaat al., 1998; Chen et al., 2000).

4.2.3 Hydrology

Although advances in technology, such as the GRAGtllite mission and Aqua

satellite (Barnes et al., 2003), have improvedateslability of data used to estimate the
effect of hydrology on the rotation of the Eartkeysral components of the effects of
hydrology are known with large uncertainties (Rurhmeal., 2009). Due to this the

effect of hydrology on the rotation of the Eartralso difficult to estimate and remains
one of the more interesting research areas withect<o mass redistribution within the
Earth system. Traditionally, hydrological angulaomentum functions have been
derived from precipitation, evapotranspiration aswface runoff based on sparse
climatological models (Chen et al., 2000).

Hydrology is thought to contribute to the seculaamge in polar motion by up to 20%
of the total excitation. Melting of continental giars and other changes in continental
water storage are the processes by which the nsagedistributed on the land
(Gasperini et al., 1986; Trupin and Wabhr, 1990; ke and Wilson, 1991; Wilson,
1993). Hydrology is thought to be more importargrithe atmosphere in decadal scale
variations of polar motion, as water can be stavedr these timescales as glaciers,
snow and lakes etc whereas the atmosphere cananehi¢ and Wilson, 1991; Wilson,
1993), especially in variations longer than 10 ge&hao et al. (1987), Chao and
O'Connor (1988), and Trupin and Wahr (1990) studieel effects of long period
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excitation from snow loads, reservoirs and glacsrd found that all of these processes
only create 10% or less of the total excitatiorurezfl. Studies have given contradictory
results with regard to the importance of hydrolagi@ngular momentum (Kuehne and
Wilson, 1991). Hydrology is thought to also conttd on a small scale to LOD
variations on all timescales. More recent studids €t al., 2010; Chen and Wilson,
2005) have shown that hydrology does not closgépebetween observed polar motion

and LOD variations and the excitation computed fevailable models.

42.4 Core

Decadal variations in the rotation of the Earth #u@ught to be caused by the angular
momentum of the Earth’s liquid core (Jault and Leudl, 1991; Lambeck, 1980b).
This conclusion comes about by the process of siatuas these variations are so large
that it would take double the mean atmospheric lzaiva velocity or enough melting
of the polar ice to increase the sea level by 2Qa@iwause rotational variations on this
scale. Neither of these phenomena has ever beenvelds Since no theoretical process
has been discovered that could generate enoughlagmaito produce this long term
variation, it is assumed that this variation isseiby the torques between the Earth’s

core and mantle (Eubanks, 1993).

425 Other Effects

A secular variation has been detected in polarandiGross and Chao, 1990; Ming and
Danan, 1987) although studies do not agree onitieeo$ this variation, showing how
difficult it is to determine secular motion of tR&rth poles. This secular variation has
been generally attributed to post glacial rebou @nd Peltier, 1984; Peltier, 1998)
and is thought to be responsible for the seculangl found in J2 and other
gravitational harmonics. This secular change ichihged in 1998, the cause of which
is not yet known for certain (Cox and Chao, 200P)e linear increase in LOD,
attributed to tidal dissipation and glacial isostatdjustment has been estimated to be

about 1-2 milliseconds per century (Stephensoh ,et284; Rummel et al., 2009).

The possibility of earthquakes exciting the Earthagation enough to account for

discrepancies between the excitation needed tceganigar motion and LOD and that
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excitation that can be modelled from the atmosphmreans and hydrology, as well as
the possibility of earthquakes exciting the ChanaWebble, have been investigated.
This, however, has been shown to be unlikely asalithquakes between 1977 and
1990 only account for excitation equivalent to & feenths of a millisecond (Gross,

1986, Chao and Gross, 1987)

For a more comprehensive review of the processas diwuse the excitation of the
Earth’s rotation, see Eubanks (1993).

4.2.6 The Southern and Quasi-Biennial Oscillations

Measurements of LOD have shown interannual fluctnat(i.e. variations of between
one and 10 years). Studies have shown correlalietvgeen these fluctuations and two
quasi-periodic global oscillations in the oceand atmosphere. These are known as the
Southern Oscillation or SO (Stepanick, 1982; CH&84; Eubanks et al., 1986; Hide
and Dickey, 1991) and the Quasi-Biennial Oscillat{Ghao, 1989).

El Nino and La Nina events are important tempeeafiuctuations in the eastern Pacific
Ocean, the cause of which is still not totally urstigod. El Nino and La Nina events are
now recognised as being part of the SO and areeeféo together as ENSO cycles. An
El Nino phenomenon occurs as a body of water iredistern Pacific Ocean, which is as
much as 2higher in temperature than the surrounding wataemsses across the Pacific
in just a matter of months (Eubanks, 1993). It sn suggested that the cause may be
the result of non-linear air-sea interactions, Whiause changes in the temperature at
the sea surface and therefore cause change inititesivess on the ocean, which are

also modified by the new atmospheric conditionsié@aider, 1990; Barnett et al., 1991).

The Quasi Biennial Oscillation is a quasi-periodszillation of the equatorial zonal
winds (Baldwin et al., 2001). The mean period @ tiscillation is 28 months.

Studies, starting with Stepanick (1982) have cotetethese events with fluctuations in
the Earth’s rotation rates. During the very strd8§2-1983 El Nino event, Rosen et al.
(1984) observed some unusually large and rapidioot variations in LOD. These

effects were later confirmed by subsequent stu@éso, 1984; Eubanks et al., 1986)
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showing that most LOD variations on inter-annuahetscales were linked to these

ENSO events and the Quasi Biennial Oscillation.
4.3  Excitation and Angular Momentum Function

In Chapter 3 we described the rotation of the Eard introduced some excitation
functions due to changes in the inertia tensorargular momentum of the Earth. The
excitation equations shown in equations 3.48 thnoBy53 are well suited for

calculating excitation functions when changes ilatree angular momentum are well
separated from changes in the Earths inertia tdngowhen one of these quantities is
zero. These equations are, however, inadequatedmputing excitation functions

when looking at changes occurring due to redistidiouof matter and relative angular
momentum separately. The reason is that both angudenentum and the inertia tensor

involving relative motion are both second order.

It should be noted that there are two differenthrads for calculating the effect of the
atmosphere and oceans etc on the rotation of thid Bdunk and MacDonald, 1960;
Wilson and Haubrich, 1976; Lambeck, 1980b). Intirgue approach, the torques that
act upon the surface of the Earth, due to the mewerof fluids within, above and on
the Earth are related to the rate of change of langmomentum of the Earth.
Alternatively, in the angular momentum approacle, aingular momentum of the Earth
and of the atmosphere and oceans are considered @&od opposite (Barnes et al.,
1983). In this thesis we use the angular momentppnoach due to the fact that wind
data is readily available. Therefore, we must sspahe excitation functions to look at

each effect independently. Recall equations 3.5133a59.

Q*(C- A =[Q%1 - joal +Qh-jh-jL] @y
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t
CQ, = ~Q°Al 45~ Qh, +Q| L
0

The excitation functions contain contributions from
i.  Redistribution of mass (matter),
ii.  Relative motion of mass (motion),

iii.  Torques.
This can be written as
Y, =y, (mattep +¢, (motior) +¢, (torques
where from equation 4.1

Q*(C - Ajy(matte) = Q°Al
Q*(C - Ajy(motion =-jQAI +Qh- jh
Q*(C - Ajy(torquey= jL

and from equation 4.2.

CQ %y (matter ) = —QZ?Al,,
CQ?%,(motion ) = -Qh,

t
CQ %y ,(torque ) = —QIL3dt
0

Equations 4.1 and 4.2 can now be written as (MumtkMacDonald, 1960)

(4.2)

(4.3)

(4.4)

(4.5)

Q*(C - Al = [ bpF (matter)dV + [ pF (motion)dV + F (torque)4.6)
\% \%
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Q*Cy = [ bpF, (matterHV + [ pF;(motion)dV + F, (torque) (4.7)
\% \%

WhereE = Fl + JFZ

Now, to obtain equations fdF,, F, and F; in Cartesian coordinates, recall equation 3.1,

namely the general form dfin Cartesian coordinates.

I, = _I)ﬁxde (i 7 J) (4.8)

m

SincedM = pdV where g is the density, then

, :—j,@ngdv i#]) (4.9)

\Y,

Now consider
d . .
Al i = —jA,@ngdV—Jpa(&Xj )dV (' % J) (4.10)
vV \Y

From Chapter 3 recall|, =1, where # j, therefore equation 4.10 becomes

1]

I, = Al :—jAmxjdV—jp%(&Xj)dV (i) (4.11)
vV \Y

The above equation can now be separated to obtgiressions for both matter and

motion.

53



matter: Al :jA,@q x;,dV
\%

. ¢ _d (4.12)
motion: Al —\-[paxixjdv

Now on setting the torque to zerd, (=0), we can write the excitation functions in

CcCartesian coordinates as

Q*(C- AW, =-Q* [ PV + [ p(x, = X, —2Qxu, JdV
\% \%

4.13
QZ(C - A)¢2 = _QZIIO(ZX3dV +Ip(X3U2 = XUy — ZQ)(Sul)dV ( )
v %

In equation 4.13 the first integrals on the righht side are the matter terms while the

second integrals are the motion terms as theywvewatlocitiesy as well as densitg.

The expressions foF,, F, and F,are obtained from equations 4.6 and 4.7 in terms of

Cartesian coordinates using equations 4.4, 4.51&dfd This gives:

matter : F, = -Qx,X;, F, = -Qx,X;, F; = —Q(x? + x?)
F, = -2QX,U, + XU, — XU,
motion : 4 F, = 2Qx,u, + XU, — X,U,

4.14
Fs = Q(_ Xu, + qul) ( )

t
torque: F,=-L,, F, =L, F;=Q[ Lyt
0

Similarly these functions can be written in ternisspherical harmonics by letting, ,
ug,andu, designate the East, South and Up components otitelrespectively and

dV =r?sin@drd@dA as the differential volume. We then have (Munk MatDonald,
1960)
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F, =-r?Q*sindcosfcosi
matter { F, = -r*Q?sindcoggsinA
F, =-r°Q*sin
F, =—-2Qr co(u, cosl +u, sindsinA +u, sindsinA)
+r(~u, codsinA +u, cost) (4.15)
F, =—2Qr cog(-u, sin +u, cosfcosl +U, sindcosh)
+r(~u, codsinA +u,sinA)
F, =-Qrsinéu,

motion

The torque is more complicated and is written asstim of two terms.

L, = jpgijk X; f dVv + jgijk X; PN, dS (4.16)
\Y S
where
gy =0 if i=j, =k, 1=K
Ex =1 if I, ], K isanevenpermutationof 1,2,3
Ep =1 if I, ], Kisanodd permutationof 1,2,3

The excitationy caused by the atmosphere can be concisely writteterms of

complex numbers.

x=x)+ix(t)

K00+ i0)= g MO )+

alc-A 12z Blnlt) +idd zs(t))} (4.17)

A
C,.Q

m

AA (t) = [h, )+ 0.756041 ,, (t)] (4.18)
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Figure 4.2 Atmospheric Angular Momentum Functions mass tersisgian Inverted Barometer (IB) and
non Inverted Barometer derived by NCEP

where the terms 1.61 and 1.44 in equation 4.17wtdor the effect of core decoupling

and the yielding of the solid Earth to the loadiregpectively. The term 0.756 in

equation 4.18 again accounts for the yielding efgblid Earth to the load.

Using equations 4.17 and 4.18 we can compute éxcitéunctions from geophysical

data. Figure 4.2 and Figure 4.3 show the excidtioctions calculated from the NCEP
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circulation model kf049f
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It should be noted at this point that the variaotéhe mass terms X, Y and Z derived
using the Inverted Barometer (IB) correction arealen than those when not utilizing
this correction. This is due to the fact that iaes where the atmospheric pressure is far
different from the mean atmospheric pressure dweBarth, using the correction gives
a better approximation of the effects of atmosphieding.

The IB correction effect is given by (Wunsch andrfstner, 1997):

IBC= -1pG(p-Prer) (4.19)

where Ris the global mean pressure over the ocgasmthe density of the sea water
and G is gravity. This correction takes into acadbe variability of the atmospheric
pressure over the oceans. The correction involwkstguting the mean atmospheric
pressure with the atmospheric surface pressuretbgarceans at every point (Salstein,
1993).

It should also be noted that the annual signalhenx component is less well defined
than the annual signal on the other components.r&ason for this may be that the
major driver for the annual signal of polar motisrthe build up of high pressure over

Siberia every winter which is much closer to thax¥s than the X axis.

In Figure 4.4 the corresponding excitation funcsidrom the movements and mass
distribution of the oceans are plotted using thie BECO circulation model kf049f as
this was the most recent version at the time thekwimo this thesis was carried out.
ECCO is based on an earlier MIT global ocean catooth model (Marotzke et al.,
1999), details of which are given by Chen and Wil$p003b). It can be noticed that
excitation caused by the mass and motion of tharece the movement of the Earth is
much smaller in the Y and Z terms compared withdfiect of the mass and motion of
the Earth’s atmosphere. This effect is still sig@iht within the Earth system. The
effects on the X terms are similar when using tBecbrrected mass term from the

atmospheric data.

It can also be noticed that the motion Z term friti@ oceans is considerably smaller

than that of the Z motion term from the atmosph&hee Z term is 10 times smaller in
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the oceans #n in the atmosphere. This is due to the much lamgevements of th
atmosphere (the zonal winds) around the rotatios aikxthe Earth when compared
the transport of the oceans. On the other handnibten terms from X and Y are !
similar size wherompared with atmospheric terms and therefore tmeisbnsidered ¢

significant in how they affect the inertia of tharkh’s rotatior

In Figure 4.5the corresponding excitation functions from thetribsition of the
hydrology fom the NCEP reanalysis model are plotted. Hydpldges not contribut
to the motion part of the excitation so only massnts are plotted. There is a very cl
annual signal on all three components of the hydjiohl angular momentum functior

The skes of the mass terms are similar to the mass tesmputed from the ocea
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Figure 4.5Hydrological Angular Momentum Functions mass te from NCEP ranalysis

60



4.4  Angular Momentum Models

Geophysical data from which angular momentum vadweslerived, and thus excitation
functions as shown above, come from a variety ofcs. To assess how the values
derived from these sources vary when compared ¢t ether, an analysis of the
difference between the models has been undertakas. analysis of the different
models will aid in choosing which model is the besiited in the new orbit
determination procedure being developed in thisitheAs the atmosphere is the
greatest contributing factor to the effect on thiation of the Earth the values of AAMF

from different organisations have been compareadviel

Figure 4.6 - 4.11 show the comparison from foufedént organisations that produce
values of AAMF; The four organisations are the fpaan Centre for Medium Range
Weather Forecasts (ECMWF), the Japan Meteorolodigaincy (JMA), the National

Centre for Environmental Prediction (NCEP) and theited Kingdom Met Office

(UKMO). Each of these centres computes the datadifferent sampling rate. To make
all the data the same sampling rate of 1 valueyel/®rdays, to match the output from
FAUST, weighted daily averages were taken for orgameatiwhose sampling rates

were greater than one day.
There were two possibilities for this. First, sodaa was given every 6 hours. In this

case a weighted average at midday was computed wa&ights of g, /4 /4 14 g for

the 6 hour data starting at O hour.
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Figure 4.6 Comparison of AAMF X mass term from 4 different anjsations

The second scenario was data given at midnightaaindidday. In this case a weighted
average of three values using weights/ef'/, '/, was derived from the data values
spanning midnight, midday and next midnight respebt. Other data was already

daily and this data was interpolated to give aydedlue at midday. Once all the data
had been converted into daily values a weightedaybaverage was computed to give a

value at the middle of the 15 day period.

Figure 4.6 shows that there is very good agreerbetween all four organisations;

estimates of the X mass term. It can also be gedritie data from ECMWF only spans
the first few years of the compared data set aadl tthere are large periods of data
missing in the JMA and the UKMO time series. Théyatata series that is complete is

the data series from NCEP.
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Figure 4.7 Comparison of AAMF X motion term from 4 differentganisations

In contrast, when comparing the X motion term of MA from the same four
organisations (Figure 4.7) it is immediately clézait the agreement is much less well
defined. In the mass term shown in Figure 4.6 tiraual signal, that would be expected
to be present, caused by the semi annual and anaesilis very clear on all sets of data,
whereas in Figure 4.7 although there is some relsgrod of an annual signal,
especially from NCEP data, the agreement of thesaeality between data sets is
sketchy. This suggests that defining the motiomter the X axis from the collected

data is much more difficult than defining the mesms.
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Figure 4.8Comparison of AAMF Y mass term from 4 different anjsations
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Figure 4.9 Comparison of AAMF Y motion term from 4 differentganisations
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Figure 4.8 shows the Y component of the AAMF, oagain compared against each
other. The comparison of the mass and motion Y corapts demonstrates very similar
attributes to the X term, these being a very weflreed annual signal in the mass term

and a less well defined annual signal in the matgom (Figure 4.9).
In addition, the X motion and the Y motion terms dot agree well. Again this

confirms that it is more difficult to define the tan term of the excitation functions.
Once again the data with the best defined anngaékis that of the NCEP (Figure 4.9).
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Figure 4.10Comparison of AAMF Z mass term from 4 different angsations

Finally Figure 4.10 and Figure 4.11 show the congpas of the data of the Z
component of the AAMF. This time both the mass amotion terms from the Z

component of AAMF from all centres have a clearlgficed annual signal that
corresponds to the changes in the seasons andewrgstterns. There is also good
agreement between all data sets for both the madsttee motion, although the
agreement, in contrast to the X and Y componemsms to be better on the motion

component. This suggests that evaluating the diamitaon the Z axis is easier than
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defining the excitation in the X and Y axes, esaiciwhen considering the motion part

of the signal.

This data comparison has shown the AAMF data thavailable and how complete the
data sets are. The comparison has also shown hdwhese data sets agree with one
another, which may give an insight into how AAMRalanight compare with excitation
computed from gravity and from ERP values as deedriin Chapter 3 and the

beginning of this chapter.
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Figure 4.11Comparison of AAMF Z motion term from 4 differentganisations
Due to the fact NCEP data is the most complete sktteas well as being the data set

that displays the most consistent annual signaddl ihe components of the excitation

functions, the NCEP data will be chosen for usthéorbit determination process.
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4.5 Conclusion

This chapter has discussed those excitation fumetighich are currently estimated by
different organisations and discussed briefly hbese terms are derived, what each
excitation function includes and by whom the exmtafunctions have been derived. It
has been shown that the major excitations withreeg¢ma the rotation of the Earth are
driven by the atmosphere, which causes the lamestation on an annual timescale. In
addition, the ocean excitation is similar in siaghie atmospheric excitation in the mass
terms but less important in the motion terms, wihlke hydrological cycle which has a
similar effect to that of the oceans in terms ofsmad is not considered in terms of

motion as this data is not available.

Finally values of AAMF computed by different metelmgical organisations have been
compared for consistency of signal, as well as nmil-defined these signals are, as
this may be important in an orbit determinationgass. It was noticed that the data

from the NCEP was the most complete and best dkfiaé set.
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Chapter 5

5 Recovery of Gravity and Earth Rotation Parameters fom SLR
observations to LAGEOS

51 Introduction

In this chapter we will focus on the process of patng precise orbits for the
LAGEOS satellites using Newcastle University's (PQDftwareFAUST(Moore et al.,
1999; Boomkamp, 1998). Approximately 10 years oRSlata have been processed in
15 day arcs using the methods and models summairisetds chapter. All available
SLR station data in the MERIT Il format (ILRS, 2Q1BRas been utilised in this research.
The results from this processing will then be asadtly

5.2  Geodetic Satellites for Satellite Laser Ranging

In this study the satellites that have been usedatoulate gravity field coefficients,
station coordinates and ERPs are LAGEOS | and LAGHOwhere LAGEOS is an
acronym for LAser GEOdynamics Satellite (Figure)5.1

Both satellites are passive dense spheres witlsutface covered by retro reflectors,
allowing them to be tracked using SLR. LAGEOS | wiaseloped by NASA and orbits
the Earth in a high inclination (109°) orbit sottgeound stations all over the world can
track its orbit. LAGEOS Il was developed jointly WASA and the Italian Space
Agency (ASI) and has been placed in an orbit (5&lination) to complement
LAGEOS | and more specifically to enable scientistanderstand irregularities noticed
in LAGEOS [I's orbit as well as to provide more coage of seismic activity
particularly in the Mediterranean and in Califor{itdASA, 2010). Both LAGEOS
satellites orbit at an altitude of 5,900 km andéawn orbital period of approximately
225 minutes. Due to their highly stable orbits tteGEOS satellites orbits will not
degrade significantly for millions of years. Itpsssible however that the degradation of

the retro reflectors may shorten this lifespan.
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Figure 5.1LAGEOS |

The LAGEOS satellites have been specifically desigrfor very precise orbit
determination. They have a high mass to limit tfiecés of non-gravitational forces as
well as being light enough to be placed in a hightfined orbit to improve coverage.
They have a relatively small surface area to misamihe effects of solar radiation
pressure. The material that they are made out®bbkan chosen to reduce the effect of
the Earth’s magnetic field (NASA, 2010). Overalesle considerations make the orbits
of the LAGEOS satellites very stable and therefme of the most precise positioning
references available. For these reasons LAGEOSbees chosen for this particular

thesis.
5.3  Orbital Motion
In this section we will give a brief overview ofethprinciples used in theAUST

software (Boomkamp, 1998; Moore et al., 1999). Mwstciples are consistent with the
IERS2003 Conventions (McCarthy and Petit, 2003).
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The orbital motion of a satellite can be describiada coordinate system and under a

force F by the equations of motion as
r=F,rt)/m (5.1)

wherem is the mass of the satellite|is time, I is the positiort, the velocity and’

the acceleration.

FAUST uses a least squares estimation process to detethm orbit of the satellite.

The basic idea of a least squares minimisation determine the orbital parameters of
the satellite to minimise the squared differendsvben the mathematical model and the
observed measurements. The problem that arisdmissich measurement may have
different units; therefore each measurement is tedyand what is actually used is the

square of the weighted residuals (Montenbruck aifigd Z000). Let the state vector be

given by
r(t)
r(t
xty=| " (5.2)
p
q
We can describ& as
X = f (t,X) (5.3)
with an initial value of
Xy = X(tg) (5.4)

i.e. X, is the initial value ofX at epocht,, .
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Let zbe defined by

Z=]: (5.5)

This is the n-dimensional vector of measuremenkerntaat epochg, where the

observations are described by (Montenbruck and ZiD0):
z =0, X)) +& =h(tX) +¢& (5.6)

where Z is the observation, in this case the range to #tellée, andg; is the model
value of theith observation as a function of timge On the other hand, is the same
but as a function of the statg at the reference epoeh. The valueg, give the

difference between the actual and the modelledredBens due to measurement errors

and modelling deficiencies. This can be writterethyias
z=h(x)+e (5.7)

The least squares orbit determination problem acam Ipe defined as finding the state

that minimises the loss function (i.e. the squanaa of the residualgp, )

J(%)=p"7p=(z-n(x)) (z-7(x,)) (5.8)
for some given set of measureme#{dlontenbruck and Gill, 2000).
53.1 Time
There are many different systems that are usedodegy to describe time. All of these

systems use units of days and seconds.FABIST uses data that have time tags
recorded using different time systems it is neagss$a understand the difference
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between these systems. The satellite equationsotibmare defined ifFAUST with
reference to Terrestrial Time (TT). The observaiare defined with reference to
Universal Coordinated Time (UTC) and UT1 is usedptrform the transformation
between the terrestrial and celestial referencendsa A brief description of the time
systems used IRAUSTIs now given (Montenbruck and Gill, 2000).

 TT, a conceptually uniform time scale that wouddrbeasured by an ideal clock on
the surface of the geoid.

* International Atomic Time (TAIl), which provides d@hpractical realization of a
uniform time scale based on atomic clocks and agnath TT except for a constant
offset and the imperfections of the clocks.

« GPS Time, which is a common time reference for GR&rt from management
error (less than 100ns) GPS time differs from Tplbconstant offset:

GPS time = TAI - number of leap seconds
 UT1, today’s realization of a mean solar time, athis derived from Greenwich

Mean Sidereal Time (GMST) by a conventional relatio

GMST(0"UT1) = 24110°.54841

(5.9)
+8640184.812866T, + 0°.093104T,” - 6°.2x10°° [T,

where

_ JD(Oh UT1) - 2451545
3652¢
« UTC differs from TAI by an integer number of lespconds to follow UT1 within
0.9s

To

(5.10)

« GMST, also known as Greenwich Hour Angle, denttesangle between the mean

vernal equinox of date and the Greenwich meridian.

GMST = 2411054841
+8640184.812866, +1.00273790930795UT1 (5.11)
+0°.09310:T? -6°2x107°T?®
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where the time argument is

1 = IJD(UTL) - 2451545
3652¢

(5.12)
which specifies the time in Julian centuries ofwénsal Time elapsed since 1st Jan
2000.

* Greenwich Apparent Sidereal Time (GAST), whichresents the hour angle of the
true equinox.

« TDB (barycentric dynamical time) is designatedths coordinate time in the
barycentric frame of the solar system for a desompof planetary and lunar
motion. It differs from TT due to general relativs effects. TDB is used to

determine the positions of the solar system bodigstion and precession angles.
5.3.2 Reference Systems

The motion of a satellite is described within aerefice frame that has its origin at the
centre of the Earth but is free from rotation, knoas a celestial reference frame
(Montenbruck and Gill, 2000). SLR ranging of orbgi satellites is observed from
stations that are fixed to the surface of the Eavthich rotate with respect to the
celestial reference frame. The coordinates of tiggsend stations are defined within a
terrestrial reference frame. It is therefore esakmd define the relationship between

these two reference frames.

The J2000 reference system:HAUSTthe satellite orbits are defined within the J2000
reference frame. The origin is defined as the Eartbntre of mass and the Z and X
axes are defined as the mean rotation axis of #mhEnd the mean equinox at 12 hour
on ' January 2000. The origin of this frame undergosmall acceleration due to the

annual rotation around the Sun and is therefoermed to as quasi-inertial.

Earth Centred Fixed (ECF) reference system: Thgiromf this reference frame is

defined as the centre of mass of the Earth. The&i& @oints toward the conventional
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North Pole, while X is defined by the IERS zero wi@n. This is realised by the
ITRF2000 station coordinates.

True of Date reference system: The origin is defiae the Earth’s centre of mass but
the X axis is defined by the true equinox of datel & is perpendicular to the true

equator of date.

The relationship between these systems is given as

r(J2000 = R,(-X)R,(-Y)Rs(GASINPr (ECFH)

r(TOD) = NPr(ECF) o2

where N and P , the nutation and precession matrices (Montenbargk Gill, 2000)
and x and y are the angles that define polar motion anth)Rdenotes the rotation

matrix for an anti-clockwise rotatiaonabout the'f axis.

5.4  Equations of Motion

The equations of motion can be expanded from (Mdmteck and Gill, 2000)

r=-=0r (5.14)
to give

r=a,+a, (5.15)

ay = G'\f‘*r (5.16)
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8
a, =) a (5.17)
55 Force Model

Precise orbit determination requires us to modelfthrces that act on a satellite and
perturb its motion. The main cause of orbital pdration is the acceleration caused by
non-spherical mass redistribution within the Ealéscribed by equation 2.12. Gravity
field theory has been described in more detail magier 2. There are other effects that
perturb the orbit of a satellite to a lesser degthese are tidal effects, third body
attraction, atmospheric drag, solar radiation pressEarth reflected radiation due to the
Earth albedo and infrared radiation and relatiwigffects. This therefore gives the

equation of motion as:

ag = G'Mer +a, (5.18)

Each element oh, as seen in equation 5.17, taken into consideratitinin FAUST

will now be briefly described.

a, = Perturbation caused by third body attraction

a, =Perturbation caused by atmospheric drag

ay = Perturbation caused by solar radiation pressure
a, = Perturbation caused by albedo

as; = Perturbation caused by tidal effects

ag = Perturbation caused by relativistic effects

5.5.1 Third Body Attraction ( a, )
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As well as the Sun and Moon the planets cause \atgfianal attraction that is large
enough to consider in precise orbit determinatibhese planets are large distances
from the Earth and can therefore be thought ofastpnasses. This gives Newtonian
attraction of the form of equation 2.4. The equai@f motion are described in the
J2000 reference frame, this is a semi-inertial gat/ec frame and therefore the effect of
the gravitational attractions of the other plangtgiven as the difference between those
attractions and that of the Earth as described by

My _ Xa %4 _ X4
=-GM - 5.19
N o

with similar expressions for x and y (Boomkamp, 80%ccording to (Melbourne,
1983) the only bodies in the solar system for whaghation 5.18 is non-negligible are,

in order of importance, Sun, Moon, Venus, Jupiars and Mercury.

5.5.2 Atmospheric Drag (a, )

Atmospheric drag is the largest non-gravitatiomaté acting on low orbiting satellites
but has near negligible effect at higher altitutievhich the LAGEOS satellites orbit.
The effect of the atmosphere on the satellite dépen (Seeber, 2003):

* The geometry of the satellite
» The velocity of the satellite
* The orientation of the satellite, with respecthe flow

* The density, temperature and composition of atmesplgas.

The mathematical representation of this is theeefquite complicated; here the
acceleration of the satellite is given in the opigodirection to the flow.

. 1 AL .
b = _ECDIO(Lt)FS(L —t)f — 14 (5.20)
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where m,is the mass of the satellité) the cross sectional area of the satellite, the
drag coefficient of the satellitg,(r,t) the density of the atmosphere angis the

velocity of the satellite relative to the ambietrhasphere.

5.5.3 Solar Radiation Pressure @,)

Solar radiation pressure is the force exerted satallite by radiation from the Sun. The
magnitude of its effect on a satellite’s orbit dege upon the satellite mass and surface
area. The acceleration of a satellite caused bgr saldiation pressure is given by
(Montenbruck and Gill, 2000).

2

. AU?A
=R, 5" vcos)[L-C e, +26cos@)n] (5.21)

S}

wherem is the mass of the satellitejs the normal vector that gives the orientation of

the surface ared. ¢ is the reflectivity,nis inclined at an anglé and the vectoe,
points with respect to the direction of the Sij.is the solar radiation pressure

multiplicative coefficient, AU is the astronomicahit defined ad.5 x 108knr , r the
satellite-sun distance in astronomical units, @nds the reflectivity of the satellite and

cos(@) is defined as
— AT
cos@) =n'eg,
wherenand eg are unit vectors.
In equation 5.1% is the shadow function:
v = 0, satellite is in the Earth’s shadow,

v =1, satellite is in sunlight, and

0 <y <1, satellite is in the penumbra.
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5.5.4 Albedo (a,)

Albedo is solar radiation pressure that has beftected back onto the satellite by the
Earth as well as the infra red radiation producedhle Earth’s black body temperature
(Wang, 2004). Once again the effect on the saedliproportional to the surface area of
the satellite and also to the reflectivity of thetedlite. The perturbing acceleration is
written as (Montenbruck and Gill, 2000).

C.A
F'sp = VP —— (AU)2 (L-rs) (5.22)

(‘I‘ _rs‘ )

where Pg is the Sun constant (quotient of solar flux andoeiy of light in the

: AL . .
Astronomical Unit),— is the cross section area of the satellite as feem the Sun
m

divided by its mass, ar@l, is the reflectivity of the satellite.
5.5.5 Tidal Effects (as)

The tidal effects caused by the Moon and the Susecahanges in the geopotential of

the Earth. The effect caused by the solid Earéstid expressed as

5
fe= k—ZGT j (3 15 cos H) +6cosf e (5.23)
2 1y r r ry

where m is the mass of the disturbing body, is the geocentric position vector of the

disturbing body,6 is the angle between the geocentric position vettof the satellite

andry andk, is the degree-2 Love number.

The effect of ocean tides on the Earth’s geopadergimore difficult to model because

of irregular coastlines. It is possible to use abgl tide model e.g. (Eanes, 1994) to
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compute for each poinP on the ocean’s surface the tidal heights and thastotal

induced mass variations (Seeber, 2003):
dm, = poh(P,t)do (5.24)

where P, is the average density of water, t is the time dodis a surface element. The

variation of the potential is given by

AU = G%TLZ @+k, )P, (cosp) (5.25)

where P, are the Legendre ponnomiaIK;Hare the deformation coefficients agdis

the angle between the initial point A and the stefpoint P.

5.5.6 Relativistic Effects (ag)

According to McCarthy and Petit (2003) the cormatito the satellite equations of
motion for relativistic effects is given by

a:GMe 4GMe—r'2 r +4(r 0)r (5.26)
C2I’3 r

5.5.7 Tropospheric Correction

The tropospheric model used within th&USTsoftware is the method described by
Marini and Murray (1973)
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f(1) A+B

AR = )
. B/(A+B (5.27)
floH) SinE+—~>——= ( )
SiInE+0.01
where
A=0.00235P, + 0000141,
2
2
B = (1084x10° PT K + (4734x10° )Y £
( Rk + )f B-1/K)
K = 1163- 0.0096&02¢— 0.00104, + 0.00001438,
where,

AR =range correction in metres

E = true elevation of satellite

Po = atmospheric pressure at the laser site

To = atmospheric temperature at the laser site
€ = water vapour pressure at the laser site

f (1) = laser frequency parameter
f (¢z,H) = laser site function, and

¢ = geodetic latitude

5.5.8 Magnitude of Perturbations

Table 5.1 shows the relative magnitude of the a&caBbns caused by the

aforementioned perturbations. It presents the acagbns acting on the Earth sensing
satellite ENVISAT at an altitude of near 800 kmeagivas an example of how the effects
of the processes described above can affect sateibtion only. The effects on the

LAGEOS satellites will be different, particularly respect of atmospheric drag which
is negligible due to the altitude of the LAGEOSetlges.
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i Cause Magnitude of accelerations
1 Earth’s oblatenessg 10°
1 High-order geopotential harmonics: elg:18, | 10°
m =18
2 Perturbation due to the Moon 10
2 Perturbation due to the Sun 10
2 Perturbation due to other planets (e.g. Venus) 10
2 Indirect oblateness of the Earth 10
2 Indirect oblateness of the Moon “fo
3 Atmospheric drag 10
4 Solar radiation pressure J0
5 Earth radiation pressure 40
6 Solid Earth tides 19
6 Ocean tides 10
7 General relativistic correction 10
Table 5.1 The orders of magnitude for various perttbing forces on ENVISAT (Montenbruck and
Gill, 2000)
5.6 Integration of Equations of Motion

There are two methods of integrating the equatimihsnotion of an Earth satellite

(Seeber, 2003). These are analytical integratiahnaimerical integration.

In analytical integration we attempt to find algailbrexpressions for the forces acting
on the satellite and integrate them in closed foimmthis case we would define the

Keplerian elements of the satellite’s orbit and Lagrange’s equation of motion

a= |_P Zaz{esinfER+£[S} (5.28)
GM, 1-e r
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e= G%{sinf [R+ (cosf +cosE) (S} (5.29)

e

_rcos@+ f)

= 5.30
naZ (1_ e2)1/2 ( )
rsin+ f)
- 5.31
na’ (L-e?)Y?sini (5.31)
.1/ p r .. -
w==_|——¢—cosf [R+|1+— [sinf [5}—-cos [Q (5.32)
e\ GM, p
_ A2
M =n+12€ {cosf —ZeLjER—(HLjsinf [5} (5.33)
nae p p
where
a = axis of the oscillating ellipse
€ = eccentricity,
i = inclination of the orbit with respect to theegednce plane
Q = right ascension of the ascending node
@ = argument of perigee

M, fandE are mean anomaly, true anomaly and eccentric dgoespectively.

n = is the mean angular velocity of the satellite

P = :a[ﬁ,—ez)

k, SandW are three components decomposed faymi.e., radial, perpendicular to

radius in the instantaneous orbital plane and nbtonihie orbital plane.

Numerical integration is the more widely used @& ttvo methods, due to the increased
complexity of the force modelling and the need iagh accuracy (Seeber, 2003). It
differs from the analytical method as all forcedirag on a satellite at a particular
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position are explicitly calculated and then usedsi@sting conditions for a step wise

integration, therefore the accelerations are irtegr directly (Seeber, 2003).

5.7  Precise Orbit Determination UsingFAUST

Newcastle University’s POD softwafeAUST (Boomkamp, 1998) is a multi satellite,
multi arc satellite orbit determination softwaré. uses a least squares process to
minimise the sum of the residuals to obtain the pesition of the satellite at a specific
epoch.FAUST can process data from DORIS, PRARE and SLR as agkatellite
altimetry (raw heights and crossovers), GRACE Bbdtgllite range-rate data and

Cartesian positioning derived independently from GAISS tracking.

5.7.1 Modifications to FAUST

In the initial stages of this project several mmdifions were made to theAUST
software for the purposes of this thesis. It waseesal thatFAUST was able to
calculate ERPs so that these could be used latevégtigate the relationships between
gravity, angular momentum and Earth rotation. Ottmrections were also added to
bring FAUST in line with IERS conventions. The major changad aorrections are

discussed below.

5711 Earth Rotation Parameters

Determining ERPs over a long period of time wagssential part of this project. The
FAUST software therefore needed to be modified to ailote solve for XP, YP, LOD

and UT1. The basic concept of SLR is shown here.
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Range from satellite
to station (p) =

S~

Geocentric distance
of the satellite (R') ~~

Angle (H)
T Satellit
Radius of Earth , Dicellir:aiion
(R) _ , d/ ) (8
Station Latitude (5)
Angle (5)

Station

Figure 5.2 Principle of Satellite Laser Ranging (SLE)

Satellite

Station

Figure 5.3 Principle of Satellite Laser Ranging (SLR]lI)
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where

R = radius of Earth

h = altitude

p = range of satellite from station

R’ = distance from centre of Earth to satellite
H = hour angle

o' = satellite declination

O = station Latitude
and
C0SS =sind tosd + cosd coso cosH

The software was modified so that satellites cduddused to solve for ERPs. The

observation equation for satellites being trackge@bR for example is given by
0?2 =R? + R?-2RR'(sin d'cosd + cosd'cosdcosH ) (5.34)

Partial differentiation of this equation yields teguations 5.34 and 5.35 below, which
have been used within the least squares procéssUisTto solve for ERPs.

If there is a small change in UT1-UTC, then thesefffis equivalent to increasing UT1
by this amount, with UTC fixed. This yields:

o _0op_OoH =9010027379  (5.35)
d(UT1-UTC) oH aUT1-UTC) oH

where the factor 1.0027379 is the ratio of the odtehange of sidereal time in a solar

day.
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From the partial differential for UT1-UTC we cantaim the partial differential for

LOD at the midpoint of the arc as given below.

0p _ 0p i
oLOD 0d(UT1-UTC)

(5.36)

We will now look at the coordinates of the polet X and YP be the coordinates of
the pole andd and A the latitude and longitude of the station relativghe equator of
date (i.e. the Earth’s equator at a particular bpeaused as the fundamental plane of
the reference system). Finally 1ém and Ambe the latitude and longitude of the
station relative to BIH or CIO in an Earth fixecifne. The latitude and longitude of the
station relative to the equator of date are giweklbiskanen and Moritz, 1967:

6 =6m+ XpcosAm-Ypsin Am

5.37
A = Am + tan dm(Xp sin Am + Yp cos Am) (5:37)

This in turn gives the partial derivatives withpest to the range from SLR to be

0_,026_,0 06 + 9p OH :a—'acosAm+a—’0tan6msin)lm (5.38)
OXp 0680Xp OH oXp 06¢ oH

0p _0p 06 _op oH —_a_'osin/]m+aa—ﬁtan9mcos/1m (5.39)

dYp 06 0dYp 0H aYp 460

All equations are referenced to the true equatdremjuinox of date.

5.7.1.2 Ocean Tide Loading

Prior to this studyFAUST did not account for deformations of the Earth eauby

Ocean Tide Loading (OTL). Corrections to the a-prgtation coordinates to account
for this have been added and tested within FA&JST software. The mathematical
models used for this came from IERS Conventions32@@cCarthy and Petit, 2003)

with help from Dr Nigel Penna at Newcastle Univgrsihose own OTL software was
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modified and implemented withifRAUST. Corrections for 3 dimensional ocean tide

loading are computed by

Ac= 3 ay Cos(wjt X~ %) (5.40)
i
with
cosd L COSD_,,
aCJ COS%J = K][M(l_ p)+ A:'k lK K+l pil
k ck+l (541)
: sin® LSInd_, .
a; Sing; = Kil:M(l_ p)+% p}
k c,k+1l
where

Ac =displacement component (radial, west, south)
K ;= amplitude

«, = velocity

x, = astronomical argument at= 0"

A, =amplitudes of ocean tides

® . =phase of ocean tides

The phase and amplitudes are taken from the relewadel and input in equation 5.40
(McCarthy and Petit, 2003). OTL has been testedigmow being successfully used to
process satellite data withFtRAUST.

5.7.1.3 Rdativistic effects

The relativistic propagation correction for lasanging is due to space-time curvature

near the Earth. It amounts to about 1cm. The cboreés given in secondAt . The
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equations are given below and are taken from tiSIEonventions 2003 (McCarthy

and Petit, 2003).

- 2 2 2
Rl - \/ XSta + ySta + ZSta

i : § (5.42)
R, = \/ Xsat T Ysat T Zsat
At=(1+V3)GM |n(Rl+Ri+pj (5.43)
C R+R-p

where

=X position of the station

X Sta

= X position of the satellite

X Sat

R, =distance from the body’s centre (of the Earthhilbeginning of the light path

R, =distance from the body’s centre (of the Earthheeénd of the light path
c =Speed of light
GM = gravitational parameter of the deflecting body

¥ =PPN parameter equal to 1 in general relativity

5714 SINEX

Data submitted to and used by the ILRS are requioete in SINEX format. The
SINEX format has been used since 1995 by the latemmal GNSS Service (IGS) and
was developed as a tool for storing GPS produdtdEX¥ was further developed to
handle other geodetic techniques and the ILRS atetniational VLBI Service (IVS)
use it for their projects which meant that addisievere made to the then SINEX 1.00 to
become SINEX 2.00. The format of output fréiAUSTat the start of this project was
an in house format only usedAUST FAUSTnow outputs results in both the original

format and in SINEX version 2.00.
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5.7.2  Orbit Determination Strategy

Precise orbit determination of LAGEOS | and LAGEO®$or the period July 1996 —
March 2007 from satellite laser tracking has besstgssed for this study. The SLR
data (normal points) utilised in this study werdaifed from the ILRS data archive
hosted by the Crustal Dynamics Data Informationt&wys(CDDIS) in the MERIT-II
data format. All available data in this data seswaed in this study, although some

data was rejected based on rejection criteriavifiabe explained later in this thesis.
Although all the available data in the MERIT-1l daget has been used the number and

distribution of SLR stations is far from ideal. ki@ 5.4 shows the locations of all the

SLR stations and their current status.
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Figure 5.4 Map showing the distribution of SLR staions (ILRS, 2011)




Figure 5.5 shows the relative average single s8R mm for LAGEOS (column

14), from different ILRS stations, for the last ¢eain 2007, with RMS values ranging
from 5.8 mm to 70 mm. The ILRS produce a reportilaino this each quarter. Below
is a description of what is contained in each caolwhthe report card. By reference to

these report cards the data used in the studyeatehtified.

Column 1 is the station location name.

Column 2 is the monument marker number.

Column 3is the LEO pass total during the past 12 months.

Column 4 is the LAGEOS pass total during the past 12 months

Column 5 is the high satellite pass total during the pa&tionths.

Column 6 is the pass total (i.e., all satellites) duringtpast 12 months.

Column 7 is the LEO NP total during the past 12 months.

Column 8 is the LAGEOS NP total during the past 12 months.

Column 9is the high satellite NP total during the pastrh@anths.

Column 10 is the NP total (i.e., all satellites) during thast 12 months.

Column 11 is the total tracking minutes (i.e., all satelsjeduring the past 12 months.
Column 12 is the average single-shot calibration RMS (mrmajjrd) the last quarter.
Column 13 is the average single-shot Starlette RMS (mmjnduhe last quarter.
Column 14 is the average single-shot LAGEOS RMS (mm), duhi@dast quarter.

Station dependant weights of between 10 cm andB@ayve been chosen according to
the quality of the data from a particular statidimese weights have been chosen by
analysing data from the ILRS (ILRS, 2007). Any istatwith a LAGEOS RMS greater
than 20 mm has been weighted using 30 cm in thetisnl All other stations are

weighted using 10 cm.
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Figure 5.5 Table showing the relative quality of SR stations 4" quarter 2007 (ILRS, 2007)
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Pre-processing of the normal point MERIT-1l dataswaarried out to extract the one
way ranges, time tags and meteorological data. Klsadata is sorted chronologically:
duplicates are removed and ranging and timing biaserected using data provided by
the ILRS. Finally the data is converted into a fatmeadable bifAUST.

In the first instance a base solution was calcdlat@hin the FAUST software. This
base solution will be used firstly to validate ihgplementation of the new processing
methods withinFAUST and then as a means of testing orbit determingirocesses
using a new method for calculating the low degraemonics of the Earth’s gravity
field. It also defines the processing strategy thi#ltbe used throughout this thesis, the
models and constraints described below will besetl throughout the work carried out

in this thesis unless otherwise stated.

To produce the base solution and to reduce errorsadelling, a satellite state vector
(positions and velocities) was estimated over aap arc, along with two empirical
along track accelerations and one solar radiatressure parameter. As the LAGEOS
satellites are effectively above the Earth’s atnhese air-drag is negligible. However,
there are some drag-like effects which are modeledonstant terms over 2.5 days and
estimated within the solution. The individual 5 dags were grouped together into 15
day arcs over which global parameters (e.g. statmordinates, ERPs, gravity field
harmonics) were to be estimated. This is becauseglbbal parameters give more
reliable results when solved for over longer pesiofl time and the satellite dependant
parameters are better solved over shorter arcseT$ets of three 5 day arcs were first
processed with no global parameters and iteratéaamvergence. After convergence
any stations with less than 20 measurements amdtbra post fit RMS of over 5 cm
were removed from the orbits. These orbits weren the-processed again until

convergence was obtained.

To create the base solution the global parametere wow introduced. In the base
solution the ERPs XP, YP and LOD were estimatedidtlay on a daily basis using the
a-priori values taken from the IERS C04 file thavé been linearly interpolated to give
parameters at midday. The IERS C04 data was useepdsri for the ERPs as at the
time of writing it was the most up to date longntedata set for ERPs. The C04 daily

values for UT1-UTC were held fixed to place a comst on the LOD values. In
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addition to Earth rotation parameters the statmordinates for each of the stations used

in any particular 15 day arc were also estimated.

The a-priori estimates for station coordinates wéaken from ITRF2000. The
computations were obtained by placing weak comggaf 1m on station coordinates
and the equivalent of 1m surface displacement dar poordinates while holding UT1-
UTC fixed. The estimation of UT1-UTC and LOD aretrindependent as Earth
rotation cannot be separated from satellite motinrparticular, errors in the satellite
force model ascending node cannot be separatedlf@n However, by assuming that
the mis-modelling gives rise to long —term errardhe node, the seasonal and shorter
term signatures in the LOD can be attributed tosvaasd motion excitations. Orbital
modelling included the GGMO1C gravity field mod&hpley et al., 2003) to degree and
order 20 and the CSR4.0 (Eanes, 1994) ocean tiddém

The same constraints have been used in all sofuiiorthis thesis unless otherwise
stated. The same models have been used as inpAU8Tin all solutions mentioned

in this thesis unless otherwise stated.

To begin withFAUSTwas utilised as described above to determinesodnitl estimates
of ERPs and station coordinates over the spequéxtbd. No estimates for gravity field

coefficients have been calculated in the baseisolut

Using the base solution as the starting point,t®nvere then estimated by solving for
low degree harmonics of the Earth’s gravity fielol to degree three. By solving for
gravity field harmonics it is only possible to contg@ one estimate for each harmonic

over the 15 day arc as 5 days is too short.

57.2.1 Determination of the Satellite Orbits

The first solution estimated usikgAUSTwas a solution estimating only the state vector,
the two along track empirical accelerations ovecthe& day arc and a single solar
radiation pressure coefficient per 5 day arc. Thés undertaken to have an initial
validation of the addition of ERPs to tR&AUST software. The results in Figure 5.6
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show that all post fit residual RMS values for #stimation procedure without solving
for any global parameters are at the 4 cm levélpadt fit residual RMS values are
below 5 cm with the mean for the combined soluti@ing 3.89 cm and the median
3.93 cm.

As specified earlier the dailly ERPs and the coaidis of the station used in the
solution are now solved for. This solution is supsntly called the base solution. A
brief analysis of the base solution orbit will nd& undertaken. Figure 5.7 shows the
post fit residual RMS of the base solution over iteday time periods. This will be

used as a comparison for all other data sets tmbkysed.
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Figure 5.6 RMS fit of orbit solution solving only for state et®rs, 2 along track accelerations and 1 solar
radiation pressure every 5 days

It is expected that the estimation of the additiggerameters XP, YP and LOD on a
daily basis would improve the fit to the overalligmn shown in Figure 5.6. It can be

seen that the corresponding 15 day data fit inrfeigu7 is always less than 2.5 cm. The
mean fit of the data is 1.35 cm and the median3% ¢m. When Figure 5.7 is compared
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with Figure 5.6 there is a large improvement infihef the orbits with the mean value
of the combined orbits lowered by 65% and the nredlavered by 66%. This gives
strong supporting evidence to the fact that the PiRiRedure has been successfully
introduced intdcAUST.

2:8
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Post fit residual RMS values

i 2002
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Figure 5.7RMS fit of base solution; i.e. (solving for statectors, 2 along track accelerations and 1 solar
radiation pressure every 5 days and station coaterand ERPs estimated over 15days)

Figure 5.8 shows the number of rejected observatper 15 day arc. The number of
rejected observations decreases with time ovecolese of the data analysis. This is
likely to be due to the improvements made in ldeehnology over the period of the

data utilised in this study.
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Figure 5.8 Number of rejected observations for base solution
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Figure 5.9The difference of RMS fit from the base solutiorihe RMS fit of the base solution plus
degree-3 gravity estimates (positive values shopravement with gravity estimates)
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The base solution is now compared with the RM%ofithe tracking data when solving
for gravity field harmonics up to degree and or8eFigure 5.9shows that by solving
for degree-3 harmonics of the Earth’s gravity fighkee overall fit of the orbits are

improved on 99.6% of the processed arcs

Figure 5.10 shows the difference in the numberegated observations arc to arc over
the processed data period between the base solutibthe base solution plus estimates
of the Earth’s gravity field. The graph shows ttie vast majority of arcs (221 out of

273 or 81%) have used either the same number angarlnumber of measurements to
estimate the orbits. This shows that solving favgy over a 15 day arc results in a
large improvement on the overall fit of the orhitngpared with using a constant value

for gravity.

80

70~ =

=2}
S
T
|

a1
S
T
|

&
P=3
T
1

<)
[=]
T
|

=3
T
|

Difference in number of rejected observations
w
S
T
1

/ | | | | \
Hes 1608 2000 2002 2004 2006 2008
Time (YEARS)

Figure 5.10The difference in the number of rejected observatid the base solution plus degree-3
gravity estimates (positive values show improvenwattt gravity estimates)
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In addition to thisFAUSTwas used to compute orbits that use estimatdweajravity
field harmonics up to degree and order 4. The iffee in the low degree gravity field
harmonics J2, C21 and S21 from the degree-3 sokiaiad a degree-4 solution will be
compared in section 5.7.2.3.

Figure 5.11 shows that by solving for higher degaee order terms of the Earth’s
gravity field there is a further improvement in {hest fit residual RMS of the processed
orbits. 270 (or 99%) out of the 273 arcs estimaletdined either the same or better post
fit residual RMS than solving for only the degre&&@monics. The improvement after
introducing degree-4 gravity field coefficients cdoe seen to be less than the
improvement in fit when first introducing the degf® harmonics. The mean
improvement in post fit residual RMS over the tiperiod when adding the degree-4

harmonics is 0.07 cm.
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Figure 5.11The difference of RMS fit between the degree-3 ijyaastimates and the degree-4 gravity
estimates (positive values show improvement witlrele-4 gravity estimates)
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Finally Figure 5.12 shows the difference in the bemof rejected observations between
the orbits solved with degree-3 gravity field hamos and degree-4 gravity field
harmonics. In this graph the improvement is lesvias but still shows an

improvement on the number of observations useldemptocessing.
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Figure 5.12The difference in the number of rejected observatietween the degree-3 gravity estimates
and the degree-4 gravity estimates (positive vathesv improvement with degree-4 gravity estimates)

This section has analysed the post fit residual RdfiIShe orbits solved using the
FAUST software for the same raw data set (although ol ease different numbers of
observations have been rejected) while solvingdffierent parameters. These and the
parameters estimated will be used throughout thésis as a basis for comparing
outputs from the edited versions BAUST that are to be tested as the fundamental
research topic of this thesis. The results shothénfirst instance the orbital fit of the
processed data in what is to be called the ‘bakdi@d that includes ERPs and then
compared this solution with solutions that solve foe Earth’s gravity field. This
analysis has given some initial evidence that thgebsolution using ERPs is a good
addition to the software and that the implementatltas been successful. This
hypothesis will be further investigated in the doVing section.
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5.7.2.2 Earth Rotation Parameters

FAUSThas been used to calculate the combined orbitsAGEOS | and LAGEOS I

in several different scenarios. In the base satuéind the base solution plus degree-3
gravity field harmonics and degree-4 gravity fidlldrmonics the ERPs have been
solved for as described at the beginning of sedidn2. In this section a comparison

will be made between the ERP estimates calculate@ch of these scenarios compared
with the IERS C04 ERP values used as a-priori \&ine¢he solution.
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Figure 5.13Comparison of LOD from IERS C04 and frdmMUST(base solution)

Figure 5.13 shows a comparison of the LOD givethieylERS C04 time series, used as
the a-priori input for this study, and the solutitor ERPs fromFAUST A similar
comparison between the coordinates of the polésts shown in Figure 5.14. The two
solutions are so close to each other on thesessttadé to compare them the difference

of the two time series has been taken. These diftes are shown in Figure 5.15
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Figure 5.14Comparison of XP plotted against YP from IERS CAd AaomFAUST (base solution)

Figure 5.15shows the difference between the IERS C04 Earttioot time series ar
the estimates for the same parameters FAUST The IERS CO04 time series has b
derived from a combination of several space geodetiniques including Lunar Las
Ranging (LLR), SLR, VLBI, and more recently GPS &@RIS. In terms of the valut
of XP, YP and LOD only SLR, VLBI, GPS and DORIS ased in their derivation. Tt
combination of these parameters is not equally Wtedy basecmore heavily on
contributions from GPS, with DORIS being weightdgk tleast. Measurement frc
VLBI and SLR are weighted approximately equally atiteir importance lie

somewhere between that of GPS and DC(Bizouard and Gambis, 20).

The values plotted ilFigure 5.15 have been filterdny excluding any value that
larger than four times that of the standard demmatf the time series. This is to remc
any outliers that are likely to be due to solutidingt demonstrate a poor post resic
RMS fit. In this thesis the C04 ERP timeries is being taken as the standard. In
case it should be expected that by differenFAUSTSs solution with a solution that
assumed to be the truth that the estimated soldift@rences would oscillate arounc
zero mean. The means of both XP and YP time series show a positive bias. Thas
is most likely to be due to the fact that the Ciddet series is a combination of Ea
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rotation products while théFAUST solution is SLR only. The relatively poor
distribution of SLR stations, when compared with thstribution of GPS stations, may

also be a contributing factor in this effect.

The RMS values show that the precision of BAJSTtime series is approximately 0.6
mas and 0.5 mas when the bias is present. If thssib removed these values fall to 0.2
mas and 0.4 respectively. The mean of the LOD 8erées is zero at three significant
figures and shows a precision of 0.1 ms.
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Figure 5.15Difference between ERPs from IERS C04 and solutimma FAUST (base solution)

To analyse how the ERP values freUSThave changed after introducing degree-3
gravity estimates into the estimation process tfierdnce betweeRAUSTs degree-3

gravity solutions and the C04 ERP values are mattd-igure 5.16.

The introduction of degree-3 gravity estimatesh®process has improved both the
mean values of XP, YP and LOD, the standard deviatof the time series and the

RMS error when compared with the C04 time series.
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Figure 5.16Difference between ERPs from IERS C04 and solutimns FAUST(degree-3 gravity

solution)
T \ \ T
s Mean = 0416 Std=0.385 RMS = 0.567
3
%
3 OF &
o
ot
[
£
2 \ \ \ | \
1o 1998 2000 2002 2004 2006 2008
Time (Years)
- \ I T
5 Mean = 0.082 Std=0.386 RMS = 0.394
a
>
30 7
o
&
[
£
B \ ! ! \ \
o9 1998 2000 2002 2004 2008 2008
Time (Years)
P \ \ \
2 Mean = 0.008 Std=0.099 RMS = 0.099
& 05 -
0
|
o 0 —
L
o
c
g.05 -
£
[s]
Thes 1998 2000 2002 2004 2006 2008
Time (Years)

Figure 5.17Difference between ERPs from IERS C04 and solutions FAUST(degree-4 gravity

solution)
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Figure 5.17 shows the results of r&USTsolution using estimates of up to degree and
order 4 of the Earth’s gravity field. The resulteow that the differences between the
degree-3 solution and the degree-4 solution ardl,sma slightly degraded in most
cases. It should be noted that there is now a gmoaltive bias in the LOD time series.
The reason that this solution is worse when theffthe orbit is the best indicates over
parameterization. This is most likely a consequenicéhe high correlations that are
experienced between the degree-2 and degree-4ic@hkearmonics of the Earth’s
gravity field and their relationship with the ER@s described in Chapter 3).

The comparison with the C04 time series has shdwh there are some differences
between the data sets especially in the mean vafu¢B and YP. It is likely that these
differences can be explained by the different geodkata used to derive the combined

C04 solution compared to an SLR only solution.

5.7.2.3 Gravity Field

As stated previouslfFAUST has been used to estimate orbits for LAGEOS | lam

several different scenarios.

Two of these scenarios have produced the low deégaaaonics of the gravity field of
which a large part of this thesis is primarily cermmeed. This section will compare the
results from each of these scenarios with low dedw@monics of the Earth’s gravity

field calculated from other sources.

Figure 5.18 shows a comparison of the degree-2rigghdarmonics of the Earth’s
gravity field estimated from three different spageodetic techniques, namely SLR,
GPS and GRACE. The SLR results are fré#AUST using the base solution plus
solving for up to degree and order 3 gravity harie®nGPS data is taken from weekly
GPS Solution INdependent EXchange (SINEX) files-gnalysed) from the
International GNSS Service (IGS) analysis centretre Scripps Institution of
Oceanography (SIO) [ftp://garner.ucsd.edu/pub/coatimns]. The data was
downloaded in 2007, further details on the datacaetbe found in Nikolaidis, 2002.

The SINEX was processed and the gravity field haiggocalculated from this process
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were provided for this analysis by Dr David Lavelld@he GRACE data is taken from
GSM and GAC geopotential products from the Center $pace Research (CSR)
Release 4.
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Figure 5.18Comparison of degree-2 (WitFAUSTSolving for up to degree-3) spherical harmonicthef
Earth’s gravity field from GPS, GRACE and SLR.
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Figure 5.19Comparison of degree-2 (WittAUSTSolving for up to degree-4) spherical harmonicthef
Earth’s gravity field from GPS, GRACE and SLR.
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From Figure 5.18 it can be seen that there is redse agreement between the results
from the three different techniques although th& $heasurements are noisier than

GPS and GRACE. This may be to do with the relagigplarse number of SLR stations
and therefore a worse geometry and their varyiradityu The agreement is best on the

J2 harmonic and worst on the C21 harmonic.

Figure 5.19 again shows a comparison of the degrspherical harmonics of the
Earth’s gravity field estimated from three diffetespace geodetic techniques, namely
SLR, GPS and GRACE. The SLR results this time atenated usind~AUST for the
base solution plus solving for up to degree an@m#ddgravity harmonics. When Figure
5.19 is compared with Figure 5.18 it can clearlydeen that the SLR low degree
harmonics agree less with GPS and GRACE when intiag estimates for the degree-
4 harmonics of the Earth’s gravity field. This i®sh likely due to the high correlations
between the degree-2 harmonics and the degreerdohas within the least squares

process.

5.8 Conclusion

This chapter has described the method used to astithe orbits of LAGEOS | and
LAGEOS II using the precise orbit determinationtaaire FAUST The mathematical
models used withiFAUSTto compute the orbit as well as the models usedpad into

the software have been explained to provide anmstateling of how the calculations

were carried out.

As part of this thesis thEAUST software was modified in several ways to bringnit
line with the IERS conventions. These included agdhe ability to solve for ERPs, the
introduction of an ocean tide loading correctionl @ncorrection for relativistic effects

on the satellites and the ability to output thaulssin SINEX format.

Finally, the method for producing the orbits ha®rbalescribed. Orbits have been
processed over three 5 day arcs to give a singtdi®d 15 day arc over which global
parameters such as ERPs, station coordinates andygcan be solved. A base orbit

solution has been defined for comparison purposewa as a short analysis of the
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ERP estimates and the gravity field estimates witinparison against similar values
computed from other geodetic techniques. These adsgns have shown the SLR
results from FAUST compare reasonably well with results from otheodgtic

techniques. This is a fundamental issue that ne¢nldgse addressed before the next

stage of the thesis can proceed.
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Chapter 6

6 Excitation Functions

6.1 Introduction

Space geodetic techniques such as SLR, DORIS, G&@¥I[aBI| are used to calculate
regular time series of ERPs for rotational dynama&sl station coordinates for
estimating plate tectonics. Space geodetic teclesiquan also be used to investigate
surface mass redistribution in the atmosphere,ecaad continental water storage as
these variations cause changes in the Earth’styr@id harmonics (Wahr et al., 1998)
that have a direct effect on the orbits of thelbts. Degree-2 gravitational variations
can be estimated from accurately obtained Eartitioot variations (Chen and Wilson,
2003a).AJ2 (defined as J2 3/6 C20 ), AC21 andAS21 are estimated using Earth
rotation variations calculated withiRAUST, from the SLR estimated orbits of the
LAGEOS satellites, and excitation functions caltediausing angular momentum data
derived from geophysical models.

6.2 Comparison of Excitation Functions from LAGEOS andGeophysical Data

from Models

As has been established in the preceding chaptatigtions in the Earth’s rotation for
periods of less than a few years are forced maiglthe mass redistribution of the
atmosphere, oceans and hydrosphere/cryosphere heiacanservation of angular
momentum. The causes of Earth rotation variati@mshe divided into two categories.
These are (1) surface mass load contributions fedmospheric surface pressure,
continental water storage (including snow and i@ggan bottom pressure, and (2)
motion contributions caused by wind and ocean atsrgvhich cause an exchange of

angular momentum between the atmosphere, oceartba@bgrth.
Previous studies of surface mass redistributiomfgpace geodetic techniques have
utilised satellite laser ranging to passive geadsditellites such as LAGEOS, Starlette,

Stella or Ajisai (Dong et al., 1996, Cheng et 8997; Cazenave et al., 1999; Cheng and
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Tapley, 1999; Nerem et al., 2000; Cox and Chao,220doore et al.,, 2005) to
investigate secular variations in zonal harmoniws annual and semi-annual variability
in lower degree and order harmonics. Several o$ehstudies have shown good
agreement between the geodetic results and théngsiopl models.

Space geodetic techniques provide ERP parametdeslaintervals with the possibility
of even shorter time scales using GPS. Howevertyhieally low sensitivity of orbits

to the gravity field variability or the high coregion between the harmonics means that
there is little possibility of space geodetic teciues providing accurate measurements
of mass change, even at low spatial resolutionsinirvals of less than a few
days/weeks (e.g. SLR, GPS) or weeks/months (GRAEBjvever, the disparity in
temporal resolutions raises the possibility of dtameously recovering and using
higher frequency degree-2 harmonics from the ERRBa dan utilizing angular

momentum data) within an orbital determination phae.

Excitations of the Earth rotation due to mass Vs are comparable with changes in
the degree-2 spherical harmonics of the Earth'sityréield (Chen and Wilson, 2003b;
Hancock and Moore, 2007; Wahr, 1982; Eubanks, 19813 excitation in the Earth’s
rotation caused by mass variations cannot be seplafiom the variations caused by
motion when using geodetic methods. Geophysicalaisodre used to estimate the
excitation caused by both the mass term and théoméerm (see Chapter 4 of this

thesis). The excitation caused by mgss=can be calculated by using the observed
excitation yc"scalculated from the ERPs estimated simultaneousiy LAGEOS | and

[I. By utilizing the relationship between the consdion of angular momentum and
Earth rotation described in Chapter 3, the relatigm between the observed excitation

functions and polar motion is given in complex n@mbotation as

I d C-
XO=p0+—L; o S inla] 6.1

r
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where

x(t) =the observed excitation functions from polar mofaat timet
o, = the frequency of the Chandler wobble

Q =the mean rotation rate of the Earth
C = Earth’s Polar moment of inertia

A = Earth’s Equatorial moment of inertia
Similarly the relationship between excitation fuans and LOD is given as

_AA(t)
Xs(t) = A, (6.2)

where

x,(t) = the observed excitation functions from LOD at tilne

AN =the LOD measured from LAGEOS | and Il

A, = the nominal value of LOD, given as 86400 seconds

The equations for the relationship between the langaomentum quantities taken from
the geophysical models are given in Chapter 3. @$tanated excitation caused by
motion estimated from geophysical models is nowaesd from the total observed

excitation to yield the excitation caused by mamsations.

X)) = x ) + oy Mot (6.3)

The period of study for this research covers 199068 inclusive. Geophysical data
has been obtained from several sources. AtmospHargular Momentum (AAM)

terms for both mass and motion have been derivead the NCEP/NCAR reanalysis
(Salstein and Rosen, 1997). The atmospheric dapaosded every 6 hours. For the
Oceanic Angular Momentum (OAM) both mass and motesms have been taken from
the JPL ECCO circulation model kf049f. ECCO is lohse an earlier MIT global ocean
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circulation model (Marotzke et al., 1999), detads which are given by Chen and
Wilson (2003b). Hydrological Angular Momentum (HANWass values were derived
from the NCEP hydrological mass dataset. At theetwh writing the HAM data was
only available until the end of 2004 and therefargy comparisons of excitation
functions that include HAM are between 1996 and420Dhe NCEP data contains
information regarding soil moisture and snow coW&ater storage is taken as the sum
of soil wetness and snow water with the former img of two layers of thickness 10
cm and 190 cm. The soil and snow water were coaddrtto daily equivalent water
heights. It is noted that the data does not take account any motion terms that are
caused by rivers but such an omission will havdigiéte impact on the results. Both
OAM and HAM are provided as daily values. The AAldta was therefore reduced to
daily data compatible with both OAM and HAM. To ttes simple weighting was used
of (1/8, 1/4, 1/4, 1/4, 1/8pver five values.

How well the excitation functions derived from ERBtimates derived withiRAUST
match with the excitation functions from geophybkicaodels, should be a good
indicator of the projected performance of using $slaéd parameters within the orbit
determination process. Prior to comparison of ttwtation functions from geophysical
data and from LAGEOS, it should be noted that theces of long period solid earth
and ocean tides have been removed from the LOD atadalong period ocean tides
from the polar motion data by reference to the IERB8ventions (McCarthy and Petit,
2003). Also the ERP values have been de-trendeddirtonate the long period core-
mantle interaction which, although non-linear ogeological time, can be taken as
secular over the period of this study. A long teignature was also removed from the
LOD to account for the accumulation of errors daealiasing from satellite motion,
core mantle interaction and the unmodelled 18.6dg@. This was done by fitting and

removing a polynomial from the data.
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Figure 6.1 shows the three excitation functionslydealues) as explained in Chapters 3

and 4 y, x, andys, containing both mass and motion terms, in masyfpry, and ms

for y; from LAGEOS derived Earth rotation values plottadgainst the equivalent
values computed from the combination of atmospharean and hydrological angular
momentum models (NCEP data used). The means haveréeoved from all the data.

Figure 6.2 shows the three excitation functionsigived 15 day averages) of; x»
andy; containing both mass and motion terms, in mas;gfp'r)(2 and ms fory; from

LAGEOS Earth rotation values plotted against the\edent values computed from the
combination of atmosphere, ocean and hydrologicgliEar momentum models.

From Figure 6.1 it can clearly be seen thafrom both sources are in very good
agreement with each other at least when lookingesinnual/semi annual signals that
appear in the data. The correlation function gizeslue of just 0.671 and this is most
likely due to the variations on small time scaled matching well. Figure 6.2 adds
weight to this theory as it shows that the matdiwben the data is very good when the

high frequency data is removed with the correlatialue increasing to 0.885.

The computed excitations from and y, are much noisier when computed from the
LAGEOS ERP estimates than from the geophysical tsoole a daily basis. There is
not a very good match between the data over shaiogs and thus the correlation
values are very small for bofj andy,. Taking a closer look at the data there is much
better agreement between the data over longer dseridgain this is confirmed by
comparing the excitation functions that have beeeraged over 15 days shown in
Figure 6.2. The correlation values have also irexda(0.680 from 0.068 for; and
0.69 from 0.150 fory, showing that again the agreement is better oeelothger terms.
The residual RMS fit of the data is also much bedfter the data has been averaged
over 15 days showing that the agreement is better the longer terms than over the

high frequency periods.
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Figure 6.3Coherence estimates g§ (top),x: (middle) andy, (bottom) using daily values

114



To investigate the correlation between the exdaitatfunctions in more detail a
coherence estimate has been calculated. Figurest®@s the coherence estimates

betweeny; x, andy; using daily estimates given by:

Py ()|

A Ad 6.4
P (NP (f) ©9

Cyxy H=

where Ry (f) and R (f) are the power spectral densities of x and y ag@fPis the
cross power spectral density of x and y (Kay, 1988) coherence is displayed as
cycles/year against the magnitude of the coheremnbere a value of 1 would show
perfect coherence between the two signals andug \dlO shows no coherence between

the two signals at that particular frequency.

Firstly, for x5, there is very high, 95% significant coherencenvieen the two signals at
the dominant annual and semi annual periods as aellother lower temporal
frequencies. This significance although not showifrigure 6.3 is shown in (Hancock
and Moore, 2007). The good agreement between treelm@and LAGEOS at longer
periods must give optimism for the observed massnflLAGEOS being in good
agreement with the geophysical data at these eritiis high coherence may be due
solely to the dominance of the AAM motion term ahdw well it matches with
estimates of LOD. The coherence values after 2&skear show much less agreement,
suggesting that higher frequency terms may not evell defined. At the lower
temporal frequencies coherence is once again gleartient iny, but less so foy,,
particularly at the dominant annual and semi anppeailod. The weaker agreement in
x1 is attributed to the greater contribution of memhl motion terms. However, and
surprisingly, bothy; and y, exhibit relatively high coherence on the highegfrency
terms up to approximately 50 cycles/year, withshowing the better agreement on the

higher frequencies thay,.

These results stimulate further research into theestigation of the residual

components of the excitation functions to analyiséhé errors can be seen in one
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particular part of the excitation terms. To do thie excitation functions from the
geophysical models AAM, OAM and HAM, are estimaiadboth mass and motion
terms. The separated mass and motion terms caseleta estimate the contribution of
that specific term to the excitation of polar matend LOD on a daily basis. Therefore,
the mass terms from the models can be used to eecbe residual values from the
LAGEOS ERP derived excitation functions (that camtéboth the excitation

contributions from mass and motion) which shoulentlequate to the contribution of

the motion terms and vice versa (see equation 6.3).
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Figure 6.4 y; (top),x: (middle) andy, (bottom) estimates of the contribution of the imoterm to
excitation

Using this strategy Figure 6.4 shows the contrdyutdf motion from X1 X2 andys;

from 15 day averaged values of excitation functionsas and ms respectivebzrror!
Reference source not foundshows the contributions of mass from x, andy; from

15 day averaged values of excitation functions asm@nd ms. It is immediately evident
that the motion term fgy; Figure 6.4has a much better agreement than the tean
Figure 6.5¢3 (top), x1 (middle) andy, (bottom) estimates of the contribution of
the mass term to excitatiofrigure 6.5 In the case @f this might have been expected

due to the dominance of the motion term in the aigneaning any small errors in the
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definition of the motion term or LOD from LAGEOS MWilemonstrate itself as a large
residual when removing the motion term from the L@&rived excitation function.
This effect can be seen clearly during orbits trat poorly defined as a large spike in
the time series. If these large errors are remtlvedgreement between the longer term
temporal variations such as the annual and semianarms still seem to be in fairly

good agreement with each other.
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Figure 6.5y3 (top),x1 (middle) andy, (bottom) estimates of the contribution of the snsm to
excitation

In the case of, the agreement seen between the mass terms amdotien terms is
comparable and agreement is good for both on thgeloterm variations seen in the
averaged results. The agreementyerior these longer terms is less for the reasons
previously stated. In the case gf agreement is good on the mass term but not good
when comparing the motion terms; at this scaleatimeual and semi annual signals are
not well defined in the motion term. This is prolyatue to the fact that the, mass
term is dominant when compared to jemotion term on both the atmospheric data
and ocean datgy; does not have the same problem ygsand y, in that the
contributions of mass and motion terms to the tetalitation contribution are much
more comparable as discussed in Chapter 4. Totigaes the fit of these parameters

further the coherence of the mass terms and themtdrms has also been computed.
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Figure 6.6, Figure 6.7 and Figure 6.8 show the i estimates gf and X1 Xz

mass (top) and motion (bottom) terms respectively.

Coherence Estimate via Welch
1 T T T

0.9

08

07

Magnitude
o o
[l )

o
kY

03

0.2

01

Cycles/Years

Coherence Estimate via Welch
0.9 T T T

L0 L PP P PP PP PR PRPPN P I —
0.7 : : : ,

061 ! ‘ : : : -

Magnitude
o
t
T
|

o
B

03 } : i —

0 i i i i i
0 2 4 [ 8 10 12
Cycles/Year

Figure 6.6 y3 mass (top) and motion (bottom) coherence estimates
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The coherence of the mass terms are of particulpoitance as these will later be used
to derive the degree-2 gravity field harmonics ently derived directly from the
integration of the LAGEOS orbits. The data useddmpute these coherence values are
the weighted 15 day averages of the excitationtfans. This has been done so that
they are comparable with the 15 day estimates efgravity field produced from

FAUSTand as such only up to 12 cycles per year arelleac.

The estimates of coherence farshown in Figure 6.6 show that the long term terapor
variations seem to have good agreement acrossastenvajority of the frequencies

shown and that this coherence may be significgrgaally at the annual signal.

Once again this supports the user9in the orbit determination process and shows that
the values estimated from LAGEOS agree with thaseputed using the models. The
motion term also shows good correlation at the ahand semi annual frequencies but
is much less coherent at frequencies greater than dycles a year. The lower
coherence of the motion term is unexpected asxbia&on functions seem to match
well. Once again this may be due to the AAM beihg tlominant feature in this

particular signal.

Figure 6.7 shows the coherence estimateg of cycles per year. As shown previously
when investigating the coherence of the combinedtation functions,y; does not
agree as well as the other two excitations at threua and semi annual terms. Once
again we see that this is the case for both thesraad motion terms frogy,. There
does however seem to be good coherence on the terassof y; at slightly higher
frequencies but it does seem that ugipgo estimate the gravity field harmonics may

be less successful when usjpng than withy.

Finally, comparing the mass and motion terms eséchdor y, there is once again
excellent agreement between the low frequency témntise coherence estimates of the
mass term, especially at the dominant yearly si¢ime is very evident in Figure 6.8.
The motion term however shows the opposite effshgwing that the coherence
between the two sources pf do not agree well at any of the low frequency terirhis

phenomenon is probably due to the dominant signga} data being the mass term and
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small differences in the mass term displaying datively large differences when

analysingy, from the different sources.

This analysis shows that if one of the signalsasthated by either the mass or motion
term either from AAM, OAM, HAM, or a combination t¢hese, that small differences
between the signals in the dominant signals aresteared as relatively large

differences in the less dominant signal.

From the point of view of the next step in thiseash, which is to investigate the
usefulness of using the relationships between tersigation functions to derive gravity
terms in a iterative orbit determination processist positive to see that two
(x» and y3) out of the three mass terms estimated from polaioma@and LOD (after
removing the estimates of the motion terms frommfeglels) seem to match each other
quite well.y, does not show the same level of coherence asthiee two excitation
functions and therefore would probably be expetdduve a less positive effect on the
orbit determination process. As shown in Chaptehd,motion terms foy; are have a
less well defined annual signal. Therefore it fadothat using this term may give less

agreement on the annual and semi annual time scales

6.3  Comparison of Degree-2 Gravity Field Harmonics

Previous studies comparing degree-2 gravity figddrtonics from various sources to
those derived from ERPs have shown good agreenstwebn data sets (Gross et al.,
2004; Chen et al., 2000; Chen and Wilson, 2003b).

The relationship between the excitations due tosmasiations and the degree two
spherical harmonics of the Earth’s gravity fielé given by Chen and Wilson (2003b).
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Where

M = mean mass of the Earth
R = mean radius of the Earth
C = Earth’s Polar moment of inertia of the Earth

A = Earths Equatorial moment of inertia of the Earth

k, = the degree-2 Love number (-0.301) which accofatthe elastic deformational

effects on gravitational change.

In equation 6.5 we have used the normalised sedegcee tesseral harmonics C2,i and

S2,i wherei =0,1and the second degree zonal harmonic

J2 =4/5C20

This section will compare the degree-2 sphericamloaics of the Earth’s gravity field
estimated from the models, from LAGEOS derived ERIRP from the a-priori
combined CO04 time series and from harmonics reeavers geophysical parameters

within the orbit determination process.

Firstly the differences in the models derived usithg Inverted Barometer (IB)
correction, which is a loading correction done gsia simple, isotatic, inverted
barometer assumption (Gill, 1982) and the non dBected models will be analysed.
The IB correction applies only to the mass termgh@nAAM models. The reason for
this is to establish if there are any major diffexes between the two models and to

decide which model may be the most suited for ngke orbit determination approach.
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Figure 6.9 shows the agreement between the two Isytdts have just been mentioned.
Zonal harmonic J2: the correlation between the rsofte this harmonic is very good
(0.863). The correlation is also very good (0.88d5) the S21 harmonic although
relatively large differences between the modelsvislent at the peaks and troughs that
correspond to the annual cycles on both the S21tle@dl2 terms. In contrast the
correlation between the mass terms from C21 is nsnchller and gives evidence that
C21is less well defined in the models than J2%2H

Figure 6.9 and Figure 6.10 show comparisons oftwiedifferently calculated NCEP
reanalysis models with the degree-2 gravity hare®mialculated from LAGEOS as
geophysical parameters. Figure 6.9 shows the notoiBected model and Figure 6.10
shows the comparison with the IB corrected model. ekpected, due to their high
correlation in the previous figure the correlatlmetween the J2 terms from the models

and from SLR are very similar.
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Figure 6.9 Comparison of NCEP reanalysis model using IB antliBoderived AAM
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The agreement between the S21 terms is also vemjasibetween the models when
compared with the SLR but the correlation is rekli low for both comparisons; being
slightly higher for the non IB model. This seemd®due to the poor definition of the
annual peaks in some instances. There does howeger to be a reasonable difference
in how the values of C21 compare in the two instangresented here. Although both
comparisons show very low correlation when using lon-IB corrected models the
amplitude of the signal is similar in size to tlohtthe SLR estimate C21 values. The
correlation is slightly lower; although both showat the correlation is very low. There
does however seem to be certain peaks in the nawiparison that match relatively
well when compared to the IB corrected data tha ope that at those epochs the data

may give a reasonable match.
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Figure 6.10Comparison of NCEP reanalysis model using non-lBsdd AAM and results derived from
LAGEOS
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Figure 6.12Comparison of C04 ERP excitation functions compavé the non-1B models

126



Figure 6.11 shows the comparison of the C04 estidhgtavity field harmonics of the

Earth’s gravity field compared with the same valoes\puted using the non IB models.
Correlation is very good for the S21 term, butlighgly lower for J2. This is probably

because the contribution of the motion term tos)Znuch larger than the mass term
therefore small errors in the motion term model medatively large errors when this is
used to estimate the mass term from geodetic measmts. The S21 term on the other
hand is dominated by the mass term and therefese ddected by this phenomenon.
Consistent with other results the correlation fax €21 term is low probably due to the

less well defined annual and semi annual termkamtodel.

The estimates of changes in J2, C21 and S21 areampared between ERP, SLR and
the non-IB sources for the reason explained abeigeire 6.12 shows a comparison of
the CO4 derived estimates of the degree-2 harmasick the LAGEOS estimated
gravity field harmonics fronFAUST As expected the agreement is most well defined
in the J2 and S21 components of the harmonics clédr correlation apparent between
dominant annual variations in these signals esjpgevaen referring to the change in J2.
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Figure 6.13Comparison of C04 ERP excitation functions compavid the LAGEOS SLR gravity field
harmonics
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Finally the ERP derived gravity field estimatespuitfrom the base solution described
in Chapter 4 are compared against the gravity freldnonics produced for LAGEOS
orbits when solving for up to degree and order &vigy field harmonics. Figure 6.13
shows the comparison using the 15 day estimateiseogravity field harmonics from
ERP estimates and Figure 6.14 shows the same cmmpdhis time using the daily

values of Earth rotation to compute the gravit{dfiearmonics.

Firstly, it can be seen that, when compared taCiv derived excitation functions using
exactly the same models, the correlation of thesilinates in Figure 6.13 are slightly
lower. This is most likely due to the differenclattdisplay as peaks in the time series.
These are most likely caused by badly conditionditsy the removal of which would
most likely raise the correlation coefficient tonsething similar to that of the C04

comparison.

The correlation of the S21 component has been isastawithin FAUST when
compared to the C04 derived excitation functionghdugh there are several places
where there are also differences seen as larges prathis time series Figure 6.13.
Finally the changes in C21 that are estimated ft&fGEOS also display very similar
characteristics to the estimates calculated froem@B4 values, also with some large
errors. It follows then that at the epochs of tieetseries that match well it would be
expected that the gravity estimates from ERP mayare the orbit solution but there
may be cases when the orbit is made worse by USRIg derived estimates of the

gravity field harmonics.

The correlations seen in Figure 6.14 are comparabl&RP from GPS and GPS
measures of the time variability (Gross et al.,£00here correlations of 0.27, 0.22 and
0.61 were obtained for C20, C21 and S21 respeygtividie two studies reveal better
agreement in the degree-2 order 1 harmonics and gbod agreement in the J2 and
S21 terms on the dominant annual signals compar&PsS. In both the GPS and SLR
results S21 exhibits a clear annual signal in respdo the winter high in atmospheric
pressure over Siberia (Gross et al., 2004). The powelation of C21 generally appears
to reflect the relative contribution of mass to imotin the excitation functions and may
indicate that the meridional motion terms are reddy poorly determined. In contrast,

the relatively high correlation with the SLR J2 perhaps unexpected given the
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dominance of the atmospheric angular momentum enetkcitation function. Despite
the relatively low contribution of the mass compatn¢he good agreement shows that
the effects of the zonal atmospheric winds haven meedelled sufficiently that it may
be possible to determine small mass variations.di$parity between the SLR and GPS
second degree zonal results points to an erronenGPS results rather than a major

problem with the zonal winds as intimated in Gretal., 2004.
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Figure 6.14Comparison of SLR estimated ERP (15 day averageBaR estimated gravity harmonics

It should be noted that better correlations fomé2e obtained in Hancock and Moore,
2007 but that the data has been compared overgarq@eriod of time in this thesis. It
may be that the agreement at the beginning ofitihe $eries seen in Figure 6.14, which

seems to correlate the least, has contributedddawer correlation value.

As the main purpose of this thesis is to investighe possibility of using daily ERP
values to calculate small mass changes in the dédé@rmination process, Figure 6.15
shows the daily estimates of J2, C21 and S21 frioenhtase solutions ERP output
plotted against the gravity harmonic estimates fiohGEOS. It is now much more
difficult to see the correlation between the signdie to the noise in the ERP derived

gravity field harmonics. This noise could well deélse the high frequency variations in
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the degree-2 harmonics and improve the orbits mray be additional noise that causes

the orbit solution to become worse. Looking backhat comparisons of; y, andy;

in Figure 6.1 and Figure 6.2 it looks more likehat in the case of C21 and S21 that this
is perhaps noise. J2, however, has given evidencthis chapter that it may be
modelled well enough - despite the dominance ofhtb&on term - to describe the daily
mass fluctuations within the Earth system.
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Figure 6.15Comparison of SLR estimated ERP (daily values)@ioR estimated gravity harmonics

6.4  Conclusion

This chapter has investigated the correlation afeence of the excitation functions,

X1 X2 andy; and the degree-2 gravity harmonics, J2, C21 antl @&2the Earth’'s

gravitational field derived from models, as wellegitation estimates from ERPs and
gravity field harmonics estimated as geophysicarapaters in precise orbit

determination. The results have shown good corosldietween the ERP estimates of
X2 andy; and the models but less agreement betweamd the models. Comparisons

between the models and SLR derived gravity fieldmuaics show very good
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correlation between the J2 terms and some cowalati the S21 term. The C21 term
correlates the least. The poor correlation of C2degally appears to reflect the relative
contribution of mass to motion in the excitatiomdtions and may indicate that the

meridional motion terms are relatively poorly detared.

Comparing the ERP derived gravity field harmonigaiast the LAGEOS estimated
harmonics shows promising agreement between theedfs, even though the
correlation is lower than expected (0.59). Thimisst likely due to the large differences
at certain epochs of the time series. This chaghtews that J2 is the most promising
candidate for use in the orbit determination precasd that C21 is the least likely to

have a positive effect on the results.
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Chapter 7

7  Using Angular Momentum Models to Estimate Gravity fom
ERPs in an Orbit Determination Process

7.1 Introduction

In this chapter the effects of using angular momentmodels to remove the motion

term from)(l’ X2 andy; derived from ERPs estimated in LAGEOS within ttexdtive

orbit determination process (see equation 6.3)restigated. This will be undertaken
in several stages. In the first instance, as thelt® of usingy; motion from models to
obtain y; mass from LOD estimates converted to the J2 spiehiarmonic of the
Earth’s gravity field have the best agreement aitith the models and the LAGEOS
derived gravity field harmonics, estimates of J2I vde introduced to the orbit
determination process independent of the otheregegrharmonics. Firstly they will be
calculated as a single correction over the 15 deyta mirror the timescales on which
J2 has been derived as a geophysical parametenA&lUST and then this will be
extended to calculate a daily correction to J2 dlerl5 day arc. Following the analysis
of J2, orbits will be processed utilizing all thréegree-2 harmonics, C21, S21 and J2;
firstly as a 15 day average and then as daily wahoeoss the 15 day arcs. The results of
these orbit estimations will be compared to assdssther there is any advantage to

using estimates of the degree-2 harmonics in thisnar.

7.2  Use of AM Data and Gravity Mass Change in Orbit De¢rmination

Space geodesy is limited in its ability to providass changes over short time periods
(less than 15 days) even at low spatial resolutidos to the satellite’s low sensitivity
to the Earth’s gravity field and to the high coatedn between harmonics (especially
degrees 2 and 4) (Hancock and Moore, 2007). Howspace geodesy does provide
high resolution (here daily but in some cases, agwith GPS, even more frequent)
ERP data.
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7.2.1 Orbit Determination Procedure

The low sensitivity of orbits to the gravity fieldariability or the high correlation

between the harmonics limits the time period ovéicltv mass change, even at low
spatial resolutions, can be recovered from spaodegy. However, the relatively high
temporal resolution of ERPs does raise the posgibil simultaneously recovering and
using higher temporal frequencies for the degréasthonics from the ERP data within
an orbital determination procedure. The methodologyl require that angular

momentum data is available but this is not a mammcern as geophysical studies

utilizing geodetic satellites are typically retresfive.

To investigate whether this methodology can lea@rtbanced orbital accuracies, the
variability in the degree-2 gravity field harmonicgerred from ERP parameters within
the orbit determination is utilised. However, ishaready been observed in Chapter 6
that the mass components of the second degreedfider harmonics from ERPs
modified for the motion have low correlations wittle mass variations determined
directly from the orbital tracking. Consequentlyg wannot anticipate any improvement
with C21 and S21 despite the high contribution alsm(>50%) to the excitations. To
ascertain this we undertook an analysis in whisingle correction to the second degree
harmonics was recovered from the ERPs over eacdat RAGEOS arc.

The method used comprised the following steps (Eigul):

Consider a-priori ERP values
Form 15 day average of ERPs
Read in angular momentum from NCEP model and fdsrddly average

Remove motion and secular core-mantle interaceéoms from ERPs

ok~ 0N PR

Derive change in second order harmonics J2, C252dd

o

Compute orbit and estimate orbital parameters

7. If convergence achieved stop; otherwise reiterateiisg at step 2.
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Solve QOrhit and l Daily Values for ERP

New ERP 15 Day Average

Calculate Changesin Readin Angular
12,621,622 Momentun

and correct 15 Day Average

Remave Motion

Terms from ERP

Values Leaving
Mass Term Using AM

Leaving Mass

Term

Figure 7.1Schematic of orbit determination process using Emgunomentun

Precise Orbit Determination Analysis

As described previously, precise or of LAGEOS | and LAGEOS Il have bes
calculated usingFAUST. A base solution was calculated fif&ir details see Chapter.
In the first instance 15 day arcs were calculatsithgino global paramete (i.e. no
gravity, station coordinates or ERPs weolved for. State vectors, solar radiati
pressure and two along track corrections are estinaver 5 day arcs calculated fre
July 1996 until October 20C All available data in the MERIT Il format was uséchy
station with less than 20 observationer the whole arc or an average RMS error v
over 5 cm for the total arc was discarded fromdablkition at this point. These orb

were iterated until convergence. These convergeitisovould then provide the startil

point for the next stage of or determination.
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Using the previously converged orbits as a starpoqt a base solution was then
determined for the purpose of later comparisorateS¢ectors, solar radiation pressure
and 2 along track corrections are estimated owdaysarcs but this time also solving for
the global parameters of station coordinates arnty d&RPs (XP, YP and LOD)
estimated over the 15 day arc and iterated urdiktiiution converges. Daily values for
UTC are also introduced at this point but thesekap# fixed to help constrain the LOD

estimates.

Starting again with the previously described cogedr orbits without any global
parameters, the same orbits were solved for agany whe modified version GFAUST
that uses ERPs to calculate the low degree sphéracmonics of the Earth’s gravity

field. This has been carried out using four différecenarios.

1. Using only LOD to estimate an average value foo\J@ the 15 day arc
2. Using only LOD to estimate an average value food2 daily basis

3. Using XP, YP and LOD to estimate values for C211 &8d J2 over the 15 day

arc

4. Using XP, YP and LOD to estimate values for C211 8&d J2 on a daily basis

Due to the analysis performed in Chapter 6 thatwshthat agreements between
corrections to J2 have relatively high correlatbmmpared with S21 and C21, LOD will
be used independently to estimate a correctior2 td lis will assess whether J2 on its
own can give higher resolution estimates that wipprove the estimated orbit. This will
be done firstly with an averaged correction over 1% day arc, to assess how well it
compares with results from deriving gravity as apie/sical parameter in an iterative
process, and then, secondly, calculating dailyembions. These tests will use all three
parameters C21, S21 and J2 with the results expéctbe less promising due to the
lower correlations between the models and the SkRults. The results and
comparisons of each of the scenarios with resgethe base solution are shown in
Figure 7.2 - 7.9.
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Figure 7.2 shows a comparison of the frequencyost-fit residual RMS error fits of
the orbits derived from J2 gravity estimates fro@OLonly, averaged over the 15 day
arc against the base solution grouped togethecnmtdocks. The post-fit residual RMS
error values of each of the test solutions have Isetracted from the post-fit residual
RMS error values of the base solutions. Thus, megatalues imply that the test
solution is an improvement on the base solutioneybositive values show that the test
solution has been degraded by the introduction m@#vity estimates from ERP

parameters.

As can be seen from Figure 7.2 calculated valueR afsing estimated values of LOD
from LAGEOS averaged over a 15 day period improtres overall solution with
respect to the base solution. From the previoul/sisan Chapter 6 this is what would
have been expected as the estimates of J2 from O&sHerived ERPs have fairly
good agreement with both the J2 estimates fronmbéels (correlation of 0.450) and
the J2 estimates from LAGEOS (correlation of 0.588)so Figure 7.2 shows that by
calculating a value for J2 on a daily basis de@gdlse accuracy of the overall solution
on the majority of the 15 day arcs and gives a e@™ution than when solving for a
single J2 correction over the 15 day arc. Oncemagavious analysis has shown this to
be the likely outcome of this test as a comparisiodaily J2 estimates from ERPs and
daily values from the models in Chapter 6 has shtvan the agreement between the
two different estimates is far less due to the mnotsier data apparent in the daily
estimates of J2 when compared with J2 from LAGEO®ORe overall improvement
across the whole dataset when using ERPs to estid2ais a reduction in the mean
post-fit residual RMS of 0.013 cm, this compares ©.714 cm increase in the average

post-fit residual RMS values when using the J2ydasgtimates.

In considering the changes in the post-fit residRigllS error of the estimated orbits the
number of rejected observations must also be ceresidas this has a direct effect on
the post-fit residual RMS of the orbit. Figure &Bows, similar to Figure 7.2, the
frequency of the number of rejected observationsnusing an estimated value of J2
derived from estimated LOD values averaged oveddys, grouped together in blocks

of 50 observations.
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Figure 7.2A comparison of RMS of orbits using J2 estimatenhf.OD on a daily basis and on a 15 day
average against the base solution
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Figure 7.3A comparison of rejected observations from orbglisig J2 estimated from LOD on a daily
basis and on a 15 day average against the basmsolu
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Figure 7.3 shows that the number of rejected elsiens from the orbital fit when
using calculated J2 are less or the same in 75% ¢2@71, 115 of which are exactly
the same) of the arcs processed when compareck thase solution whereas when J2
values are estimated daily the number of arcs witlharger number of rejected
observations increases greatly so that only 20%0of5871) reject less or the same
number of observations as the base solution. Atjegse results reflect the analysis of
the previous chapter and give evidence that 15 eddiynates of J2 that show good
agreement with both the models and the LAGEOS tyrdi@ld estimates for J2 provide
a better fit in the orbit determination process panmed with the average value for J2.

The next set of tests carried out involved estingatll three low degree harmonics
C21, S21 and J2 in the orbit determination procAsspreviously stated two separate
tests were carried out giving results with low @eggravity harmonics averaged over
the 15 day arc as well as the second test where €211 and J2 were estimated daily

from ERP values within the orbit determination @Ees.

Figure 7.4 shows a comparison of the frequencyost-fit residual RMS error results
from these tests subtracted from the post-fit 1edidRMS error values of the base
solution. As before negative values represent grarement in the solution. A very
similar result is achieved when compared to usi@ldne as we obtain an improved
orbital estimate when using the averaged 15 dayevhut the solution of the orbit is
degraded quite considerably when estimating theitgraalues on a daily basis. The
mean post-fit residual RMS value for all the aroscpssed using C21, S21 and J2 with
a 15 day average is 0.011 cm better than the bdsgos compared with 1.107 cm
degraded mean post-fit residual RMS when usingl#ilg values.

Following on from analysing the post-fit residualiR of the orbits, we again look at
the number of accepted observations when usingitgraglues in the solution. As

before we see that when using a 15 day averagauthber of arcs with a larger number
or the same number of accepted values is 76% (RR31) giving evidence for a better

solution when using gravity values from ERPs indkierall solution.
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Figure 7.4 A comparison of RMS of orbits using C21, S21, Jihesed from ERP on a daily basis and
on a 15 day average against the base solution
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Figure 7.5A comparison of rejected observations from orbgi;ig C21, S21, J2 estimated from ERP on
a daily basis and on a 15 day average againsta$e dolution
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Once again using daily gravity values vastly insemathe number of arcs with a larger
number of rejected observations in the solutiore mamber of arcs that accept more or

the same number of observations is now just 8%o(2171).

Figure 7.6 shows a comparison of orbits where wee Hastly calculated J2 values
alone from LOD and secondly when C21, S21, J2 arveld from XP, YP and LOD;
all averaged over a 15 day period. It can be skanthe solutions are very similar to
each other in terms of post-fit residual RMS. Thaps shows that there is a slight
improvement in the number of arcs that have an avgmnt post-fit residual RMS when
using C21, S21, J2 values in the solution comparng J2 alone. The mean post-fit
residual RMS of the data, however, shows that thaldne solution is slightly better
than the combined solution with the mean of the lwoed solution being a 0.011 cm
improvement compared with the base solution andJthalone orbit showing a 0.013
cm improvement over the same. The closeness ssgtedtthe estimates of C21 and
S21 may either have little effect on the resultsypared to J2 or that the data already
has a high level of fit and thus further modellingprovements are minimal. This may
cause small or zero improvements on certain arshfive a RMS difference close to
zero which may be increased slightly by C21 an&®t corrections that are a good fit

to the data at that particular epoch.

Figure 7.7 shows that in terms of the frequencthefnumber of accepted observations
when comparing the 15 day averaged estimates of §21 and J2 to the J2 alone
solution yields a similar result to that of the addRMS comparison. Once again a
small improvement is visible in Figure 7.7 whenngsithe combined solution. This
equates to 76% (205 of 271) of the arcs processeldei combined solution showing
either the same number of rejections or less coedpaith 75% (202 of 271) when
using the J2 only solution. The small improvemdrat tis seen here when using the
combined solution is somewhat unexpected as froen gtevious comparisons of
degree-2 harmonics it can be seen that C21 anceS§#ttates from ERPs do not agree
as well with the same estimates from other souasethe J2 estimates do. The number
of orbital arcs that are showing improvements meaydbe to particular arcs where the
match of S21, C21 and J2 is relatively good andothe-fit residual RMS of the orbit is
close to 0. This may cause small improvementsarfittof the orbit over that particular

arc.
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Figure 7.6 A comparison of RMS of orbits using J2 and of C321, J2 estimated from ERP averaged
over 15 days and against the base solution
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Figure 7.7 A comparison of rejected observations using J2dreR1, S21, J2 estimated from ERP
averaged over 15 days and against the base solution
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Figure 7.8 shows a comparison between values fawitgr spherical harmonics
estimated from ERPs on a daily basis. From theipuevanalysis it can be seen that
using daily values gives a much less well definebitaahan when using spherical
harmonic values averaged over a 15 day period.,Heman be seen that the daily
values, when using all three low degree harmonjbges a much worse solution
(increase of 1.107 cm in RMS) than when using ity values alone (increase of
0.714 cm in RMS). From the analysis in Chapteri$ tbsult would make sense as the

daily degree-2 harmonics are much noisier tham tteday-averaged counterparts.

As all three harmonic data sets are very noisyitiieeased noise causes the fit of the
orbit to degrade in most cases. It is also momylikhat as the data is noisy on all three
degree-2 harmonics that there is more chancehbairbit will be degraded when using
all three estimates when compared to the J2 alohdgian. The noise in this data
comes from the fact that the degree-2 estimates aaily basis do not agree well at the
higher frequency terms (i.e. weekly and daily teérimsthe coherence plots shown in
Chapter 6. The reason for this could be that eithermodels from the ocean and/or
atmospheric data may not be accurate enough ttousedel the small mass variations
on a daily basis. These models do not take intowatcthe whole of the motion of the
ocean and atmosphere in their calculations andr @hrer sources such as improper
modelling of El Nino events may also cause disanef@s in the models. On the other
hand the ERPs derived from LAGEOS may not be deashough to these short term

variations.

This means that on a daily basis the estimatecesadii the degree-2 harmonics do not
match well with the real mass variations of thetlkaystem. There are however a few
arcs that show an improvement in post-fit residriglS in both the combined solution
and in the J2 alone solution. It is possible thathase particular epochs all three
estimates agree well with the LAGEOS estimates ignce. Obviously there is more
chance of a good match to the LAGEOS estimategafity if only one of the three
parameters is estimated, which is the likely reasby the J2 only solution is much

better than the combined solution.
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Figure 7.8 A comparison of RMS of orbits using J2 and of C321, J2 estimated from ERP on a daily
basis against the base solution
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Figure 7.9 A comparison of rejected observations using J2cdreP1, S21, J2 estimated from ERP on a
daily basis against the base solution
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As further evdence of the conclusions generated from the pusvanalysisFigure 7.9
shows that there are many more rejected obsergativen using afthree low degree
harmonics (8% or 21 of 271 arcs show an increaséh@& number of acpted
observations) in the orbit determination processmared with using J2 alone (20%
56 of 271 arcs show an increase in the numbera®med observations). The reason

this is once again the increased noise in the dails

7.4  Precise Orbit Determination - Gravity Comparison

After analysing thepost-fit residualRMS and the number of accepted and reje
observations of the four different scenarios set iousection 7.2 this section w
attempt to investigate the specific arcs that reha@vr an improvement or deterioratis
when using estimates of the de¢-2 spherical harmonics of the Earth’s gravity fi
from ERPs.
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Figure 7.10RMS difference of the J2 15 day solution with globautionfrom FAUST (top) and a
comparison of the J2 from LAGEOS (red) and ERPc{)
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Figure 7.10 shows the post-fit residual RMS diffexe arc by arc of the base solution
compared with the J2 only solution along with a panmson of the low degree

harmonic J2 from LAGEOS as a geophysical paranatdrfrom the ERP estimate of
J2. The positive values on this graph show imprca@nm the fit of the SLR range data
to the orbit.

Figure 7.10 identifies several periods where imprognt in the post-fit residual RMS
error of the orbit is evident. There are five tiperiods of relatively large improvement
in the post-fit residual RMS. These occur approxetyaat arc number 90, 115, 130,
180 and 250. All of these time periods of larggiavement coincide with where the
J2 comparison is particularly good. This is esgcrvident around arc number 180

where the peaks of the two J2 parameters almastide..

The time period of Figure 7.10 that shows the legséement is at the beginning of the
analysis. Here there are arcs showing much largégridration and the very large

negative value around arc number 70 coincides avitirge discrepancy between the J2
data sets. This figure gives evidence that usih@s) a 15 day average in an orbit
determination process gives benefit as long asnthgech between the SLR derived

gravity parameter J2 and the ERP estimate of tme saatch closely.

If there is a large discrepancy between the SLRvel@rgravity parameter and the J2
from ERPs then the fit deteriorates, this is likehused by errors in the motion part of
X3 due to domination of the motion termpm. It is also interesting to note that most of
the improved arcs seem to correspond to peakseinl2htime series rather than the
troughs. A similar but opposite pattern can be sedéfigure 7.11 which shows the post-
fit residual RMS fit of theFAUST solution solving for up to degree and order 3
parameters of the Earth’s gravity field. This shdhet the errors in the fit of the orbits

are larger at this time of year.
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Following on from the comparison in Figure 7.10yu¥e 7.11 shows the fit of the base
solution compared to the fit of the solution usaligthree degree-2 spherical harmonics,
along with comparisons of C21, S21 and J2 derivethfLAGEOS as a geophysical
parameter and from ERPs estimated in LAGEOS. Wwe domparisons of fit from
Figure 7.10 and Figure 7.11 can be seen to be aiohadical on this scale and that the
relatively large improvements in the fit of the ibsbare still evident around the same
five time periods as mentioned above. Some of the show good agreement on at
least two out of the three gravity parameters gs¢hareas, such as J2 and S21 at arc
number 180 and just after and J2 and C21 at arc Z¥ding an arc where all three
parameters match well with their LAGEOS derived rdegart is difficult, which
would be exactly what we would expect from previanglysis. It is however difficult
to see any real effect caused by introducing thee additional parameters from Figure
7.11

Figure 7.12 shows the post-fit residual RMS erront the fit of the orbits that use J2
only from ERPs and C21, S21 and J2 from ERPs. iResialues show an improvement
when using the C21, S21 and J2 combined solutiegative values show deterioration
of the solution. There are two time periods tha&t ianmediately apparent. The initial
period has already been shown to give mixed refult32 alone and can clearly be seen
to have been degraded further by the addition df @2d S21. Inspection of the data
reveals that the match of S21 for these arcs scparly bad and the match of C21
does not agree well either. Also of note is that ldrge error seen previously at arc
number 70 has improved as the match of both C21S&idat this particular epoch are
good especially when compared to the match of thelata. Arcs after number 260
show large amounts of degradation most likely duthé poor match of the S21 data at

these epochs.

This analysis shows that when two of the threematars have good matches to their
respective counterparts derived from SLR orbitss itikely that the post-fit residual

RMS of the orbit is improved. It also shows thae ttmprovement seems to be
dominated by the match of the J2 component to #ia ds the comparison in Figure

7.10 and Figure 7.11 do not show many visible ckangndicating that J2 is more
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important in defining the orbit than C21 and S2hisTmay be a result of the J2

correction being larger than the correction to @ad S21 respectively.

It should also be noted that the correlations betwthe LAGEOS-derived degree-2
harmonics of the gravity field and the ERP-estidategree-2 harmonics have dropped
from 0.589, 0.310 and 0.350 for J2, C21 and S2deds/ely to 0.419, 0.210 and 0.221
after the orbits have converged in this orbit dateation process.

7.5 Conclusion

The analysis has shown that the overall estimatbitiscare affected by the addition of
gravity parameters C21, S21 and J2 derived froimagts of XP, YP and LOD in the
orbit determination process. This effect can bsitp@ or negative dependent on the
agreement of the ERP-estimated gravity values thithL AGEOS-estimated low degree
spherical harmonics, which are assumed as truta particular epoch. If the ERP
estimated low degree gravity harmonics match wé the LAGEOS estimated low
degree gravity harmonics at a particular epoch ttien orbit will improve when
comparing with the base solution (as described hapfer 6, otherwise the orbit will

degrade as well as the number of accepted obsamgalecreasing.

It has been shown that there is not much differancesing J2 estimates from ERP
parameters on its own and in using a combinedisalutsing values of C21 and S21 in
addition to J2. This was slightly unexpected dudht relatively low correlations of
both C21 and S21 to the counterparts derived frioenrmodels and especially from
LAGEOS. On detailed inspection of the specific atisgat show improvement it is
evident that these improvements occur for orbitenehl2 gives a small detrimental
effect on the post-fit residual RMS that is com@ted by reasonable agreement in the
C21 and/or S21 parameters that can turn that dettah effect into a positive. It has
also been shown that the J2 parameter seems tontaeeinfluence on the orbits than

the other degree-2 coefficients.

Finally, it has been shown that using daily estemadf J2, C21 and S21 has a large
detrimental effect on the post-fit residual RMStloé orbits. This is due to the noisy

nature of the signals and, although a small peagenbf arcs show an improvement
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using this method, it is not practically usefuluse this method in orbit determinations
at the current time. This effect may be due to ¢naacies in the models or the

insensitivity of LAGEOS to these high frequencyiatdons.
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Chapter 8

8 Geocentre motion from SLR, GPS and Geophysical Mode

8.1 Introduction

The geocentre is the centre of mass of the wholthEahich means the combined
centre of mass of the solid Earth, atmosphere,ns;dgdrosphere and cyrosphere. The
distribution of mass within the Earth system is these of geocentre motion, which is
defined as the displacement of the centre of maskeoEarth from the International
Terrestrial Reference Frame (ITRF) origin. This ptiea will derive geocentre motion

from SLR, GPS and geophysical models and show gadson of the three methods.
8.2  Background

From Wahr et al. (1998) léto(¢, A1) be the mass unit area centred at latitghcend
longitudeA on the Earth’s surface. Expansion gives (Moore\afachg, 2003):

Ao (6, 2)=Rp . Yo ZnzoPim (Sind) (ACcosm +g,sinm ) (8.1)

Where
R = radius of the Earth

o= water density

P, = the associated Legendre polynomial of de¢jeeed ordem

ACy, and A S;,,= dimensionless Stokes coefficients

According to Wahr et al. (1998) using the orthodiyaf the Legendre polynomials

these harmonics can be evaluated by

AGh .
{A slm} = T do B[00 P (S coshds ©.2)
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These are related to the gravity field harmonics\tahr et al. (1998)

AC|m}_ %ﬂ AC,m
{AS,m T w241 AS, (8-3)

where
Pav = density of the Earth
k] = load Love number of degré¢Farrell, 1972)

The loading associated with equation 8.1 deforrasetastic Earth and displaces points

on the surface by distancgs Sy, andS;, where:

S= 2—!2?21 Yhi=ohi P m(sing) ( A Cicosm S, sinmi)

Sy T Zits Zhneoli T2 (sinp) (A CincosmSypsinm.)  (8.4)

S,= %Z;ﬁl Y=ol PLm(sing) (-mnGpsinmitS,cosm)

where
h = Degree-1 Love number

|, = Degree-1 Shida number

Observations of the Earth’s geocentre are importanttwo main reasons 1) most
fundamentally, they are important for defining tbegin of the ITRF and 2) for
analyzing mass transports over the Earth (Kangj,62@09).

To be able to describe the motion of the geocemterestrial reference frame needs to
be defined with the centre of figure (CF) as thigior The centre of mass (CM) of the
whole Earth system (solid Earth, atmosphere, ocehygrosphere, cyrosphere) is

defined as the geocentre of the Earth. Thus thetgt@mnal harmonics of degree-1 in
equation 8.3 are zero for= 1 where, k = -1. The contribution of the non-zeroC,

and A S, terms for m = 0,1 in the external gravity fieldefficients from equation 8.3
is seen as a displacementy(X;,Zy) in the position of the satellite tracking staton

(Moore and Wang, 2003) where Trupin et al. (1992¢:9
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hi+ 21 =
Xg=RV3 (1-252) 22 ATy

p{:IV

_ hi+ 21\ Py, PN
Y=RV3 (1-L 1)p—av 8, (8.5)

A
_ hi+ 211\ P, P
Z4=RV3(1-22) 2 AC

8.3  Comparison of Geocentre Motion from GPS, SLR and Gaphysical Models

There are two established definitions of geocewargation (Dong et al., 2003). One is
the offset of vector CF relative to CM and secontly opposite of this. The amplitudes
of these two variants will obviously be the same their phases will differ by 180
This offset can be observed by space geodetic ipaobs by measuring the tracking
network relative to the centre of the tracked arbit it can be inferred by observing the
deformation of the solid Earth due to surface nlaadgls (Kang et al., 2009). Space
geodetic techniques have shown this movement tf lige order of a few millimetres
over timescales from diurnal to semi-diurnal (Eagiesl., 1997) to seasonal (Chen et al.,
1999).

Geocentre motion has been computed from SLR, GRISganphysical models. The
method for performing these calculations is desctibelow and a comparison of the

results of these computations from the differenirses is compared.

8.3.1 Analysis Procedure

To account for the tectonic motion of the GPS sitesecular model has been removed
from the GPS site displacements. this correctiandiso been applied to the SLR data.
For SLR and GPS, site displacements and graviky Viariation (degree-1 only for GPS)
map onto the same set of surface load coefficienés“unified approach” (Lavallee et
al., 2006).

For GPS we use a set of modified spherical harmioasts functions which incorporate
the land-ocean distribution, mass conservation selfl equilibration of the oceans
(Clarke et al., 2007). The modified basis functigige a more stable, precise and
accurate fit in tests using synthetic data andem® subject to aliasing errors.
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The load coefficients for GPS have been estimateth fthe weekly GPS Solution
Independent Exchange (SINEX) files (re-analyseainfthe International GNSS servies
(IGS) analysis centre at the Scripps Institute ofce@ography (SIO)
[ftp://garner.ucsd.edu/pub/combinations]. The filgsre downloaded in 2007 further
details on the data set can be found in Nikola@)?2. This processing was carried out
and provided by Dr David Lavellee using the TANY#@{tsvare that was developed by
Dr Lavellee.

The load model is a combination of hydrology, ocbattom pressure and atmospheric
pressure data. The hydrology data has been taienthe Land Dynamics model (LaD)
(Milly and Shmakin, 2002). The ocean bottom pressuodel is taken from the ECCO
model and is based on an earlier MIT global oceamlation model (Marotzke et al.,

1999), details of which are given by Chen and Wilg@003b). The atmospheric

pressure model data is from the NCEP reanalysigégeet al., 1996). The geophysical
data from these models have been expanded intcs[daetical harmonics by numerical

integration using equation 8.2.

8.3.2 SLR orbit results

FAUST has been used to calculate the orbits of LAGE@S8d LAGEOS Il over the
period 1996 — 2008. In this analysis the orbitsehlagen calculated using 7 day arcs and
using the processing conventions already describdds thesis and also in Moore et al.
(2005).

The parameters estimated in the orbit determingtioness were:
» State vector — initial position and velocity
* Two along track accelerations
» Solar radiation pressure (See Figure 8.2)
» Daily ERPs
» Gravity field harmonics up to degree and order 4
» Station coordinates
» UT1-UTC fixed at the IERS C04 value
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Figure 8.1RMS fit of orbits fromFAUST. LAGEOS | (black) and LAGEOS Il (red)
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Figure 8.2Solar radiation pressure frofAUSTfor LAGEQOS | (black) and LAGEOQOS Il (red)
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Station dependant weights have been chosen acgaulithe quality of the data from

that station between 10 cm and 30 cm. These welghte been chosen by analysing
data from the ILRS (ILRS, 2007). The tracking resil$ for all the orbits combined are
approximately equal to 1.1 cm (Figure 8.1).

8.3.3 Geocentre motion
The plots shown in Figure 8.3, Figure 8.4 and Feg8u5 show the geocentre X, Y, Z

coordinates respectively as derived frelUSTcompared to the estimates of the same
parameters from the ILRS combination SLR contrifnutio ITRF2005.
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Figure 8.3X component of geocentre motion from LAGEOS obstions computed usingAUST
(black) and ILRS combination (red) in mm
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Figure 8.4Y component of geocentre motion from LAGEOS obstions computed usingAUST
(black) and ILRS combination (red) in mm
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Figure 8.5Z component of geocentre motion from LAGEOS obsoua computed usingAUST (black)
and ILRS combination (red) in mm
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These comparisons show good agreement betweenstireates of the geocentre
derived from LAGEOS | and Il witirAUSTand with the combined solution from the
ILRS. This gives a good indication that the resfriisn FAUSTare reasonable.
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Figure 8.6 Estimated degree-1 load coefficients here expreasegocentre motion
(CF relative to CM) time series (mm) for SLR (blac®PS (blue) and the loading model (green)

Figure 8.6 shows a comparison of geocentre motionm for solutions estimated from
SLR, GPS and geophysical models for the period 1®9é1id 2005 with the SLR

estimates available until 2008.

Table 8.1 shows the estimated amplitude and plast#hé dominant annual and semi

annual terms of the geocentre motion estimatedigir@ least squares process.
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Annual Semi-Annual
Amp | +/- Phase | +/- Amp | +/- Phase +/-
Loading Model
X 2.3 209 0.1 17
Y 2.2 158 0.3 3
Z 3.2 241 1.4 38
SLR
X 2.1 0.3 233 4 0.9 0.3 152 20
Y 3.0 0.3 123 5 0.4 0.3 73 4Q
z 3.2 0.7 205 5 2.4 0.7 4 17
GPS
X 2.1 0.3 211 9 0.3 0.3 78 56
Y 3.9 0.3 148 4 0.5 0.3 28 31
z 2.7 0.3 201 7 0.7 0.3 356 25

Table 8.1Estimated geocentre motion annual and semi-anmmaponents (mm)

These comparisons show that there is good agreemegeneral terms between the X
and Y components from all three sources. Agreensegiteater on the annual term both
in phase and in amplitude. The Z term also showsl ggreement on the annual term in

phase and in amplitude but the semi annual termodstrates itself as a much larger

term from the SLR data and this can easily be ifiedtfrom

Figure 8.6. This may be due to possible aliasimgnfrother geophysical signals,

geodynamics or sampling.

The differences in these estimates are most lidaly to modelling errors in the orbits
as well as the amount of data used in the estimBtasexample the sparseness of the

SLR station network Figure 5.4 compared to GPS taedfact that the quality of the
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data from these stations varies over the globeaaititribute to errors in the geocentre
estimates.

8.4  Conclusion

Realisation of the geocentre is an important pdrtthee monitoring of mass
redistribution within the Earth system and it ispiontant for defining the origin of the
International Terrestrial Reference Frame (ITRFE)isIpossible to measure geocentre

motion from a variety of geodetic techniques.

Geocentre estimates from SLR, GPS and geophysicdeis have been estimated and
compared. The estimates from LAGEOS | and LAGEOSIdta calculated using
FAUSThave been shown to be comparable with the comlsokdion from the ILRS.
The comparisons of data from SLR, GPS and the raddele shown that there is good
agreement between the different sources on the aartesm for both phase and
amplitude, especially for the X and Y terms. Agreeindeclines for the semiannual

term and for the Z term from SLR in particular.
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Chapter 9

9 Conclusion
9.1 Discussion

As has been stated in this thesis, the Earth cdhdaght of as a closed system in terms
of angular momentum, and therefore mass compongmrts atmosphere, oceans,
continental water storage (hydrology), core and tteamn one reservoir of the Earth
system are exchanged with others (Salstein, 19883s redistribution within the Earth
system is caused by geophysical processes. Thismmew of geophysical fluid (mass)
causes variations in the Earth’s rotation, gravigid and geocentre. As geodetic
techniques have improved in quantity and qualitgrdime, especially over the last 50
years or so, the manifestations of these massikdistms have been observed to

unprecedented accuracy over an array of timescales.

Variations in Earth rotation are affected by thxslenge of mass in two ways. Firstly,

the movement of geophysical fluids causes torqueshe surface of the Earth and

second the change of mass across the Earth caumages in the Earth’s inertia tensor
(as described in Chapter 3). From this knowledgauiit be said that the Earth obeys the
law of “conservation of angular momentum” (Chaalet2000).

The gravity field of the Earth is very closely ledk to the same geophysical process
within the Earth system as it too is affected bg thdistribution of mass around the
globe. These processes cause changes in the Egrévsy field through Newton’s
gravitational law. This law states that a body weats own gravity field according to

the distribution of mass within that particular lgod

Finally, changes in the Earth’s geocentre obey l#ve of “conservation of linear
momentum”. This law states that the centre of mafsshe solid Earth plus the
geophysical fluids such as the atmosphere and scetnobeys the law of celestial

mechanics in its translational motion around tHarseystem.
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The main theme of this thesis relates to the nebigton of mass within the Earth
system and how this relates to precise orbit detextion and the parameters that can be
estimated as part of the orbit determination precds seen in Chapter 4, there are
several reservoirs of mass whose redistributiortritmries to the changes in the rotation
of the Earth. Most of these reservoirs’ movemenmts rmodelled and data is readily
available from several organisations across thddv&@ome of this data is shown in
Chapter 4. This data, when converted to excitafiorctions, shows the differences
between the mass and motion effects of these nelistributions on the Earth’s
variable rotation. These excitation functions shibvat the Z term that relates to the
LOD is dominated by the atmospheric motion term #mat all other terms have a
relatively small effect on changes in LOD. The Xlafiterms are much more similar in
size when comparing the mass and motion terms dk asethe contribution of
atmosphere and oceans to the excitation are ofesisize with the hydrological angular
momentum contributing slightly less to changeshe poles. It has been shown that
models developed by different organisations shoadgagreement on all of the mass
terms and on the Z motion term. However agreensesketchy between the X and Y

motion terms giving evidence that these modelsrardeast well defined.

The Newcastle University’s POD softwaFAUST (Moore et al., 1999; Boomkamp,
1998) has been modified to allow the estimatiodafy ERPs (XP, YP, LODFAUST
was then utilised to compute the orbits of LAGEO&nt LAGEOS Il from 1996 —
2007 in several different scenarios, firstly sotvifor ERPs and the coordinates of all
stations used within the orbit determination pregcaegcondly solving for the same with
the addition of low degree gravity field variatiog to degree and order 3), thirdly
solving for gravity field variations up to degreedaorder 4. The results of estimated
parameters from these different scenarios have lweempared and shown to be
reasonable when compared with similar parametes fother sources such as a
comparison with orbit determination software usedha NERC geodesy facility and
also by comparing with data available on the webugh the ILRS.

Chapter 6 describes how ERPs can be convertegxaitation functions of the Earth’s
variable rotation. As described previously the Eartotation is affected in two ways
(torgues and mass changes) and from different gesogl reservoirs. Because of this

the excitation functions computed from ERPs contam contributions to excitation
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from all of these sources. To compare the modetstha FAUSTderived excitation
functions (from ERPSs) the models were combinedtaedong term trends and means
removed from the data. Very good agreement wasdidagtween the LOD derived
excitation function and the combined Z teppfrom the models (when averaged over
15 days), this is most likely due to the dominantéhe atmosphere in this particular
term and gives evidence that the Z motion ternelatively well defined in the models

and from SLR. The agreement is lessygny, or the X and Y terms respectively. This

may be because the modelled contribution of theanderms is less well defined for

x1 andy,, as shown in Chapter 4. The agreement, evidengethd much lower
correlation values (0.068, 0.155, 0.671 compared.@83, 0.694, 0.885 fogrl,)(z and

X3 respectively) also degrades greatly when usinly galues of y; y, andys.

In addition to this the coherence functions of eatththe excitation functions were
calculated to see how well the excitations fromni@lels and from ERPs compare at
different frequencies. The results of this analysas shown that both, andys have
very good agreement at the dominant annual and samial terms but that this
agreement drops as the frequency increggesoes not show such good agreement and
the same dominant periods and once again the agreetinops away as frequency
increases. The excitation functions calculated fielRPs have also been split into the
effects caused by mass redistributions and thogsedaby motion (torques). This has
been performed by using the modelled motion andsntasms to remove each
respective element to leave the excitation resgludlich should correspond to the
opposite effect, depending on the accuracy of tlelels and of the total excitation
estimated from the ERPs. As would be expected & feand that the motion term for
X3 showed an excellent match between model and ER®sodthe domination of this
term. The other two motion terms do not match a$ although there are some areas in
the y, term that match well. The fact is that the relalpypoor agreement in these terms
is what would be expected following the comparisdnmodels from different data
centres compared previously. Also as we may exjpecimass term fgy; has the least
agreement of the three terms, with the dominanuahnsignal ony, showing good

agreement.
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Coherence analysis of the data shows that theveris good agreement between the
dominant annual and semi annual terms in the datg,fon the mass term (less so on
the motion term as this term seems to be harddefiae) andy; on both the mass and

the motion terms; this is perhaps not so expectedtd the dominance of the motion

term .

The excitation functions can be converted to coiwes to low degree spherical
harmonics (J2, C21, S21) of the Earth’s gravitidfigy using the relationship given by
Chen and Wilson (2003b). Matching these sphericamionics calculated from
different sources, averaged over 15 days, has shbatin general J2 has the best
agreement between the different sources and S2hdragment particularly with the
dominant annual signal, C21 is in least agreemenh fthe different sources which
suggest it is perhaps poorly defined from one oremaf the sources. This general
pattern is followed when comparing the J2, C21 884 estimated from ERPs from
LAGEOS, with LAGEOS directly-estimated J2, C21 &8dl. When comparing the
daily estimates the agreement reduces drasticallyitas questionable whether it adds

any more value to the data.

Chapter 6 has shown that it is possible to use BBRslculate J2, C21 and S21 and
that the agreement is relatively good between &lthe harmonics, although it is

particularly good for J2 and at its lowest on C21.

Space geodesy is limited in its ability to provitess changes at short time periods
(less than 15 days) even at low spatial resolutidos to the satellites’ low sensitivity
to the Earth’s gravity field and to the high coatedn between harmonics (especially
degrees 2 and 4) (Hancock and Moore, 2007). Howspace geodesy does provide
high resolution (here daily but in some cases, agkith GPS, even more frequent)
ERP data.

The low sensitivity of orbits to the gravity fieldariability or the high correlation
between the harmonics limits the time period ovéicltv mass change, even at low
spatial resolutions, can be recovered from spaodegy. However, the relatively high

temporal resolution of ERPs does raise the posgibil simultaneously recovering and
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using higher temporal frequencies for the degréa+tnonics from the ERP data within

an orbital determination procedure.

This theory has been tested in Chapter 7 by udimegangular momentum models
described in Chapter 5 to compute and remove tlogagon caused by motion and
surface torques from the ERPs. A strategy was ezhrout to use this in the orbit
determination process by converting the ERPs tdatian functions and then using the
NCEP reanalysis atmospheric angular momentum maael the ECCO ocean
circulation model to remove the motion excitatiooni the ERP excitation to leave the
mass excitation. These mass excitations from LODBeween converted to J2 and the
correction applied to the average value of J2 beggqmwith correction over one 15 day
arc. This process was repeated for several diffea@marios which were:

* J2 only one correction over a 15 day arc
* J2 only one correction a day
« J2,C21 and S21 one correction over a 15 day arc

e J2,C21 and S21 one correction per day

The results of these experiments have shown thag asie correction over a 15 day arc
gives an improvement to the orbits over the wheleqa (1996 — 2007), with a slightly
better improvement achieved when using J2 only. dégradation of the orbits when
using all three corrections is likely due to thetfthat they do not often all have good
agreement with the models or SLR derived gravitthatsame epochs showing that it is
probable that at least one of the estimates ategjpath may be wrong and corrupt the

solution at that particular epoch.

When utilising the high frequency (daily) ERPs tonpute high frequency low degree
harmonics the fit of the orbit is much poorer. Frtme analysis in Chapter 6 of this
thesis this is likely to be due to the noisinesshaf daily ERP-derived gravity field

parameters, with this noisy data likely to be cdulsg either modelling errors or/and
errors in the determination of the ERPs within tA&SEOS orbit determination process.
It has already been shown that the motion ternmsn(fthe excitation functions) used to

calculate S21 and C21 are poorly defined and tireexkcitation function used to derive
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J2 is dominated by the motion signal meaning timgt rlatively small errors in the
motion part of the excitation function will displags relatively large errors in the

residual mass excitation function (left over).

This analysis has shown that it is possible toveetiie gravity field harmonics J2, S21
and C21 from ERPs and angular momentum modelstatiddveraged over a 15 day
period, they compare relatively well with the sapagameters estimated directly from
the least squares orbit determination process. Menvaet has also been shown that,
using the methods in this thesis, using higher ueegy gravity harmonics has a
negative effect on the orbit determination procedand that these daily estimate

parameters do not compare well with other sourtéseosame data.

Data fromFAUSTestimated orbits of SLR data to LAGEOS | and LAGEIDRas also

been used to estimate the geocentre motion of #mth.Elt has been shown that the
geocentre estimate from SLR, GPS and geophysicdelmare comparable although
the agreement varies between the various methatigalaa for the various parameters.
These variations could be due to the differencdbenvarious data networks and errors

in the specific measurement methods.

9.2 Future Work and Recommendations

The main aims of this thesis were to investigate ukefulness of using Earth Rotation
Parameters within the orbit determination processestablish higher frequency
estimates of the low degree spherical harmonicshef Earth’s gravity field. Also
investigated was the ability of SLR to determinesmeedistribution through estimates
of the Earth’s geocentre motion. These aims havnergdly speaking been met but there
are several areas that could be looked at moreelglds extend and improve the
research in this thesis.

As new models of atmospheric and oceanic data be@wailable, analysis of this data
could be performed to understand if these new nsoolé¢r any advantage over the old
models that might enhance the novel method invastijin this thesis. In addition to
this it might be worth investigating methods of mnmg the secular term in the data. A

more intensive investigation of the geophysical etedised in the process could be
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undertaken to evaluate which models give the bedbpnance. For example if core
angular momentum data is available, this coulddsluo remove the secular part of the

data.

In this thesis two scenarios were assessed whasstigating the usefulness of using
angular momentum models to calculate gravity fiektimates for the low degree
harmonics from ERPs in a unified process. Firsily,alone was evaluated, and then
corrections to J2, C21 and S21 were calculatedematbiated. It would be useful to
investigate the effects of each of the correctmmshe orbits individually. This may aid
in understanding the reasons why some arcs aretedfgositively by the corrections
and others not so, or at least give evidence fachvbf these parameters is most likely

causing the errors.

Also, as mentioned in this thesis, one of the mols in solving for gravity field

harmonics by integration is the high correlatiorstween some of the harmonic
parameters. This is especially true for the de@reed degree-4 harmonics. By solving
for degree-2 harmonics in the method describedis thesis, the advantage of this

method in removing these correlations can be inyatsd.

The usefulness of solving for one correction evébydays and solving for a daily
correction to the degree-2 spherical harmonichefgravity field has shown that daily
corrections mostly make the solution worse andemtions averaged over the 15 day
period improve the orbits. An investigation of wiehe breakeven point is would be
useful as it would provide information regardinge tirequency of gravity estimates
available from this method that would provide esties of the gravity field that may be

close to the truth at higher frequencies.

The lengths of the arcs could also be varied testigate whether changes to the arc
length will have a positive effect on the deterntimra of the orbits. Along the same

lines the method of rejecting observations and pughfor weighting the SLR data

could be investigated to determine a more robughadefor selecting the data to be

used in the determination of the global parameters.
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This method could also be tested within the GPSNISS method for determining
gravity field harmonics and ERPs. GPS allows evdghdr frequency ERP
determination and may be more accurate in defithegeRPs than SLR.

It has been shown that geocentre estimates detsew) the changes in the station
coordinates from SLR stations around the globe ffeUST are comparable with
geocentre variations calculated from GPS and freoppysical models. However these
comparisons have shown some discrepancies, edpegitthe Z term. It is well known
that some SLR stations have better quality data tthers. Therefore a method for
improving the geocentre solution from SLR is to e the method of weighting the

measurements.
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