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AESTRACT

A feature of research irtc Information FRetrieval has been
the continued use of small test collections in expariments,
The assumption that any r1esults will remain valid when the
system is used to interrogate a large operational database is
examined critically particularly with regard to the difference

in size of collections involved and the reascns for this,

Experiments investigatinc the effects of size on the
MEDLARS database with reference to several sub-collections
contaiping varying numbers c¢f dccuments are descrihed, These
include analyses of single term and two-term combination
bzhavicur and actual retrieval searches. The effect c¢n the
clustering structure of different small sub-collections is
also studied, The results ottzined fcr MEDLARS are examined
in the ccntext of some well-known test collections, namely

Cranfield 2 and INSPEC.

Results for MEDLIARS data indicate  that very large
collecticns ( > 20,CC0 documents) may be necessary in order to

ensure that the experimental deta is indeed representative and



may therefore be used tc accurately predict the performance of

a particular system in the ojeraticnal ervircnment.
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1.1

INFOEMATION RETRIEVAL

D S S T S G G S A G, > G W

The .ever increasing technological complexity of the
world has resulted in the generation of vast ancunts cf
literature by 1industry, commerce, government todies and
academic institutions, a phenomenon which has cose to be
knownp as the ™"Informaticn Explosion®. The n1eed for
research workers to have rapid access to this dccunmentary
data has stismulated wcrk in the field of information

retrieval (IR).

Information retrieval has a history of some 25 years,
wvhen it was realised thst the data handling ©power of
computers could Lte hainessed in crder to alleviate the
burden impcsed on the researcher. Since those early days,
IR has progressed steadily, eager tc utilise the advances

made in the field of ccmputer science.



1.1.1 The context cf IR,

"Information Fetrieval" is an urfortunate chcice of
term to descrite the process of finding bibliographic
references in response to a request for information,
tecause of the all-emtracing nature of "information™.
Rowever, it is generally accepted by workers in the field
that informaticn retrieval is syncnymous with reference
retrieval, and indecd there are very few c¢ccasicns when
vreference retrieval"™ cannct be used as a substitute.
lancaster (1968) defines IF as follcws: "An inforsaticn
retrieval systen dces nct inform (i.e. change the
knowledge of) the user or the sukject of his inquiry. It
perely informs on the existence (or non-existence) and
whereabouts of documents relating tc¢ bhis raquest”®, In
other words, amn IR system dces not answer a rejusst for
information directly, tut prrcvides a means tc enable the
user to find the answer i.e. a reference to a document.
(A "document™ can ke a bcok, paper, report c¢r any other
form of written work.) <fome systems provide the user with
the actual text cf the Jdccument (document retrieval), but
this is becoming increasingly rare due to the high cost of
stcring a large collecticn of documerts in full text form

on aven the least expansive computer storage medium.



C1.1.2

Seen in this light, ircforration retrieval excludes fact
and data retrieval., Fact retrieval systems or question
answering systems, as they are often called, relate morz
to the fields of artificial intelligence and computational
linguistics, Such systess are currently restricted to
answering gquestions 1elating to a simple "world"
consisting, say, of blocks of differing sizes, cclcurs and
shapes, based cn a number cf simple assertions about the
"yorld"©. (See Winograd (1972) for an example of such a
system.) Data retrieval is characterised Lty data tase
management systems (see Late (1981) for an introducticn to
the subject). Stock ccntrol systems and automatic airline
reservations are examples. In ttis case, the data is
restricted to that which 1is easily quantified and
tatulated, €inilarly, the query is completely and
unambiguously specified ty the use of an artificial
language which enables an exact match between query and

data to be made. Therefcre, there can be c¢cnly ore answar.

IR lies somewhers between these extremes, the freedcnm

of fact 1retrieval and the constraints of data retrcieval.



1.2

Cf ccurse, the data in IF is restricted to dccuments, but
documents are so varied Loth in form and especially in
content that a restricticn bardly exists at all. The
queries posed to IR systems are ideally expressed in
natural 1language. This enaltles the naive usar to
formulate his guery mcre easily, but other forms of query
such as the Boolean combination of %key wcrds havs b=2en
successfdlly sastered. .In IR there is unlikely to Lte one
pérticulat document which will satisfy the user's
information need, It is more 1likely that several
documents will prove useful to the user tc varying
degrees. As a result of this, there is no exact match
batween quary and response, no correct arswu2r, The
relationship is more c¢f a partial matching - a documant
will answer the query to scme extent but not ccmpletely.
That 1is to =<=ay, a document can be seen as relevant to a
request, This notion of reference is cf ceﬁtral
importance in the £fiald ¢f IR and warrants further

discussion.

Consider the medical researcher wto wishes to find out
abcut the effects of a rarticular drug on rats. The

problem is Jeceptively simple., All he needs to do is read



the Jdocuments covering tis sulject area, medicire ir this
case, and select thosa whkich are of interest to his query.
By doing this, ha car reject all those documents nct
relating tc his request and therefcre achieve "perfect
retrieval® =~ all the documerts he selects are relevant,
On the other hand, the ncmbter cf documents covering the
field of nmedicine runs into millicns and the task cf
reading every cne wculd ¢frove extremely tedicus and

time-wasting, even if it could be fitted intc a lifetime.

It is thkis very rprcklem that IR wishes to solve.
Unfortunately, the computer cannct rperfcrm the same
intellectual processes as a kuman teing. It cacrnct 12ad
and understand the ccntents of a dcéument, nor determine
whether that document is relevant to a particular reguest
for informaticnm or not. A1l it «can do is attempt to
approximate to the process. Because of this shertccenming,
the computer system cfter retrieves non-relevant documents
as well as relevant documents and indeed it is ore cf the
major goals in IR research to &rinimise the numnter of
non-relevant documents retrieved and maximise the nusmber
of relevant dccuments retrieved, that is, obtain an even
closer approximation tc the humar process, which |is

carakle of perfect retrieval.



The rperformance of a tystem can be measured from this
angle and this has led tc the introducticn cf rfaramaters
to evaluate retrieval effectiveress. The two most

commonly used are recall and precisicn.

Recall = the number c¢f relevant documents retrieved

the total number cf relevant dccuments

Frecision = the.nuamber of relevart documents retrieved

the total number of documents retrieved

Unfortunately, although not a bard ard fast rule cf IR
(Cleverdon (1972), 4in general, there exists an inverse
relationship between the twc, Any gttempt tc improve
recall by retrieving mcre documents reduces rrecisien by
increasing the the nusber c¢f non-relevant documents
retrieved, Similarly, if the numter of documents
retrieved were tc be reduced to imprcve precision, recall
would suffer, To ottein a realistic assessment cf a
systen's rerfcrmance, the precisicn 1is calculated at
preset levels of recall (C.1, 0.2 etc.). Improvements to
a system wculd ke successful if the precision at these

lavels of recall were to increase,



Although they are the most ropular evaluaticn measures,
recall and precisicn are nct the only cnes. Fallout,
generality and sensitivity have alsc been frorosed. The
ubiquitous contingency table can be used to illustrate

their meaning and calculation,

R2levant Non-relevant
Retriaved a b a +k
¥ot Retrievegd C d c + 4

a + c b + 4
Recall = a

a + ¢
Precision = a
a + 1t

Fallout = )&

a + c
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The performance of an IR system is not judged sclely by
its abiiity to retrieve 1elevant documents, although this
is the nmost dimportant ccnsideraticn., The system shculd
also be able to provide the user with documents within a
reascnable period of time, 1This is farticularly impcrtant
in online systers, where the user is conducting his s=arch
frem a ‘terﬁinal, rather than sultmittirg it feor batch
prccessing. The "respcncte time™ betwsen the keying in of
the search request and the appearance c¢f the first
document is ofter determined by the algorithes used in the
system and consequently, the use of cverelaborate cr
cogplex methods ¢f retrieval, whilst it may 1lead to an
improvement in effectiveness, can adversely affect the

respcnse time and increase it to an unacceptable level.

A - Y i A > S ——— —— — -

A full explanatiocn ¢f hcw an IR system works will not
be attempted here, A trief overview highlighting in
particular the scrt of research that has been done in IF,
will suffice to give a general impressior cf its
operation. Figure 1.1 skows the basic components of a

system diagramsmatically.
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1.4.1 Indexing,

Déspite the iamense irformation tandling cafpacity cf
today's ccmputers, it r1emains imfossible to store the
complete texts of even a small numker of dccuments, and
even” if this gfroblen éculd be solved the processinj of
documents in such a form would prove toc conmplex. To
overcome these difficulties, the content of each document
in akcollection is condersed into a form mcre suitable fcr

cosputer use,

In a typical IR system, each docusent is represented ty
a set of keywecrds c¢r terms (used synonymously here)
according to its content. The assignation of terms to a

document can be achieved either manually or automatically.



In manually indexed <systems, trained experts assign
terms using their kncwledge of the subject area. To aid
them in this task, a thesaurus of accepted terss is used
in order to achieve ccnsistency tetween indexers. The
source for indexing varies frem the full text cf the

document tc its abstract or even its title.

The use of eiperts to index documents is very
expensive, bscause of the nature of the work ard the
amcunt of documents that have to be indexed, This has led
to much research in the field c¢f automatic indexing.
Methcds which rely cp the semantic and syntactic analysis
to extract the content of a document, have prcved tc ke
extresely complex in their oreration and have shown no
significant improvement cver relatively sismple statistical

methcds;

Methods which assigr terms on a statistical basis use
the frequency of teras ir the source text (full text,
abstract or title). The selection of terms may be made
freely from words extracted from the text (free indexing)
or controlled ty a thesatrus of legitimate terms in much

the same way as manual irdexing.

An example of an autosmatic free indexirg scheme is

givan by way of illustraticn.
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It has been shown that high frequency wcrds give
little indicaticn c¢f the content of a document and
therefore as a first step, all ncn-ccntent bearing
words ("fluffy wcrds such as "and"%, "b=acause",

mpevertheless" etc.) are removed from the text.

The remaining words are reduced to their stems by
suffix stripping. Tkis step is tased on the

assumption that twc words with the same stem refer to

- the same ccncept.

The resulting set of stems is reduced to the final set
of index terzs by removing multiple occurrences of the

same st=enm,

The indexing produced Lty thkis method is often
labelled “*"binary" indexing, becauses a term either
cccurs in a document description or it dces nct. An
elaboration of this method generates document
descriptions in whicl the terms are assigned weights
in accordance with their ability to discriminate one
document from another and therefore aid effective

retriaval,



There are two main wmethcds of searching ccllections

corresponding to the fore of the search reguest,

ratching function.
Where the user's request for information is expressed
in natural language, it is either formulated into a
set of search terms 1ty a trained intermediary cr
automatcally 4in the =came way as a document would te
indexed. Cnce the set cf search terms has been
ocbtained, it is ccmprared with the set of document
representatives and a ranking of documents is prcducsad
according tc the degree of association bhetween the
document and the guery, measured Lty a ratching
functicn (see 14,2,2). This is an attempt Lty the
system to judge the relevarce of the dccuments tc the
query. The wusar =say then retrieve either the top n
documants from the ranking or apply a threshcld cn the
watching functicn and retrieve all documents exceeding
it. By varying either the value of n cr tke threshold
increased recall or precision can te ottained. Ey
lowering the threshold (increasirg n), scre dccuments
will ke retrieved increasing the numbter of relevant
documents retrieved 1leading tc an isprovemernt in

recall, kut also introducing more non-relevant



documants, which adversely affects r[frecisicn. By
raising the +threshcld (decreasing n), precision is

improved at the exrerse cf recall.

Boclean searching.

In Boolean searching the query is expressed by using
logical connectives tetween terms, e.g.

€1 = T1 AND (T2 CR T3) AEKD NCT T4

211 dccuments satisfying the corditions of the search
statement are retrieved and are deemed egual in that
no ranking 4is applied to tke set of retrieved
documants, As such, there is no mechanism available
for selective retrieval correspcnding tc the matching

functicn method.

Boolean searching is efficiertly imfplewerted using
an inverted file crganisation, vhere each term is
associated with a set of documerts in which that term
cccurs, The sets of documents fcr each term in the
search request are prcocessed according to the lcgical
combinations betwsen the terms tc produce the set of

documants to te retriaeved.
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In an online envirorment, the user may sutmit a query
to the system, sample the cutput and on that basis wmodify
his original query ané re-sutmit it. 1There have been
attempts tc autcmate ttis process known as relevance

faedtack.,

CUOILINE _OF THE THESIS,

There have lteen mary different methods suggzsted for
the effective retrieval cf documents, ranging from the
veary simplistic to the bighly ccaplex., At the fpresent
time thera are very few cccasicns where one can say that
one particular method is tetter thar the next, kecause cf
the lack of conclusive experimental results. This has
baen due to +the wide range cf test data sets, which has
prevented true ccmparisons betueen experiments, and the
small number of docuzents contained in these "test

collections™ compared tc operational IR datatases.

Chapter 2 of this thesis studies loth types of document
collection and highlights the problems concerning the use

of "test collections",



Chapter 3 considers the nature of a dccument collecticn

by theoretical means and by practical experiments

the effects of size on ccllection characteristics

sirgle terms and 2-term corbinations.

Chapter

clustering

Chapter

r2sults of

b analyses the effects of <size

structure of the collecticn.,

5 is concerned with the amalgamation

the previous two chapters and hcw this

affects other werk in exgerimental IF.

studying

such as

of the

research

Chapter 6 prcvides suggestions fcr further research in

the area,
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2 INFORMATION RETRIEVAL _TOCUMENT_COLLECTIONS

2.1 INTRODUCIION
An often underestimated ccmponent of an IR system is
the set 'of dJdocuments uror which that system cfperates,
Indeed, surprisingly 1little research effort has Leen
directed towards investigating the rroperties of dccument

collections,

2.1.1

The nature of +the Jdccuments themselves varies frem
collection to collectior. BAn average document taken from
di fferent collections is indexed by éifferenmt numbers cf
terns which, in +turn, may have been selected from
dictionaries of differing sizes. In  additicr, the
original source for indexing may have been the full text,
abstract or title of tte document, or fperhars auther

assigned keywords are used in the document descripticn.

Collections are generally connected with a particular

subject area and within the collecticn, the docurents have



all teen indexed in a identical wmanner, using the same

source and the same dictionary or thesaurus,

2.1.2

It 1is commecn to divide the field of IR into two areas:
experimental IE and operational IR. Dccument ccllecticns
are no different din this 1respect, 1In the oreraticnal
e?vironment,‘collecticns are compiled from the 1literature
pertaining to a particular sutject and may Le accessed,
often along with other databases, by systems offering an
information service eitler to users in-hkouse cr tc a more

widespread ropulaticn for commercial gain, e.q. DIALOC,

BLAISE, INFOLINE, STAIES.

2.1.3

Experimental IR over the past twenty years has spawned
a nueber of data sets used in the development, testing and
evaluation of retrieval methods. These "test
collections™, as they have teccme kncwn, have criginated
in one of two ways. Ritter they consist of a sulset of an
operational datatase, which is wmade possitle by the

siwilarities between dccuments throughout the datalase, or



they are specially created Ly selecting dociments frcm the

literature, e.g. Cranfield 2 (Cleverdon et al, 1966).

2.1.4

The assumption governing the use cf =such test
collections is that any experimental results will tLe
reprcduced when the systen urder examiraticn is
implementad to access fhe cperational datatase. 1In other
words, the test data should be representative cf the
operational data., Tc determine whethaer this is true it is
nacessary to study +the characteristics cf bcth types cf

collection.

2.2  CPERATIONAL _DATAEASES,

In recent years, there has teen a dramatic increase in
the number of datatases accessible by @wmears cf
cogputerised IR systems, 1There has also been an increase
in the number of Jocuments these databases ccntain and
their use in the «c¢nline environment, Williams (1980)
reports that in 1979, there were 528 titlicgrarbic,
titliographic-related ard npatural language datatases,

containing some 148 million records. Table 2.1 reproduces
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har analysis of U.S. datglbases.

Size (numkter 6f records) Percentage
< 30K ‘ 27
30K-3COK un
> 3CO0K 17
size unkncwn 12

1C0
- Tatkle 2.1.

2.2.1

As Table 2.1 shows, tlte size of a Jdatalase car range
frcn a few thousand to several million documents.
Specific examples are shcwn in Tatle 2.2. Ideally, a
datatase should contain sufficient dccuments to ke alle to
previde the wuser with an adequate service fcr that
particular subject area. Py "adeguate service®, one would

expect that a correctly formatted request for information
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Ccmmercial Tratatases (scurce: Hall (1977))
Name Subject Area Numter cf
Dccuments
AGRICOIA Agriculture 1,00C,0C0
CA Ccndensates Chemistry 2,260,000
INSPEC Electrical, 350,000
electrcnic,
coaputer &
control
engineering
ERIC Education 2&8¢,0C0
MEDLARS Medicire 664,000
SCISEARCH Science 3¢C¢,0C0
SCCI AL SCISTARCH Social Sciences 367,0C0
TOXLINE Toxicology 4€C,000
Tatle 2.2.

within the sccpe of the database would relate to at least

one document in the <ccllection,

relationship

to represent the field of medicine wculd e

ray be. 3As an example, a database claiming

Lkowever

contain some dccuments atout heart disease.

The number of documents in a datatase is determined

savaral factor

e
-~ e

The subject area.

The anorn

database ¢

ity of the task

c represent all the

werld?'s

of constructing a single

tenvous

~expected

knowledge



undzarstandatly led tc the setting up c¢f more
fracticable databases restricted to wmore manageable
subject areas. The size of datalase is deperdent upcn
the sccpe of the sukject area - a troad, general
subject, =such as medicine, ir which hurdreds cf
thousands of documents are produced in any one y=ar
will require a largef datatase to represent it than a
narrow, mcre specialised field such as  trepical
diseases, of which tte anaual cutput may be measured

in terms of a few thcusand documents,

Generally, cdllecticns are kept as small as
Fracticable to enable a reasonable response tima fron
the system to be achieved. The compilaticn is simple
in the case cf well-defined subjects, such as msdicine
and electronics, HBowever, where a subject lias in the
cverlap between twc disciplineé, the task of deciding
whether it is worthwhile coﬁbining the twc c¢r keeping
them separate is =nmore difficult and is usually
determined in an ad toc fashion. Ccnsider the gxample

shown in Figure 2.1,

If one wanted to prcvide an irformaticn service fcer
the field of Pharmacclogy, it is found that this is
rartly covered by tte field of Yedicine and partly by

Toxicology. Assuming collecticns representing



The

Toxicol-

Eharmac-
clogy

Crug
abuse

Ficure 2.1,

Medicine and Toxicclcgy exist, dces one search toth

databases or one and nct the other?

activity in the area,

The amount of work teing performed in a particular
field is generally 1reflected by the nuambar cf
publicationsv it frcduces., This can have two
contrasting effects ¢n datatase size., In a thrivirng
subject area, the nuster of publications will te
greater than in one which is in a state cf stagration,
thus rpecessitating, c¢n the face of 1it, a larger
database, Cn the otter bard, if rapid advances are
teing made in a sthject, the literature will lecome
out of date more quickly and neeé nct, therefcre, be

part c¢f +the database. This rate of obsolescence
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varies from suktjsct to sultject and ipn their study
Burton and Repler (1S6C) produced a list of scientific
literature "half 1lives", an analecgy with nuclear

physics, which is shcwn in Table 2,3,

literature half lives.,

Sulject Years
Chemical Engine€ering 4.8
Machanical Engineering 5.2
Fetallurgical Engineering 3.9
Pathematics 10.5
Ehysics 4.6
Chemistry 8.1
Geology 11.8
Physiclogy 7.2
Eotany 10.0

Table 2.3.

Their definition cf "balf lifem is "the time during

which cne-half of all the currently active 1literature
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was putlished©,

Note that these figures vwere ;foduced over twenty
years ago and due to <changes in the nature of the
subject areas may not hold true today. Nevertheless,
they do give an indication of the variation Letween
subjacts. 1In general, staltle sciences exhibit 1longer
half 1lives than develcping sciences, e.g. mathematics
vs. physics, whilst applied fields tend to become
cbsolescent more rapidly than those with a wmore

fundamental and theoretical tasis.

Journal s3alection.
The most common methcd of compiling a datatase is to
select a number of journals from within the subject
area and, urcn publicaticn of each issue, include all
that 1issue's papers in the collecticn., Th2 size cf
the collecticn is, ir this case, determined by the
number of journals included and the duraticn cf
coverage., Fcr example, a collection may be made up of
the - papers contained in a hundred jcurnals cver a
reriod of three years. However, this method has the
disadvantage of omitting pertirent dccuments if they
arpear in journals nct directly associated with the
subject area, e.g. a wmedical gparer in a general

scientific journal such as ™"Science™ may well be



cmitted frca a medical database,

System function.

The size of a documert collection can also be governed
ty the purpose for wlich it is to be |used. In a
retrosgective syster, the database should be larg

enough to rrcvide adequate coverage of the subject
{see 2.2.1). A current awareness systems may cnly
require a few mcnths' 1eleases of documents and in a
purely SDI system orly the most up to date release is

required.,

2.3  IESTI_COLIECTICKS
2.3.1
Researck in IR over the past twenty years has 1led to
the emergence of a number of sets of data used sclely fcr
exrerimental furgcses, coamonly known as  "test

collections™ (Sparck Jcnes & van Rijsbergen (1976)).



In general, a test collection comprises a set cf
docnpents, an asscciated set of queries, and soma
relevance data. Thus, in a typical experimenf €ach quary
is submitted tc the system, which will in turn retrieve
certain dJdocuments whick it has deamed relevart tc that
query. The effectiveness of the system can then be judged
by comparing the output with the relevance information.,
In this way it is hcped that the retrieval process in an
operationai environment may e mocfelled, the assumpticn
teing that any results oktaired in the experiment will

remain valid.

2.3.2

Present test collecticns invariably contain a
ralatively small numter cf dccuments, when compared with
cokmercial datatases, Tatle 2.8 gives some examples of
test collections and reference to Talle 2.2 highlights the

difference in size.

There are the followirg gcod reasons foi restricting
the number of documents in test collections, but they must
be considered carefully if fhe validity of the test
collection as a rerresentative of the larje collection can

be called into question.
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Test Collecticns,

Name, Reference Sub-ect area Locs. |Queries
Cranfield 2 Aercnautics 1400 221
Cleverdcn et al (1966) 2CC 42
INSPEC Physics, 541 97
Aitchison et al electrotech-

(1970) nclcqgy,

ccntrel
ISILT Dccumentation 797 63
Keen 3 Digger(1972) : ‘
URCIS Chesistry 11518 193
Barker et al(1974) 15629
MELUSA Medicine 51000 58
Barber et al (1972)
NPL Blectronics, 11571 913
Vaswani & ccmfuters,
Cameron (197C) physicse,

georhysics
UKAEA ‘ Nuclear 1276¢% 6C
Clive et al(1973) science

Table Z.4.

Collection construction.

Compiling a collection can te an expensive and

laborious task. The actual gathering cf the dccuments

themselves is not difficult (they are plentiful), but

they may not be in machine readatle form or, even if

they are, in a fcrmat suitable for the experiment.

The construction of the gquery set fposes nmcre of a

froblaerm, Robertson (1§81) lists four problesms

concerning query selecticn. Firstly, gqueries shculd

Le trapped during the shert space of time in which tte
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act of requestinj information takes flace. Seccndly,
these acts ara r[fperformed in a variety of locations,
and are therefore difficult to mcnitcr. Thirdly, the
subsequent co-creraticn of the rejuester is often
required, e.g. for relevance assessment, kut w2y not
te offsred, and fourthly, these difficulties compound
to gquestion whether the resulting queries are

representative cf anjthing at all.

However, ty far the most Jdifficult cbstacle to
cvercome in the construction of a test collection is
the provisicn of 1elevarce dirnformaticn. Current
measures. cf retrieval performance, e.g. recall,
preéision and fallout (Cktapter 1), rely heavily cn the
knowledge 'of which documents are relevant to each
query. Therefore, tc te alle tc use such ©pneasures,
e€ach query should te accompanied by a 1list of
documents relevant tc it. This can te achievsd in two
ways. Ideally, the originator of the query should
make the assessment as he is best qualified to dc sc.
Unfortunately, this involves a great deal of effort on
his part, as many documents will need tc be judged.
For this 1reascn, experiments often rely on the
assessments cf subject experts whko ccmpare each gquery
with every document and, vusing their knowledge of the

subject, decide cn its relevance, However, Loth these
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methods are time «ccnsuming and/cr exgpersive an
require csukstantial Iesources even for small

collections.

Ease of exreriment.
The use of computers in IR research has mecant that
experiments can be replicated at will. Evan sc,
computation time and stcrage reguirements remain at a
premium and small collecticns enable exreriments tc te
rerforred efficiently and quickly, avoiding delays due
to re-runs and thle incorforaticn  of systemn
eodificaticns, Indeed, it is cften possible to have
substantial parts of small collections residirg in
core =storage, reducing the overheads of data transfer

considerably.

It must be stressed that no matter how convincing
the arguments for the use ¢f small test ccllections
are, the ovarriding requirement for th=2 test
collection to te rerresentative c¢f the corplete
collection <should bte fulfilled if the results are to
be valid, Further, even those researchers whc ucsa
small test collections express their doubts about
doing so, the reasons for which are exarined in the

next secticn.
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2.4 ERCBLEMS _CONCEENING _THF USE_CF_TESTI _COLLECIICNS

2.4,.1

In a racent reviesw of IR experiments, Srarck Jcnes
(1€81) concludes that twenty years of testing has taught
us little about the real nature of retrieval systems ard
only broad generalisaticns, mostly ursubstantiated, can tLe

made about the methods of imprroving their performance.

This lack of concltsive results is tlamed uprcn foor
exrerimental -design sethcdclogy, to which the
unsatisfactory use of test ccllecticrs can ke s2en tc be a

contributory factor.

2.4.2

Particularly during tke 1960's and early 1970's, almost
every project gave birth +to a new test collection, the
variety of which was alsost as great as the G[frcjects
thenselves. As a ccnsequence of the differences between
the test collections, the results of the experiments vwere

for the wmost fart not comparable., This meant that the
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racommendations of one experiment were nct ccnsolidated Ly

later experiments ferfcrmed in the same area of inguirv.

Examnples of the diffesrences ltetween ¢the <c¢cllecticns are

given below:

1.

2.

3.

a,

5.

€.

Subject area - mostly "herd" scientific sutjects but

wide variaticn withir this description.

Indexing source - varying fros full text through

abstract to title.

Indexing method - automatic vs., manual.

Indexing language - dccument derivesd keywords vs.

fully controlled thesauri,

Method of creaticn - the Cranfield 2 documents were
specially selected wlereas URCIS used a slice of the
current ojperaticnal collecticn. Similarly, 1INSPEC
requests were obtained exclusively for the experiment,
EEDUSA queries were extracted from thos2 actually

submitted to the system Ly users.,

Relevance informaticn - queries derived operaticnally
result in difficulties in providing adequate relevance

Sudgments,
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7., Size - document sats range from 500 to £(C,C0C; request

sets frem SC to 2CC.

8., Pachine formats - differences in fecrmat irhibits the

use of certain ccllectiocrns.

Many of these differerces are related to the document
collections themselves, It is for this reascn that this
study of the nature c¢f document collections has teen

undertaken,

2,4,3

In order to cosmbat the lack of comparakility and also
avoid the difficulties cf setting ug a row test
collection, more recent experiments have made use of
existing test collections, of which Cranfield 2 is by far
the most fpopular. Hcwever, although solving some of the
problems mentioned atove, further cczplicaticns arise fron
the use cf these "standard" collections, Cften they are
used for purposes for witich they were not designed,
therefore calling the validity of the experimental'results

into question.
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A further Jdevelopment haé seen-the use c¢f mcre than one
collection in an expeiiment, particularly the SMART
Prcject. However, the SFMART ccllecticns tyrically ccntain
less than 500 documents. This has also 1led to the
situation where «conflicting results are ottained with

different collectiors (Sparxck Jonas (1973)).

The ubiquitous Cranfield 2 collection is, as nmenticned
earlier, much used in retrieval experiments, However, it
should be noted that this collection has an average of
thirty terms per document. This is such higher than wmost
operational collecticns and indeed other test collections.
For this reason, sone retrieval methods rerform
sutstantially retter in this ccllection than in cthers - a

point worth considering when evaluating results.

2.4.48 The _"Ideal" Test_Collectiorp.

A solution to these protlems woulé be of great benefit
to IR research, To this end, Sparck Jonas and van
Rijstergen (1975) proposed thke settirg ur c¢f ar "ideal"
test collecticn, a jportable collection, available as a
general purpose research tool, Tts suggested
characteristics are +that it should be 1large angd roth

varicus and homogencous in the following:- ccntert, source



type, origin, time and language., This is to be achieved
by the ability of the main ccllecticr tc e sub-divided
into smaller <ccllectiors. As far as size is concerned,
the recommerdations state that collections ccntaining less
than 500 documerts (7% gqueries) are of no value in
experiments, 1(CC to 20C0 documents (250 queries) azrs
accertable for some fpurroses, and over 1C000 documents
(1C00 queries) may be necessery in some cases, Despite
its cbvious attracticns, especially in terms of experiment
comparability, the ideal test collection is rnot yet in

existence,

JESI_CCLLECTIQK_SIZE. ..

An impcrtant feature of the ideal test collection is
its siza. It was prcpcsed that twec collecticrs ke
constructed, one in science, cne in-arts, each containing
30,000 documents, wmuch larger than existing taest
collections. As stated in 2.3.2, test collections contain
only a fraction of the ntmker cf documents in commercial
dataltases, yot the underlying assumption governing their
use in IR experiments is that any results will e
rerrcduced when the systes under examination is used
operationally with a full datalase. This is known as the

"same difference™ principle (Robertsen, 1975). Thus, in



order to obtain mearingful results, the test collection
shculd be representative of the operaticral data, that is,
it should exhitit <imilar characteristics. It can te
argued that collecticns cf 5CC dccuments are not
rerresentative of anythirg, let alone a collection of 1

pillion documents.

2,5.1

An illustraticn cf the prcblem of extrapolating results
from experiments using szall test collecticns is given Ly
Giltbs (1977). Ezperiments investigating the
discrim;nation value metltod (Salton, Yang and 1Yu, 197%)
using a ccllection cf 4%5,(CC PEDLARS documents instead of
Salten's MED450 collecticn (450 documents), shcwed that
claims = c¢f imprcved retrieval performance were
unsubstantiated, (The two collections Were irdexed
differently - sanually assigned MeSE terms in the case of
the Gibbs collection, wkilst MED4%0 was irdexed
automatically Lty SMART methods - but this was thought to
have little effect).



- 36 -

The aim of this thesis is to investigate the effects cf
size on a document collecticn (MEDIARS), in an attempt to
determine the sizs of collecticn necessary tc reflect the
nature of the full ccllection, and yet remain small enough

to handle in retrieval experiments.

In order tc¢ achieve this, sutsets of varying sizes
chcsen merely on the tasis of chronclogical crder from the
FELLARS dccument ccllectior are examined in terms cf the
follcwing charactaristics :- the behaviour of single ternm

and combinations and the clustering structure,

The perbaps predictable otvtcoma c¢f this research |is
that the change is gradual as collecticn size increases,
and that nc clear cut-off point is arparent. Intuitively,
however, very small collections (< £00 documents) are nct

rerresentative fcr IR exjeriments,
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INTIRODUCIION

In this chapter, the characteristics c¢f <ccllecticns
containing varying nusbers of PMEDLAFS documants are
investigated in an attempt to determine the size cf
collection necessary tc reflect the behaviour of a full
FELLARS collecticn. MEDIARS has beer chcsen tecause it is
indexed manually wusing a controlled vocaktulary of index
terms. The use Gof an automatically indexed collecticn may
have 1intrcduced urndesiiatle properties peculiar to the
indexing method and not due to the characteristics of the
collection’ iteself. Thts, by using a manually indexed
collection it is hoped tlkat any results will hcld gccd fcr

other collecticns.

The notion of size in IR 4is astiqucus and requires
clarification. ' The r[rimary meaning here is the size cf
collection, that is the rumber of documents a collection
contains. However, the rumter of terms in the vccabulary,

the dictionary size, is also of interest,



3.2 DAIABASE_SIZ2E_-_THEOQREIICAI_ASPECIS
In detarmining ths effects of size on the functicn of
an IR datatase, it is disportart to corsider =soze
theoretical aspects cf ccllection size before attempting

any rractical experiments.

3.2.1

One of the fundamental tasks in IF is the
representation of the Cdocument. This ié achieved 1ty
cosbining varicus facets to produce a document
description. One way of 1lcoking at this is Saltcn's
vactor rerresentaticn. 3 document is represented ty a
vector of length n, each comronent of which correspcrds to
a term (n terms in the dictionary). 1A '1' indicates that
the term is present in tte descripticn and ccnversely, 'C!
indicates that it is absent. Using this vector notation,
a document can te viewed as a single pcirt in an
n-dimensional ‘'document space', and a collection as a set

of points in the document space.
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3.2.2

Given that the number of terms in the dictionary is
known, a numlker of measures can be used tc calculate the

size of collecticn that dictionary can represent

If there are n terms in the Jdicticrary, then the
largest number of dcctments which can be uniquely

rerresented, D, is qgiven by:

. 1. if all n terszs may be used to index a documert

D=2 - 1

In this case, every rossible point in the document
space represents a document ard is therefcre the
absolute paxisum nuaber of documents. Whilst it is
theoretically possible thkat a document can be irdexed
ty all the terss in the dictionary, e.g. an extensive
reviev article, it is usually a much swsaller number of

terms that are assigred to any one docunment.



.2, if the numter of teres that can Le applied to a

document is restricted tc exactly m terss

D = nCn

nt'/(z! {n-m)?)

Again, this is unlikely because not every document

will be indexed by tie s=ame number of teras.,

3, if a document is indexed ky at mcst m terms

= :E:vn!/(r!(n-r)!)

=0

This is the more realistic alternative. =«
paximum

is the
nunmter cf terms assigned to a document in the
collection.
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3.2.3

The full impact cf these nmeasures is not agparent

unless some actual figures are intrcéuced.

As an example, suppcse a diétionary has S5C teras (n=50)

1« frcm equaticn 1 - all n terms may be used to index a

documant

o]
i

2'n - 1

2150 - 1
= 1,12 * 10'15

By compariscn, MEDIAKS contains 2 * 10'6 documents
from 10,000 terms ané the Cranfield 14C0 collecticn

has 1,400 documents and 2,683 teras.

2. Exactly 20 terms eare used tc index every document

{r=20) Equation 2 gives

o
it

nCa

50 C 20

.71 * 1C*'13
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3. A maximum of 20 terms can te applied tc a documant -

frcm equaticn 3

D = E .nCr

r=0

1.14 * 10°'14

The dictionary in these exasmples is deliberately
constrained to ar artificially s®mall nusmker c¢f terms.
This 1is tc ensure that the figures remain at least within
the bounds of 4imagination. Even so, thé nusbers cf
documents that can be rerresented ty such a small nuamber
of terms are huge. For a dictionary ccntaining a more
realistic numter of terms (say, 10,000), the fiqures are

varging on the infinite (2'1(0C0).

The numsber of dJdcciments in the MEDLARS databacsa
(2#1C'6) is only a minute fraction of this theoretical

maximum and yet uses the same rumber of terms (1C,CCC).

The main Cranfield 2 collection has 2,683 terms and yet
only 1400 documents, an even smaller prcporticn cf the

maximum possible,



‘An initial conclusicn that may be dravwn froam these
fiqgures is that the dicticnary sizes are tcc large.
Indeed, working in revercse, the CA Ccndensates datatasz of
over two millicn documents cculd be uniquely represernted
ty only 21 terms. The variety generation methcd suggested
by Lynch (1977), which uses word fragments (digrams and
trigrams) instead <c¢f keywcrds ¢to index documents, has
succeeded in reducing the total numter cf tckens necessary
for indexing, althcugh it remains in excess of the

theoretical minisum.

Variety generaticn techriques, however, result in an
increased number of "false drops", ttat is, documents are
retrieved which are not relevant tc the request., This is
due to the fact that the use of word fragments necessarily
~destroys any meaning that is attached to the wcrd from
which they are derived. It would secem that a desirable
feature of any indexirg scheme is that it should retain
the meaning of terms and therefore the numter of terus

must exceed the minimum required by some degree.,



3.3.1  Origin,

The experiments reported in this thesis were  performed
on a set of documents origirating from the FELUSA project
{Barker et al (1972), Barraclough et al (197%)) which used
selected documents fros the Rational Library of Medicine
(NIM) MEDLARS citation files. The sole «critericn for

.selection was that the original article was written in

English,

3.3.2 Brief descrirpticn_cof MEDIARS.

MECLARS documents are indexed manually at NLM using a
controlled vocatkulary c¢f abcut 1C,000 redical Subject
Headings’(aeSH terms). These terms may te mrade  more
specific Ly the addition cf certain gualifiers of which
there are about 70 available, and asscciated with <«ach
term 1s a list of valid qualifiers, Within the dictionary
there are 38 general purpose terms, known as "check tags"®
(Arpendix 1), = At least cne of these terms must le

assigned tc each document and this serves to give a broad
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jndication of the ccntert of the dccument. On average, a
document is index2d by atort 12 terms, qualified and
unqualified, of which 3 are "print terms" urder which the

article aprears in "Index Fedicus"™.

MEDLARS query formulaticn is 1ty means cf a Ecclean
cosbination of MeSH terms using the cperators ANL, OR and
NOT. The terms may te gqualified by using a LINK to a

valid qualifier.

The MEDUSA systeam utilised the capabilities of the
Newcastle File Handling System  (KFHS) (Cox and TLCews
(1967)), developed specifically fcr the rrccessing cf
titliographic data. Whilst this proved very effective for
the provision of an information service via 'the MNEDUSA
system, the experiments repcrted here were concerned with
investigating the documert representaticm, and as a result
many fields of the citation reccrds were supaerfluous.
Indeed, in the majority cf cases the only reguirepment was
easy acéess to the ipdex terms cf the document - such
fields as author, title, jcurnal, volume and date cf
putlication were nct 1eguired. The use of the citaticn

files in their origiral ¥FHS format would have incurred
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sultstantial overheads in tte fcrm of increased ccaputaticn
tire and larger storage 1equirements. For this reason,
the index terms were extracted fromAthe citaticn files arnd
the use of NFHS routines and records was discontinued. A
further simplification involved igncring qualifiers, thus
maltiple occurrences c¢f the same term with different
qualifiers in the same document were treated as a single
occurrence cf that t2rm. Also, no distinction was made
batween print terms and ordinary terms, although it cculd
te said that prirt terms were more important in compariscn
to others. Farly experiments indicated that tecause cf
thelr enforced use in indexing, check tags occurred with
unusually high frequencies ard therefore were rescved frcm
toth the dccuments and tie dictionary. This resulted ia

the dictionary teing reduced tc 10,137 tersns.

The final form of the documents was similar to the 'ab’
format suggested by Sparck Jcnes & Bates (1977) and indeed
differed only in that the termination =sysbol "/" was
omitted and the number of terms in the document was the

first number ir the docuzent descrirticn tc cospensate fcr

this.

a n b1 12 3 se e hi s 00 bn

a = document numker: simplified to between 1 and 61036

=]
[[]

number cf terms in the document
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bi= term numter: simrlified to tetwecen 1 and 10137 fcr
ease of freguency calculaticn. The
oric¢inal terms were ir the range 24
tc 1249C8 with cbvious gaps and a
cenversion list was available should

the identity of the term ke required.

S Y GRS A S S AT G G G G D A AR e e W W Y - e . -

The full collecticn was composed of a four month
section of citation files, each month ccntaining some

15,0CC documents giving a total of 61,036 documents.,

Sub-collections were formed ccrtaining 500; 5,000;
10,0€0; 15,00C; 20,000 and 25,CC0 documents. {In
addition, sub-collectiors of 250 and 1,00 documants were
used in the clustering @iperiments of Chapter 4.) The 500
sulk-collection comrrised the first 500 documents of the
first month, the 5C00 sut-collection the first 5,000
documents and sc on, Ir this way each sukt-collection was
a sukset of the next larcest sub-collection. 1This enabled
the effects of changirg document collection size to te

investigated,
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Izn order that the sub=-collections could te

r2alistically cempared both with each cther and the full

collection, it was dasirable that the documents should

have a degree of randomneéss.

As menticned earlier, only English 1lanquage documents
are contained in the collection. This otviatas the
prcblem of the fcruwaticn of grcups caused ty the indexing

of ncn-English language documents in batches.

The average numter of terms fer dccument remains
reascnably ccostant throcvghout the collections
(Table 3.1). This indicates that any differences between
collections are not due to variations in the level of
indexing, i.a., the use of more or 1less terms tc dindex

docurents.

It is possitle that a collection wmay contaiﬁ tco many
docurents in the same sutject area and therefore
randorness may ke lost due tc subjéct grouping. However,
this 1is not the case in FMELCLARS, As the indexirg is a
continuous process, any specialist 3journal, which may

contain between 10 and 20 articles, will te aktsorkted into
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Sub-collecticn statistics

No of B¢ of terr Av nc cf Nc of diff Real % cf
Docs OCCuUr<ences tressdcc terms terms used
5Co 4254 8.51 2128 20.99

5000 46308 %.26 6521 €4.,33
10CCO 94598 9.45 7596 74,93
15000 145798 %.71 8129 €0.16
20CCO 1918Cy - .59 8422 83.08
25000 241914 9,68 8639 85.22
61036 572707 9.38 9189 90.65

Table 3.1,

the <collection immediately and not held cver urtil there

are more in the same sub’ect, which may result in a block

of 200 or so articles in the same sulject area.

Experiments cr 2-term comktinations, which are reported
later in this chapter, have specifically included a test

for randomness.

This section describes experiments performed on the
collections investigating the tehaviour cf single terms,
that is, terms ccnsidered inderpendently of others

contained in the document descripticrs.

Single terss are examined with respect to term

frejuency and the tctal numter of different terms used.



If the sub-collection is a true <subset and tharefore
representative, there <chould be no variaticn in relative
frequencies between suk-collecticn ard full collecticn and
all the teims ir the full ccllection should be present in

the sub-collecticn.

3.4.1 Term frejuespcies.

A useful indication of the kehavicur cf a dccusmaent
collection is the freguency with which index terms occur.
For this reason, the frequencies of cccurrence cf <ach
term in all the sub-ccllections ard the full collection
ware obtained, 1Initial analysis revealed that certain
terms had a surprisingly hiéh frequency compared tc others
throughout all the collections., Upcr examinatior, it was
found +that the terms were in fact, "check tags" (see
3.3.2), and it was assumed ttat no wsatter what =size cf
collection was analysed these terms would cccur with

exagyjerated high frequency ard were therefcre igrcred.

As it wvas intended to draw graphs to ccupare the
frequencies of term occurrences in each suk-collection
both with each other and the full collecticn, it was
pecessary to ensure tkat the graphs were  indeed

comparablae, In order to achieve this, an ordering cf



terms was cbtained by ranking the +terms in decreasing
frequancy of occurence in the full collecticr. Tzrme cf
ejual frequency were rank=24d in numerical order. The terus
ware then assigned +tc¢ 1C0 divisions, each divisicn
containing 100 terms, so that divisicn 1 contained the 1CO
most freguz=nt terms, d¢ivisicn 2 the next 10C frequent

terms and sc on.

For each division a frequency representative was
calculated by suvaming the frequencies of the ipdividual
tarns., This was then ncrralised by dividing ty the total
number of term occurences, tte final figure <chcwing tkhe
prcpertion of teras in that particular division,
Similarly, graphs were drawn feor the sub-ccllecticrs, but
the divisicns cbtained for the full collecticn vwere
ratained in order tc aveid the Frchlen cf terms
"aigrating" frco crne division to the next nmaking

comparison impossitle,

The normalisation ¢f frequency representatives and the
retention of the same divisicns ensured ttat the graphs

ware directly ccaparable,

Figures 3.1 tc 3.7 shevw the graphs for the collections
over the complete range of divisions (1 - 100).

Fiqures 3.8 to 3.14 shos o¢nly divisions 10 - 9C for



reascns of «clarity. Civisions 1 - 9 exhibited 1o

fundamental differences tetween collectionse.
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As a resnlt c¢f the cordering of terms according to their
frequency, the graph fc¢cr the 61C(0 collecticn 1is by
definition smooth. Por the 500 ccllection the graph is
anything but smoocth with large deviations frcm the 61000
curve, As the collection sizes increase, the deviations
bacome less pronounced, jet it is crnly in the 15CCC arnd
20CCC graphs that any sign of smoothing out can be seen,
As a general trend, the reaks end trcughs cf the graphs do
diminish with ircrease in size., These deviations are all
the more remarkatle considering the fact tkat the foints
depict only the represntatives of the 100 divisions which
ware obtained ty averacing the actual frequencis, in
effect smoothinmg the variations within the divisiorn.
Thus, graphs showing eact term individually (Figur=e 3.15

to 3.18), 1evaal even grcater differences.
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If a dicticrary ccrtains a firite numter of index
tarms, then the nunmter of differert terme used in a
docurent collection can give an indication of the coverage
of the subject area., Further, a «collecticn which, wugen
the additicn of further documents, <shows 1little or no
increas2 in the numker of different terms used wmay tLe

daemed representative cf the full collection.
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Figure 2,19 and Table 3.1 give details of the increases
in the percentage of new terns intrcdéuced in proporticnm to
the increased size cf document collection. In addition to
the sub-collecticns, the file ‘toundary sizes were also
obtained and plotted. In a study of dictionary size,
Houston and Wall (1964) raintain that if 1less than half
the terms in a dictiorazry occur in the collecticn it is
b2ing used to index, ther the index i1is cf 1ittle |use,
Turning ¢ttkis arourd, a <collection which uses less than
half of the terms availalle in the dicticnary may bte cf
limited wuse 1in retrieval experiments., In this case, the
500 sub-collecticn suffers fros this deficiency. Irdeed,
it is only when arcund 3CC0 documents are used that the

50% mark is passed.

By 10000 documents almost 75% cf the terss have been
used and after this point there is a levelling off in the
rate of increase. Indeed, it shculd be noted that the
full collection cnly uses 9(% of the terms availatle.
This is a large enough percentage tc dees €1,000 documents

acceptable as a full collection,

The conclusions t¢ te drawn frem these iritial

experiments are:-

1. Collections ¢f less <than 3000 are wunlikely to te
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useful for experimental furposes,

2 15,000 documents may e sufficient +to e able to

cbtain meaningful results,

3. It is more 1likely that 1larger <ccllecticns are
necessary tc¢ ecnsure that they are representative of

the full collection,

In IR, terms rarely occur in isolaticn. 1Indeed, it is
the very co-cccurrence of terms in documents and jueries
that atteapts to eoxpress the content of the article
through indexing and ttke informaticn need of the user ty

the combination ¢f terms in the search formulaticn.

This sectict  ccnsiders  the properties of the
co-occurrance of two teras ir the sase dccument, hereafter
referred to as "comtinaticns®™., Of coursa, it is possible
to ccnsidar co-cccurrences of three cr more terms, but it
is usually the case that a <query can te reduced to a
cogbination of two basic ccmporents, linked together, for
example, by ANL in a Bcolean query foratlaticn scheme.

Any more than twc terms so linked recuces ccnsiderably the



nunber of documents ttat may be selected in response to
the query. An excepticn to this is when one of the terrns
is a check  tag. This prcvides a general mechanism for
excluding documents that lie cutside the particular £field

of interest,

- — — — - — — . - — - — - — —

In the same way that a given size of dictionary can
give rise to a theoretical saximum numter of dccuamsnts
(3.2.2), a finite nusber of two term comltinaticns can t=

gererated,

Fer a dictiorary of 10C(CC terms (n=1C0CC), the maximum

number of different combinations is given Lty

C=nC2= n1/(2!'(n-2)1)

(n(n=-1)) /2

5.0 * 10'7 (%C =millicr)

The actual nusber of combinations can be expected to te
much less than this 1lecause some terxs may nct occur
togather., This 1s due tc¢ the tasic MEDLARS indexing rule

of using the =most specific term available and the
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hierarchy of terrs withir the thesaurus. For exanmple, the
folleowing hierachy of terss is defined bty MEDIARS (fron

"The Frinciples c¢f MEDLAEFS"™, NIM):~-
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injury, immure disease, poisoning

wcurds and injuries

tuzns

turns, turns, inhalation sunburn
turns, electric ey2 turrs

Pigure 3.20.

In this case, "burns"™ wculd rot be assigred to a
document if the document was about a particular type of
burn. A more specific term, e.g. "sunkturr", would be
used instead. It is c¢nlikely that »oth T"burns" and
"sunburn® or indesd ary of the fcur other terms at that

lavel will occur together in the same document.

Por a given cecllecticn size, the nuater of possible

combinations is a functicn of the nusber of terms used (t)



in that collecticn.
C = (t(t-1))/2

For the sut-collecticns, the fcllowing figures aze

obtained (Table 3.2)

Comtiraticn statistics

no, of|no. c¢f|max. nc. cfl|actual no.| %age
docs |terms |rpossitle of conmbs.

used comts,

500| 2128 22€312¢ 16463 | 0.82

5C0C| 6521 2125846C 184220 | 0.87

10000| 7596 2€84581¢C - 34C129 1.,1€

15000 812¢ 33C2625¢ - 483273 1.46

20000| 842% 354€0831 591924 1.67

25C0C| 863¢ 37311841 705132 1.89
Table 3.2.

As the numter of dccuments in the sub-ccllections

increases, the number c¢f different terms used increases,
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but levels out (Figure 3,19). The maxisum <runber cf
possible different ccamtinaticns is a functicn of this
figure and increases in yrcpcrtion tc the square cf the
nusber of terms. The actual number of different
combinations in the sub-ccllecticrs is tut a small
percentagna of the wmaximum pcssible and shows no s5ign of

lavelling off,

3.6  ERACTICAI EXPERIMENTS CN_TERM_COMBINATIONS,

- - e G —————_— Y T G G D S G G e - TE S e G G G D G

3.6.1 Experimentation_note

Because of the higt derands in both cosputation time
and storage made by the experisents cn terr ccmtiraticns,
they were restricted to the sub-collections only. (There
ware over 700,000 Jdifferent combinaticns in the 25000

sul-collection.)

In 3.4.2 the intrecdection of pew terms was

investigated, In the same way, the introducticn of
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combinations was studied under tte assumpticn that a
collection, to which the addition of Jdocuments showed
little increase in the numler of different ccriiraticns,

could be deemad representative of the full collection.

Table 3,3 gives d=tails of loth the numier of differert
corbinations used and the tctal nusmber of corbinations
occurring in the sub-ccllections, which are shown
graphically in Figure 3.21 (cnce again with intersedliate

points at file tcundaries),

Number of|Numler of different|Total nunmber cf| Eatio
dccuments cozbirnations comtinations

500 18463 20074 1,98

€CCC 184220 246161 74,84
1C000 340129 £20727 €5.32
150C0 483273 825229 58456
2C000 591924 178296 54,89
2¢5CCC 705132 1370795 S51. 44

Table 3.3,

In marked contrast to the correspcnding graph fcr
single terms (Figure 3.19), there 4is no levelling out

Yatween 15CC0 and 2(CCO0 AJdocuzents. Indeed, the graph
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rapains almost 1linear as fer as the 25C0C limit, arl any
slight deviaticn from a straight 1lipe is matched by a

simrilar deviation in the total number of ccmkinaticas,

3.6.3 Combination_ freguercies
Because of the vast numler of combinations involved
(7CC,C00+) and the amcunt <¢f computing resources that
would have baen necessary, it was impcssitle to perform a
frequency analysis on all the combinations, following the

mathcd usad for single terms (3.8.1).

In an attempt to solve this protlem, it was decided to
examine ‘the frequencias of selected comtinations which
were derived from genuine query formulations as submitted
to the MEDUSA and MELLINE systenms, Cnly those terms
which, upon expansion, were coskined together using ™AND"
and would retrieve documents, were saelected so that a

query of the form
R1 = (M1 OR M2) AND M3
yielded the corbinaticns M1 + r3 and M2 + M3, ©Note - M1 +

2 was not includsd because a document ccntairing those

twc terms and not M3 would nct te retrieved.,
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A total of 117 query formulations were prccessed in
this way yielding 407 different ccrmbinaticrs. Hcwever,

only 137 of these appearsd irc the 25000 suk-collecticn.

In theory, once a collection teqgirs tc repeat itself,
i.e. a representative sulset has beer found, the fraquancy
of a particular corhination should increase in proportion
to the increase in tte rumkter «¢f documents in tﬂe

collection.,

This .provad not to te the <cese. 1Indeed, the vast
majority of the 137 combinations exhibited anything but a
ragular rate of -increase. Cnly one combination was
regular in this respect and that occurred c¢nly cnce in

each month,

To throw further light on this, it wvas decided to
perform actual MEDUSA searches using the combinations
mapded” together as query 4input. FEDUSA retrieves the
documants for each month separately - a document retrieved
corresponds to that ccmbtination it represents being
present, This enabled the analysis to ke extended beyond
the rrevious 25CC0 1limit with additicnal points at 28421,

45718 and 61036 Jdocuments, tut no iprrovement was evident.
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At this stage, it was arprorriate to include a sgpecific
check to prove that the documents were indeed randoaly
distributed and not grouped in ary way, for example Ly
sutject area. Locuments ofher than those written in
English had Leen excltded (see 3,3.%)., Tc do this, a
histcgram was drawn for each combination, showing the
nurber of times it occurred each mcnth (MELUSA xetriaves
documents mcnth ty mcnth so the production of this was
trivial). If each mcntl was a representative of the full
collection, then the nuater cf occurrences per month would
be relatively constant As expected from the results cf the

previous exreriment, this was pot the casa.

Toc check for randomness, the documents were assignad to
fouf groups randcmly usipg a function of the citaticn
number, instead of cn a mcnthly basis. No uniformity was
aprarent, the results resaining roughkly the =arnme. This
may ba due to the fact that the combinations occur so
infrequently that they cannot te anything tvt random ard
as such can bte taken as an indication that the documents

are not grouped in any way.
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s Frejquancy Apalysis.

A remarkable feature of the +work ccncerrning the

combinations extracted frcm the queries 1is the 1low

. frequency with which they cccur,

To investigate this, a frequency analysis was performed
on the largest sub-collection for which fiqures were
available, the 25CC0 dccument set., A summary of results

is shown below,

Ruaber of documents = 2ZSCOC
Fumber of Jdiffarent cortinations = 705132

‘Total number of combinatiorns = 1370795

487931 comtinaticns cccur only cnce,
102170 comtinaticns cccur twice,
39532 comkinaticns cccur 3 times,
20002 comlinations cccur 4 times,...

1 comtiraticn cccurs 440 times (max,)

approx. 70% cf coamtinaticns occur once cnly,

arrrox. 98% cf ccambipaticns occur less than 10 times.
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This sarves tc confirm the rejection of comktinaticns of

more than two terms as oljects of enguiry.

Searchas were also perforsed on tte menthly ccllections
using complete queries rather than . their constituent
combinations, This provided a means of determining the
relative importance c¢f each combination (and therefore
each term) within the query and investigating whether this

varied fros month to mcnth.

As an axample, consider the following:-

C1=M38 AND (M2 CE M5 CR M7 CR M8 CR M9 OR M10 OR M11)

Combinations which rstrieve documents:-

Mocnth! Mcnth2 Mcnthl Mcnthd4 Tctal

C1: M38 AND P2 1 ¢ ' 0 (U 1
C2: M38 ANL P7 1 0 0 0 1
C3: M38 AND P9 0 1 1 2 4
Ch: M38 ANLC M10 2. 0 2 2 6
Total incl. - - - - -
duplicéte docs. 4 1 3 4 12

€1 (full guery) 3 1 2 3 9
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Whilst the four cormbinations 1etrieve 4, 1, 3, &
documents for each month respectively, c¢nly 3, 1, 2, 3
different documents are retrieved. This is shown in

Figure 3.21.

4,

3

2 ca ci

1 ' cy c3,CH
0 _C1/C2 c3 ci/ch c3

Month1 Month?2 Yonth3 Mcnthi

Fiqure 3.22,°

In Mcnth 1, C8 retrieves 2 dccuments, C1 and C2 retriasve
the same document, a total of 3 docurents.

In Mcnth 2, C3 retrieves 1 dccument,

In Month 3, C4 retrieves 2 dccuments, one of which is also
retrieved Lty C3.

In- Mcnth 4, CU and C3 each retrieve 2 documents, one of

which is coammon to roth. .

Ct is the =wmost important comtination in that it
retrieves the most docusments over three months only. 1t
retrieves no documents in Month 2, WNcne cf the seven
gueries shcws any consistency cver the mcnths as far as

the most important ccmbiraticn is concerned. - This further
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confirms that a monthly section (15,(00 documerts) is nct

rerresentativa of the full ccllecticn.,

SUEMARY_CF_RESLLIS.

This chapter has atteapted to give an indication of the
relationships ©between theoretical measures arid their
empirically derived equivalents. 1In general, the actual
values differ cocnsiderally from tlose that hav: been
theoretically rredicted. Fevertheless, the theoretical
work has proved its wcrth <ty pointing the practical
experiments 1in the rigikt direction and giving an idea of

what kind of behaviour tc expect.

The practical experiments ccntained 4in this chapter
have not produced any conclusive results as to the size of
collection required in oc¢rder to le atle to ccnfidently
predict retrieval behavicur in an operational environment.
The single term experiments revealed a fcssible cut-off
point between 15,CC0 and 2C,C0C documents tut this was not
supported by the work c¢n two-term consktinatiorns. Tha
actual searches revealed nct only the d4inconsistencies in
the collection under growth but also the very 1lcw
frequencies with which combinations occurred and the

suksequently small nurber c¢f documents retrieved Ly



gapuine ssarch fcrmulaticns.
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4.1

INTRODUCTIION

Whilst the previcus chapter was primarily concerned
wvith the nature of ccllecticrs in terms cf the
characteristics c¢f the dccuments they contain, i.e. the
document was the unit cf study, this chapter attempts to
investigate Jdocument. ccllections ty 1looking at their
overall structure and the inter-document relaticrshigs
within the collection and hcw these vary according to

collection size.

Tc this end, a clustering method has been applied to
several small sub-collecticns, Cccument clustering is
used to r=duce the awrount of searching required in
ratrieval py dividing the <collection into grcurs cf
related documents ("clusters"). This is eguivalent to
dividing the sulject area into more specialised tcrics.
The results of such experiments may be compared with

results of other expesriments in clustering.

If any sub-collecticn ccnstitutes a true sutset cf the

full collection and therefcre say be used meaningfully for
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experimental purposes, ttke structure of the <collecticn
will remain statle if fcrther doéuments are incerporated.
In terms of the effect of an increase in collecticn =size
oan the clusters, the numter of clusters should remair
constant, but the size of each cluster should increase in
prepertion to the numker of documents added tc the
collection. 1In other words, large ccllecticns shculd have
the same number of clusters as small collections, Lut the
nugber of documents they ccntain shculd be greater. This
is equivalent to the ncn-introduction of new topics into a
sukject area, and an increase in the number c¢f articles
concerned with each topic. This is of course, the id=al
situation - from a more practical viewroint, mincr changes

in the structure may be apparent,

CHCICE OF CLUSIERING MEITEOL

There are two, often cenflicting, criteria governing
the selection of a clustering sethod, Firstly, it =shculd
exhitit a degrece of theoretical soundness. In order to do
this, it should satisfy the follcwing <criteria of
adequacy, which have teen adapted for use in IR by van
Ri jskergen (1979) from those propcsed ty Jardine and
Sitscn (1971) ~in their discussion of general

classification techniques:-
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4, The method produces & clustering which is unlikely to
te altered drastically by the incorporation of further

documents, i.e. it is stabkle under growth.

5.‘ The method 1is stable, i.e., small changes in the
indexing of the Jdocuments lead tc¢ small changes in the

clustering.

6. The method is indeperdent cf the initial ordering of

the documents.

The second critericn is that the method should ke
efficient in terms of «ccmputaticn tige and storage
requirements, ﬁnfortunately, this has proven tc¢ be the
overridingy consideratior in many clustering methods, with
the effect that there are many very efficient methcds ncw
available, ~ which do rpot satisfy the requirement of
theoretical soundness, These are terned heuristic

clustering methods.

Because of their pre-occupation with efficiency,
hauristic cluster methods rarely have any thecretical

tackground and are cften defined in terms of the



algorithms implementing them. They rroceed directly frcm
the document descripticne tc the clustering without any
intermediate stage. Ttey attempt +tc <sreed Up the
retrieval frocess by 1limiting the oxtent of a linear

search.

In linear associative 1z1etrieval (LAR), each search
request must be matched with each and every document in
the collection, in crder to determire the set of relevant
docusents., By clustering the collection, documz2nts are
assigned to groups of 1related dccuments, and fcr each
cluster a cluster representative is derived. The role of
.the cluster representative is to summarise the content cf
the documents ccniained within that cluster. This can te
achieved by using the centrcid of tte cluster (cf. cantre
of gravity) or the document with the most attributes in
commcn with the rest, The search request is then matched
with the set of cluster representatives and the set of
relevant documents is ultimately. selected ty ratching the
search request with the meabers of those clusters, which
gave the best match., This process reduces dramatically
the number of compariscns between reguest and document but
may lead to a degradaticn of retrieval effectiveness

cogpared tc LAR.



An important foint to ccnsider in the case of heuristic
clusteriny algorithms is that they do nct attempt to
extract a strﬁcture frcm the document collection, rather
they try to impose a sui atle structure upcn it. This may
ke achieved by rresrecifying rarameters, which have to te
empirically deterhined. These include 1limits cr the
nucber of clusters, thke saximum and minimom size of
clusters, the threshold value cf the matching furcticn fcr
a dccument to hé included in a cluster and the degree of

overlap batween clusters,

Before proceéding, it 4is dimportant tc exrlain the
concert of a ratching function (similarity coefficient,
association measure). A matcbing function measuraes the
assoclation betwsen a document and either a cluster
roefresentative (as in this caée), cr ancther dccument.
Several different wmatclting fhncticns have been proposed
for use in IR, tut providing they are correctly rormalised
with respect tc the rusber of terms in the docunments,
there is little effect ¢n retrieval rperformance to te
gained by wusing cne instead of another. Thus, the
sipilarity between two dccuments or tetween a document and

a cluster rerresentative, X and Y, may be expressed in a



numher of ways:

1x N\ oy - Simple matching function
2.1 N\ 1| - Dice's coefficient

1X1+]11]

] X n 1 - Jaccard's coefficient

1xXV 1|

1T N1 - Cosine coefficient

X 4

X% JYI*

1x Ny - oOverlap coafficient

min (X[, Y1)
(X,Y = set cf keywcrds representing documents /
cluster representatives,

lel = counting measure)

The second and subsequent measures can Lz seen as

nornalised versicns cof tite simple matching function.
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The action of a heuristic clustering algcrithas is best
explained by an examgple. Bocchic's algorithm (Rocchio

1966) is one of the test known. It tas three stages :-

1. A pumber of documents are selected (by some criterion)
as cluster represertatives. Tle remairing dccuments
are assigned either to existing clusters or tc a "rayg
tag" cluster fcr misfits, by thresholding a matching
function. A document may le assigned tc mcre than one

Cclustear,

2, The resulting clustering 4is adjusted to ccmply with

the pricr specification parameteis.

3. The clusterirg is tidied up by forcitly assigning
documents from the "rag bag" cluster and reducing the
cverlar between clusters.

Puch of the research in thé area cf heuristic algcrithms

has Lteen tcwardé reducing the number of .passes necessary

to produce a cluste;ing, and several "single rpass"

algorithms have teen prcjoced.



Whilst +they undcubtedly fproduce a <clustering very

quickly and efficiently, ©bheuristic algcrithms have the

follcwing disadvantages, wkich makes their wuse din this

resaarch undesirahble :-

1.

2.

3.

4,

in

The clustering is dependent upon the order in which

the documents are sulmitted to tle algcrithm.

They are not stable wunder grcwth. Updating cf a
heuristic clustering tc incorpcrate new documents is
difficult. Cften a cocmplete reclassificatico is
necessary tc correct the clustering after one or more

updates.

The clustering is dejendent upon the specificaticn of
parametcrs, which rneed to be kncwn in advance and may

vary from collectiocn tc collecticn,

A structure is impcsed upon the collection according

to these parameters,

Thesa factors ccmbine to place in doubt whethzr changes

structure are due to differences in collécticn size cr



inconsistencies in the clustering algorithm.

There are many hierarchic cluster methods tut by far
the most popular and most dJocumented ir IR 1is the
single-1link methcd. This has breen shown to satisfy all
the ~criteria of adequacy for theoretical .scundness
(Jardine and sSibsecn, 1971). Rather than having a
detrimental effect on retrieval performance in terms cf
recall and precisicn, Jardine and van GFijstergen (1971)
stated that such a meth>d had the pctential for improving
effectiveness in ccmparisorn with a 1linear ‘search. To
reinforce their argumeit they pcstulated 'the Cluster
Hypothesis, which states, ™Closely associated dJdocuments
tend to be relevant to the sase requests". This exflcits
the separation within a collection tetween relevant and
non-relevant documents (van Rijsbergen and Sparck Jones,

1973).

no 301 Single'linkc

Instead cf crerating cn a measure of sirilarity between

cbjects, =single-link takes as 4its input a matrix of



dissimilarity coefficients (IC'é) shcwing the degree cf
dissimilarity tetwe=n documents, The matrix contains
n(n-1)/2 elements for a collection ¢f n documents, It is
the generaticn cf this matrix that disadvantages
hierarchic methods in genersl, with regard tc their

cogputational efficiency ccmprared to heuristic algorithms,

From this matrix, & hierarchy of rcn-overlarring
clusters is prcducsd with each level having an asscciated
numerical value. This value gives a measure of the
association between the "documents .contained 4in the
clusters at that level. Tie hierarchy may ke represented
gecmetrically ty a dendrocram. This is easily translated
into a tree structure, which makes this mathod
particularly attractive for wuse ir cperational systenms,
tecause of the efficient search stategies that have tLteen

davised for trees.

The action of the single-link method is Lest described

by means of an example:

Ccnsider a collecticn o¢f 5 dccuments (A,B,C,D,E),

analysis c¢f which [prcduces the following dissimilarity

matrix (Pigure 4,1) :
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Figure 4,1,

By thresholding the IC's at levels cf 0,1, 0.2, and 0.3

graphs can be drawn (Figtres 8.2 to 4,4)
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Figure 4.4,

mhe resulting clusteils are surrounded Lty dotted linas.
From this it can Le seen that fer a documert to be
jncluded in a cluster at a given level, it need only te
associated with one member of the cluster with a DC less

than or equal to the particular level, hence, the term

nsingle-1link™",

The graphs may be converted into a dendrograa, which

enables the overall structure to be examined (Figure 4.5).
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Figure 4.S.

This can te translated into a suitable tree structure

(Pigure 4.6),
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Pigure 4.6,

Note that it is not necessary to threshold the matrix at
0.% as this does not alter the clustering cf 0.3, where

all the documents are included in one cluster.
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The <choice ¢f IC las 1little effect on retrieval

perfcrmance, and indeed, =single-link ensures that the

clustering doss not depend on the actual valuzs cf the

IC's but upcn their rank-ordering.

. G . G . I S . O T D W e P W W Y e G T D G e T D A S G A G S G GG D A R A GED M SR S S wan

Single-link clustering was chosen for the following

raascns:

1.

2.

3.

4.

It is the only hierarchic method to satisfy the

criteria of adequacy.

It seeks a structure fros the collecticn rather than
attempting to impcse cne. An imposed structure could
mean that results may te due to the clusterirqg method,

rather than differepces in collection size.
It is order-independent,
It is stakle under growth, This ensures that any

variaticns are due tc differences in collection size

and not as a result cf inccnsistencies it the updating
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mechanism of the metlod.

The generaticn of the dissimilarity matrix was
performed by using Willett's algcrithm (Willett, 1981).
By utilising the inverted file, the pumber of matches is
reduced consideratly by cmitting tte calculaticn of DC's

tetween documents with nc terms in ccmmon.

The choica of IC was made purely on the grcurds cf

computational ccnvenience. The follcwing LC was us~d:

pc = 1x A v

1X1+11]
where X AY] = 1Y VY - |IXNYY
It is related to Dice's coefficient Ly

IXA Y| =1 - 2.1 N\ 1)

RIAS D § Xl + 11|
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Tha single-link methoé was implemented Lty using the
SLINK algeriths due to Sikson(1973). Although this
algorithm must ke supplied with IC's in a specific crder,
it does discard them as sccn as they are processed, thus
raeducing storage requiresents. Furttermcre, the cutput is
readily translated into a dendrogam representation, which
allows a visual examination cf the clustering to be made.
As 1po searching of tle <collecticns was necessary, an
elaborate tree structure implementation was not required.,
For this reascn, van Ri‘stergen's DINALINR algorithm (van
Rijsbergen,.1971), which othervise may bave teen <chcsen

for its ability to accept LC's in any order, was rejected.

- e - S - - — — . — e S S . — ——

- e - -

As a result of the comparative inefficiency of the
single-link method, sulstantial overhcads cf ccamputaticn
tize restricted the experimeats involving document
clustering to sut-collecticns containing 250, 5C0, 10CO

and S5C00 dccuments.

As an  example c¢f this, the generatior ocf the
dissimilarity matrix for the 500 sul-collecticn tcck 618

CPU seconds, and the single-link clustering a further 1125
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seconds, using the TIEM 27C/168 running under MNIS at
Newcastle. Much c¢f the time was taken up by 1I/0
operations and it is felt that a sulstantial disprcvement
could be cbtainéd if the twc tasks vwere comltined into the

same program,

The results of Chapter 3 indicate that uanchanging
clusters are unlikely tc occur unless very large
collections are clustered, certairly larger than 5,0C0
documents. However, muck of the work on clustering has
been performed on collecticns containing relatively small
nusbers of documents, and therefore collections of this

size are worth ccmsiderirg.

Figure 4,7 gives an ezample of a dendrogranm, for the
25C sub-collection. visqal inspection reveals large
differences between the clustering structures. The 250
suk-collection has very few clusters at lower levels, the
number of which increases with collectiocn size. Parhaps,
the most 1readily gfpercsivatle charcteristic of all the
structures isAthe lack of large clusters until quite 1high

lavels of dissimilarity (0.7 urwards).
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morz objective method cf analysing the structures is

possible by considering the following statistics fcr each

sul-collection:

1.

2.

3.

4,

The percentage of documents clustared at a given

level. This measure is cosmonly wused in clustering

~experiments and is calculated by determining the level

at which each Jdocument bLecomes ccnnected irntc¢c the

hierarchy.

The parcentage reducticn in the numker cf branchas in
the dendrogram/tree structure, Civen that there are
as many branches as documents at the lowest level, the
number of tranches remaining at a given level can te
calculated, and hernce, the reduction. The numter of
tranches is made up cf the number of clusters rlus the

pnuaber of unclustered documents,
The number of clusters at a giver level.

The number of docume-its containeé in the clusters at a

given level.

Having introduced these &measures, it is wortlwhile

re-stating the characteristics of a true collection sutset
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from the point of view of single-link clustering. At a
given level in the hierarchy, the point at which th=
numher of clusters beccmes ccnstant despite the additicn
of further documents to the collecticn, and where only the
clusters themselves increase in size, can ke deenad a true
sutset and therefore 1epresentative for exparimental
purposss. Once a subset reaches a size which 1is
rerresentative, additicnal dccuments will ke incorporated
into the hierarchy at lower levels., 0Ontil this pcint is
reached, however, an increase in the percentaje of
documents clustered at lower levels should ke apparent as
more and more clusters are fermed. This should result in
a corresponding increase in the percentage reducticn in

tranches,

1) and 2) above are normalised measures, which allcw
comparison between cocllections of different sizes. As a
further aid to compariscn, arkitrary levels of IC (0.1,
0¢2 ¢sees 0.9) have teen selected as points at which to

extract the follcwing statistics (Tatles 4,1 to H.H4) :-
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Collection: MELLARS2E0

Number of documents: 250

DC %age %age |nc. size range

level |[clstrd|rdctn |clstrs of clusters

0.1 . . . .

0.2 0.8 0.4 1 1 cluster 2 docs
c.3 0.8 .4 1 1%2

0.4 1.6 0.8 Z 242

0.5 2.8 1.6 3 2%2, 1%3

0.6 11.2 6.0 13 1142, 2%3

0.7 33.2 20.8 21 10%2, 1*20

0.8 66.4 61.6 12 1042, 1*141

c.9 96.4 95.5 3 1*2, 1*%239

Table 4,1,
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Collection: MEDLARSS(O

Number of dccuments: 5C0

DC %age %age |nc. size range

level|clstrd|rdctn |clstrs of clusters

0.1 0.4 0.2 1 142

0.2 0.8 0.4 z 2%2

C.3 1.2 0.6 3 342

0.4 3.2 1.6 € 8%2

0.5 6.8 3.6 16 1422, 2%3
0.6 18.4 11.0 37 26%2, 2%°¢
0.7 47.6 uc.0 3¢ 22*2, 1*131
0.8 81.6 79.4 11 10*2, 1%3EE
€.9 99,0 98.8 1 14495

Table 4.2,
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Collection: MELDLARS1(0C

Number of documents: 1CCC

DC %age %age |nc. size range

level |clstrd|rdctn |clstrs of clusters
0,1 0.2 0.1 1 142
0.2 1.0 0.5 s 5%2
¢.3 1.8 .9 S 942
0.4 5.3 2.7 2¢€ 25%2, 1%3
0.5 13.9 8.2 57 4742, 1*8
0.6 33.7 24,5 92 66%2, 1*83
0.7 67.3 61.3 60 40%2, 1*503
0.8 93.3 92.5 g 7*2, 1%91¢9
C.9 99,7 99,6 1 14997

Table 4.3.
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Collection: FMELLARSS5(O0C

Number of doccuments: S5(CC

DC %hage %age |nc. size range

level|clstrd|rdctn |clstrs of clusters
0.1 0.9 0.5 21 20%2, 1*3
0.2 1.8 1.0 41 3u4%2, 1%°C
0.3 3.3 1.8 4 6342, 1%5
0.4 8.0 4.8 159 120*%2, 1*10
0.5 20.4 13.8 328 23742, 1%37
0.6 48.5 36.6 393 266*2, 1*10¢7
0.7 78.9 7641 138 103*2, 1%3602
0.8 99.0 98,5 1 1*4928
c.9 |100.0 99,9 1 144999

Table 4.4,
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A feature of the clustering structures is that as the
collection siz=2 increases, mcre and more documents Dbeccme
linked intc the hieraichy at 1lower levels and more
clusters are formed., 1In the case of a true =subset, one
would axpect pearly all additional documents to ke
incorporated at these low levels, as the ccllecticn begins
to repeat itself, TIn the case of the four sub-collections
anal ysed here, the general trend is certainly towards more
clusters at 1lower 1levels, bLut there is no sign of the
figures reaching a constant value, whitich wculd be the case
if a true subset had been attained. This would appear to
indicate that sul-collecticns contairing 1less than 5000
MELLARS dccuments are tco small to be represantative.
This is parhaps to be expected ir the 1light cf the
experiments on single terms and 2-term combinations and
the very small size of the suk-collecticns used in these

clustering experiments,

It is also interesting to examine the <cizes of the
clusters. At low 1levels (up to (.5), there is a large
number of very small clusters, typically containing only
twec documents, over all the sul-collecticns. As expected,
the larger collecticns generally have more clusters at a
particular 1level, Lut even then it is cnly at the 0.6
level in the 1000 sub-collecticn and at the 0.5 1level in

the 5C00 sub-collecticn that what may be termed reasonably
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sizad clustars are formec., Fowever, at these levels cnly
33,7% and 20.4% respectively of documents are clustared.
At higher levels, all the clusters are amalgamated into
one large cluster ccntaining upwards of 20% of the
collection., Since the retrieval =mechanism irn systenms
using hierarchic <clustering is to retrieve all the
documents in the chosen cluster, clusters cf (say) 5 tc 10
documents would be c¢f wmost use, With the clustering
procduced here, it would te common to retrieve either
clusters with very few dccuments in them, or a cluster

containing most of the dccuments in the collecticn.

There have lteen numercus experimerts in the area cf
document clustering using single-link, chiefly at
Cambridge. Whilst most cf these have been ccncerned with

the retrieval effective.ess of single-link clusterinyg and

v

Se

v

as such, their results tend to bke expressed in th
terms, figures for the percentage of documents clustared
and in one case, the percentage reducticn in branches, are

available. These are rejrcduced in Tables 4.5 and H.6,
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Percentage of Dccuments Clustered

Cranfield INSEEC Keen Cranfield| UKCIS
200 Cocs 541 Cocs| 797 Cocs|14C0 Docs|11613 Dccs
Lvl 32 t/4 12.2 t,4| 7.2 tya |53.6 tyd
(a) (a) (a) (k) (c)
0.1 . . . 0.57 .
0.2 3.0 . . 1.29 2.0
0.3 6e 5 . 4,0 3.71 4,0
0.4 13,5 3.0 175 11.93 12,0
0.7 40,0 8.0 3%5:5 40.8¢€ 33.0
0.6 74,0 20.5 4.5 77.93 65.0
0.7 93.5 63.0 92.5 96.43 €1.0
0.8 99, ¢ 98,5 1€0.0 99,54 N/A
0.9 [100.0 100.0 1€0.0 100,00 N/A
Sources
a = Sparck Jones (1973)
b = van Rijsbergen & Croft (1975)
c = Croft (1977)

Talle 4.5,
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sparck Jones (1973) also gives the percentage reducticn in

kranches.

Percentage reduction in tranches.

Lvl Cranfield 2CO INSEEC 541 Keen 797
C.1 . . .
0.2 1.5 . 1.8
Cc.3 345 . 6.3
0.4 8.5 . 4 19.1
€.5 27.C 8.5 u7.4
0.6 65.5 29.2 82.9
C.7 92.C €€.5 97. 6
0.8 99.C 9€. 8 100.C
C.S 10C.C 1CC.C 100, 0
Table 4,6,

The results ocbtained for MEDLARS collections bear most

resesblance to the figures fer the INSPEC test collection.



- 120 -

This may be due to a similarity in the average number of
terms per documants (INSEEC has 12.2 termsy/document,
PECLARS betwaen 9 and 10) or to thzs fact that becth have

teen extracted from a laige cperaticnal datatase.

The Cranfield figures are in gereral much highor than
toth the other two test collections and MEDLARS. This is
rossibly caused by the wunusually high numter of terms
assigned to the documents. This increases the 1lik:lihccd
of documents having terms in common, and as a result, the

degree of clustering.

Unfortunately, there are no figures available for the
number of clusters and the number of dccuments <each
cluster centains, However, given the percentage of
documents clustered ané the percentage reducticn in
tranches at a given level, the number of clusters at that
lavel may be calculated, The nusber c¢f clust:ers is
obtained by subtracting the number of unclusterd documents
frcm the numter of branches remaining. Ther= are
apparently inccosistencies in the published figures, as
the number of clusters fcr the INSPEC and Keen ccllections
according to this calculation, are negative., The matter
is ©[presently wunder discussicn with the author. The
figures fcr the Cranfield z0C collection can be utilised

and the number of clusteis at each level is given in Table
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Numker of clusters for the Cranfield 200 collection,

1lvl|%age no. nCe %age rductn|no. ro. cf
docs docs docs rductn|in no.|brnchs| clstrs
clstrd|clstrd| NOT krnchs|brnchs|left
clstrd
(3) (B) (€) (D) (D-B)
0.1 . . . . . . .
0.2 3.0 € 194 1.9 3 197 3
0.3 6.5 13 187 3.5 7 163 6
0.8| 13.5 27 173 8.5 17 183 10
0.5| 0.0 80 120 27.0 cn 14¢€ 26
0.6| 74.0 148 52 65.5 131 69 17
0.7] 93.5 187 13 92z.0 14 1€ 3
0.8| 99.5 16¢ 1 ¢s.0 198 2 1
0.9(100,0 200 0 |10C.C 199 1 1
Takle U.7.
The number of dccuments in each cluster cannot ko derived

frcm these figures.,

All that can be

said is

that,

for
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example, at level 0.6 there are 17 clusters made up cf a
total of 148 dcocuments. If Cranfield follows MELCLARS,
then there may well Lte cne cluster with (say) 110
documents in it and 16 cthers with only 2 or 3 documents

in them, This may or may not ke the case.

- —— . —— —— ————————— A —— -

As might have bteen expected frcm the findings cf
earlier experiments cn single terms and 2-term
combinations, there is nc eviderce tc suggest that
sul-collections containirg up to 500C documents show any
sign of reaching a fixed clustering structure. This
indicates that such collecticns are not representative of
the full collection ard es such are unlikely tc enable
confident conclusicns to be made frcm experiments using

them,

Due to the large amounts c¢f computer resources used in
these clustering experiments, sub-collecticns of more than
5000 documents had to be excluded from this research.
Ideally, experiments skould bhe performed on much larger

collections, preferatly conteairing up to 25CC0 Accuments,
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Despite any shortcomings incurred by the restricted
nature of the experiments, they have proved to be useful,
if o¢nly in westablishirg guidelines for further r:search
into the effects of collection size on document
clustering. Certainly, it appears that the single-link
methcd is the methed tc use in such research, because of

its inherent staltility.



5

5. 1

INTRODUCTION.

The purgose cf this¢ chapter is to draw together the
rasults of the experiments described in Chapters 3 and &
and examine the effect ¢f this research on other research

in the field of Information Retrieval.

In Chapter 2, the vast differences in size between
small test collecticns used in IR experiments cn the one
hand and large commercial databacses cn the other, were
highlighted, alcrg with the prchlems associated with the
use of test <collections. The effects <c¢f size c¢cn a
document ccllection (MEDIARS) have been examined in an
attempt to determine if a mirimum ccllecticn subset can be
found which exhibits similar retrieval characteristics to
the 'full' collection, Such a subset cculd be used in
experiments to enable the ferformance of the system using

the full collection to be predicted.
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A factor which neeés to Le taken intc account when
evaluating the results cf the experiments is the degrees to
which MEDILARS documents are suitable fcr this type cf
research. The fact that MEDIARS is indexed manually using
a strictly controlled thesaurus c¢f MeSH teras 1s an
advantage rather than a disadvantage, because the number
of terms which may te used to index a collectior is known
(ir this case, it is 17,137). This allows a cut-off
point, at which all tte terams, or more realistically, a
large percentage of terms have been introduced, to te
sought., This point may provide an indicaticn of the size
of collection suktset necessary to be representative of the
full collection. This is certainly rot the case if a free
indexing scheme is used to index the collecticn, «s the

dictionary size is not krown in advarce.

The experiments ccncerning the introduction of single
terms and the single term frequencies rely heavily on the
concept of the full collecticn. The full collecticn in
this case contains 61,036 documents, It is felt that this
is sufficiently large in itself and contains sufficiently
more documents than thke largest sub-collection (25,000
documents) to ensure that comparisons betweenr it and any

sut-collections are legitimate.



5.3

The exreriments c¢n the effects of size on the MEDLARS
document collection rerorted in this thesis can ke divided

into three main areas cf investigaticn :-

1. The behaviour of sincle terms.

2. The behaviour of 2-te¢rm comkinations,

3. The clustering structure.

Before considering the results c¢f these experiments
individually, it is necessary to examine how they are

interrelated,

The term is the basic building tlock of a ccllection.
Each document is represerted ty a number of different
terms and it is the wvariety of terms that gives each
document its individual identity and more importantly from
the IR point of view, distinguishes it from other
documents in the collecticn. The way in which terms
co-occur in documents is investigated in the experiments
on 2-term combinations, and whereas the single term can be

seen as the lowest level of analysis, the combination in
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its capacity to represent the content cf a document, can
ke seen as the next 1level, the document level. The

highest level of analysis is the collection itself, which

can be investigated inr terms of its Lkehavicur when

clustered.

The 2xperiments ccncerned with the behavicur cf single
terms enabled an examination of the effects of size tc te
made at the 1lcwest 1level, They indicated that a
collection containing between 15,00C and 2C,0C0 deccuments
was beginning to show similarities tc the full collection.
At this point, the rate cf introducticn cf new terms was
diminishing sufficiently tc ke able to recognise a cut-oftf
point around 15,000 documents, where 80% cf the tzims in
the dictionary were present in the ccllection. Similarly,
the comparison of term frequencies shcowed a terdency for

the graphs to begin to stabtilise at around the same Foint.

The analysis of single terms is appropriate to methods
using matching functicns fer searching, in farticular
weighted retrieval. Ir weighted retrieval, the index
terms of all the documents ir the collecticn are assigned

weights in acccrdance with their ability to discriminate
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one document from ancther., Thus instead o¢f a document
having a purely binary representation where terms are
either present or abksent ('0' or '1' in a vector
representation) and each term is deemed to ke =qually
important in characterising the content c¢f the dccunent,
terms are giver weights, which enables an ordering of
terms to be estaltlished ranging from the mcst to the least

discriminating.

The following weighting scheme has bLeen shcwn to

impreve retrieval performance (van Rijsbergen (1979)):-

W =109 (N /n) + 1
wvhere N is the numler c¢f documeénts in the collecticn
and n is the nusker of times the term occurs in

the collecticn.

Because of the 1large fluctvations in the r=lative
frequencies of the single terms in the 500 suk-collecticn
compared with the full ccllection and even some of the
larger sub-collections, the weighting c¢f terms acccrding
to this scheme may be adversely affected. For example,
given that the same dccument is present in toth the 500
suk-collection and the full collecticn (as is the case
here), whilst it is protable that the terms will have Leen

assigned diffarent weight values because of the cverriding



N factor in the weighting function, it is alsc possible
that the actual order of the term weights is altered,
Thus, the most discriminating term in the document when it
was weighted as part of the 5C0 suk-ccllecticn wmay nct

necessarily remain sc in the full cellection.

Index term weightin¢ is wusually dinccrpcrated into
systems where searching is performed by matching function,
which is atle to process weighted terms, A rankirg cf
documents in decreasing order of similarity to the search
raquest is thresholded ard documents aktove the cut-off
point are retrieved. Recall and precision are determined
by the number of relevant documents retrieved, but because
of the inconsistencies of the term frequencies over
differing collections the recall/precisicn figures may te
misleadingy as in the following example:-
suppose the following ranking is obtained frcm the 500
collection
A ECDET F*G H I ceeeceveccnnces
It is possible that the crdering of these documents may be
different in a search of the full collecticn,
AXXXBIXCIXIXDGIX*YF XEX X T IXH tecesescnces
(X denotes a document nct included in the 500

sut-collection, and * the cut-cff point).



Depending c¢n the cloice of threshold, different
documents may te included., In the full ccllection,
documents @ and F are not retrieved but G is, whereas in
the 500 sub-collecticn, F and F are retrieved and G is
note If G is relevant ard B and F are not relevant, then
the recall/precision figures are adversely affected in the

50C test.

As might have been exrected from the results of the
single term experiments (the numler cf ccmkiraticns is
0(n'2), the numrbker of sirgle terms is O(n), n is the
dictionary size), the numter of éifferent combinations
cortinued to increase almost linearly with collection size
as far as the limit of the experiment at 25,000 documents.
Certainly there was no apparent cut-off point, This
happened despite the fact that all the rossible
comsbinations cannot cccur not cnly because of the MEDLARS
specificity rule which states that the most specific term
sheculd be assigned, but also because of the unlikelihood
of a document relating to two vastly different subjects
and the subsequent exclusicn of the combinations of teras
representing them e.g. experimental animals and parts of

the body.



The experiments in which searches were performed to
fird the frequencies of certain combinations, revealed no
stability and ccnfirsed the findings of the other
experiments on term comltinaticns. It dis impcrtant to
mention here the very 1low frequencies with which the
ma jority of comtinations c¢ccurred (3.6.5). Because cf
this, experiments which are dependent on comparing numkers
of documents containing particular ccmbinaticns c¢f terwms
or particular gTCuUgfs of combinations are open to

criticism.

The study o¢f ccmbinaticns is appropriate to Bcolean
searching methods. 1TIndeed, it is partly because c¢f this
that actual searches were performed. Traditicnally,
retrieval performance is measured in terms of recall and
precision. To reiterate, recall is the proporticn of
relevant dccuments that are retrieved and precision is the
preportion of retrieved dccuments that are relavant., A
feature of the searches cn MEDIARS ccllections is the very
small number of documents that are actually ratriasved.
Frcm a total of 117 initial searches, only 28 retrievad
documents from the 2500 sul-collecticn. Wher the sanme
searches were performed cn the £full collection of over
61,000 Jdocuments a total of 490 documents were retrieved,
of which 222 were retrieved by one particular search

statenment, 0f course, there is no relevance information



availablas to calculate recall and frecisicn values for
these seaiches, but because of the small number of
documents retrieved, it is unlikely that any reascnable

figures could te calculated.

5.3.3 Clustering structures.

The clusteripg structure is a representation of the
collection as a whole and not just the individual
documents and as such offers perhaps the best method of
studying the document collecticn under growth,
Onfortunately, because cf excessive resource regquirements,
experiments using clustering were restricted to
collections of up to 5,000 documents and the only
conclusion that can te drawn as to the =size <¢f =subset
nacessary for experiment, is that 5,000 documents is not a
large enough collaction, Nevertheless, if a <clustering
methcd could be applied tc larger document collections,
then it could well provide the best dindication <cf the

collection being a subset and therefcre representative.

The behaviour of the clustering structures is related
to the results of the combination frequency experiments.
The dissimilarity coefficient is a function cf the number

of terms the twc documertes have in common. The akundance



of low frequency combinations (3.6.5) irdicates that
relatively few dccuments have more than a single term in
commen, This goes a lon¢ way to explain the small number
of small clusters in the hierarchy until the level was
reached where one large cluster was formed rresumably at
which point documents with c¢cnly one term in common were
starting to be incorporated in the clustering (see Tables

4.1 to 4.4),

This may also explain the differerces in the Cranfiald
clustering. The Cranfield documents contain many more
index tarms (around 30) and the total number of different
terms 1s considerabkly 1less than for MELCLARS. Tha se
cosbine to increase the frobability that documents will
have more than one term in cowmmon. It follows that
documents may indeed tave wmany terms in common and
therefore will be irccrporated intc the <clustering

hierarchy at much lower levels than PFEDLARS.

The most striking feature of the clustering cf thase
adpittedly small ccllections is the size of the <clusters.
At low 1levels in the hierachies, if a document is
clustered at all it is c¢nly with c¢ne or pcssibly two
others., This trend cortinves up the hierarchy until the
point is reached where nearly all the documents are

contained in cnly cne cluster. It is therefore debatable
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whether this type of clustering structure has any utility
for retrieval fpurpcses and calls the use of single-link

and cther related mathods into quastion,

Croft (1977) has suggested that to overcome the
inefficiencies c¢f hierarchic clustering metheds, in
particular single link, core clustering may te used. This
involves clustering a sanple of the collection
hierarchically, and then assigning thke remairing dccumeuts
to the resulting clusters cn a heuristic tasis. As he
rightly points out, ttis is very much deperndent cn the
initial chcice of the core. This research indicates that
the core should consist of a large rumber of documents in
order to obtain anything 1like a reasonable clustering

structure.

5.8 APPLICABILTY TC CTHER_COILECTIONS,

An important aspect of this research is its
aprlicability tc sets cf documents other than MFLLARS.

Twc extremes are considered:-

INSPEC,
INSPEC documents are very similar to their MEDLARS

counterparts, in that they have both Leen extracted



from a much larger ofperational dataktase and have
roughly the same average number cf terss per dccument,
and similar cluster statistics. It can therefore te
expected that if the same experiments were performed
using INSPEC data irstead of METLARS, similar results
would be obtained. 1Thus, the INSPEC test «collection
cf only 541 documerts may well not be representative
of the full INSPEC ccllection, and any experimental

results may te dcubtful.

Cranfield 2.
The Cranfield 2 ccllection is so markedly differeat
from MEDLARS and indeed most other c¢ollections, that
it is difficult to asscciate it with them at all. The
Cranfield 14C0 cecllection is not made up of a subset
of a larger collecticn, tut was specially creatcd as a
collection in itself fer use solely in IF experiments.
Furthermore, its upusuelly hich numter cf terms per
document makes it a special case, for example in its

clustering bkehaviour.

Tndeed, because cof its richness of terms and the
restricted nature of its documents, Cranfield may even
be able to provide a better prediction of retrieval
behaviour in an operational enviromment than a large

subset, TIndeed, in the absence of firm conclusions
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from the present rescarch as to the size of ccllecticn
regquired for meanin¢gful 1results, the author would
suggest that Cranfield provides the Lest alternative
as a test collecticn, particularly when the cost of

experimentation is teken into account.

This research has nct bteen able tc give any mcre than
trcad indicaticns as to the exact size of collection
subset necessary to ensure that retrieval perfcrmance is
accurately predicted ir an operational environment,
Nevertheless, the <conclusicn of this werk is that much
larger collecticns than bave previously been used 1in IR
experiments are required if satisfactory results are tc be
guaranteed, This dces nct exclude the use of small
collections as tcols for the development and testing of IR
systems but as scon as the pcint is reached at which an
evaluation of the effectiveness of the systes is required,
they should ke abandored 4in favecur of 1larger, more

rerresentative collactions.
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The research reported in earlier chapters has uncovered
areas in which further werk may prcve significant within

the scope cf infcrmaticn retrieval in general.

The most striking of these is concercened with document
clustering. The results of the clustering experiments in
this research indicate tkat the single-link methcd may nct
perfcrm as well as it has teen claimed and that previously
favourabla results may have leen affected Ly the chcice of
test collecticn, namely Cranfield 2. The clustering of
the MEDLARS data, althouch it has been carried cut on a
small ccllecticn of dccuments (only 5,000 but
significantly more than some previous experiments (Jardine
and van Rijsbergen (1¢71), van Fijsbergen and Croft
(1975))) tends to be c¢f an ™all or ncthing"™ nature.
Either there are a large number of small clusters
containing 2 or 3 documerts at low dissimilarity 1levels,
where the nusber of documents incorporated into the
hierarchy is unacceptalkly low, or at a level where a nore
satisfactory percentage of dccuments are clustered, they

tend to be members of a small number of very large
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clusters. This continues until the foint is reached where
all the clusters beccme amalgamated into a single cluster
and the only documents ttat are excluded are nct clustered

wvith any other documents at all.

The situation is uplikely to improve with larger
collections, The wcrk o¢n comkinations which examined
collections of upr to 25,0C0 documents, showed that
combinations generally occur with a very lcw fregquency and
therefore the number cf dccuments with terms in common is
also low. This does nct tode well for a clustering

technique ktased cn this figure.

The utility of this type of clustering in terms cf
retrieving documents is guestionalle. Either a large
number of documents are retrieved or only two or three,

There appears to be no pcsition for compromise.

This is an area where further research is necessary in
order determine the cause cf such an effect and a suitable
renedy. Tt would be desirable to be able to incorporate
more documents into the cluster hierarchy at lowar levels
so that reasonably sized clusters could be formed., It is
difficult to see hcw exactly te achieve this as
single-link has the most relaxed requirement possible: for

a dccument tc be included in a cluster it needs only to
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have one term in common with only one other document in
that cluster, A strergthening of this criterion would
certainly have the effect c¢f preventing, or at 1least
postrening the formaticn ¢f the large cluster, but will
inevitably lead to a dramatic reduction in the r[percentage

of dccuments in the hierarchy.

In the 1light of the sosewhat unique tehavicur ¢f the
Cranfield 2 test collecticn which manifests itself
particularly in the clustering experiments, the fcllowirng

guestions arise:-

1. The Cranfield collecticon is very rich with regard to
the number of index terms assigned to each dccunment,
Rhat is the effect of enriching a collection by
increasing the numter of terss rer dccument?
Experiments which are able to ccmpare Cranfisld with
for example, ar enriched versicn cf an
MEDLARE/INSPEC-type collection could decide whether
Cranfield is a better research tcol than a

representative subset from a large collection.

2. The Cranfield dccuments constitute a relatively
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restricted sulkject area (aercrautics) and as such
randcm subsets taken from so small a main collection
(only 1400 documents) are unlikely tc ke uscful in
retrieval experiments. 1This prohibits experiments of
the type performed in this research. Nevertheless,
because of its narrow subject area it may be possible
that it can be treated as a '"full' collecticn in its
cwn right, subject to satisfactory experimental
confirmaticn,. With regard to cperaticnal ccllections
such as MEDIARS and INSEFC, what is the effect of
scaling down a large collecticn ccvering a wide
subject area in crder to produce a suktset restricted
solely to one small sulject area and wculd this give a
sensible prediction c¢f the retrieval behaviour of the
large collection? This can be investigated
experimentally by extracting a section of the
collection ty perfcrming a broad search covering a
rarticular subject area and using the retrieved

documaents as the test collection.

Tt 1is unfortunate that this werk has nct led tc more

conclusive results but 1like so wmuch research it is
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justified by the ideas for further investigaticn that it

has uncovearcd,



- 142 -

References.

Aitchison et al (167()
Aitchison, T.M., Hall, RA.,¥.,, Lavelle, K.H. and Tracy,
J.M., "Ccmparative Evaluation ¢f Index languages", Eart 1,
Design, Part 2, Eesults,
Prcject TINSPEC, TInstitution of Electrical Engineers,

Iondon (1970)

Barker et al (1972)
Barber, A.S., Earracloughk, E.D, andé Gray, W.?A., "MEDLARS
on-line search fcrsulaticn and indexing",
Technical Repert Series No. 34, Computing Laboratory,

University of Newcastle upcn Tyne (1972)

Barker 2t al (1972)

Barker, F.H., Veal, [.C. and Wyatt, B.K., "Ccmparative
Efficiency of Searching Titles, Abstracts ard Trdex Terus
in a Pree-Text Data Base",

Journal of Documentaticn 28, 22-36 (1972)



- 143 -

Barraclough et al (1¢75)
Barraclough, E.T., Hunter, J.A., Lovett, A.J. and
Rossiter, B.N., "the Medusa Current Rlwareness Experiment",
Technical BReport Series ©Ne¢. 78, Computing Labcratcry,

University cof Newcastle tpen Tyne (1975)

Burton and Kepler (196C)
Burtcen, R.F, and Kepler, F.W., "The Half-life <¢cf sonme
Scientific and Tech:ical Literatures",

American Documentation 11, 1€8-22 (19¢€0)

Cleverdon et al (1966)
Cleverdon, C.%., Mills, J. and Reen, r., "Factors
determining the Ferformance of Indexing Systems", Vol. 1
Design, Vol. 2 Test Results,

ASIIE Cranfield Eroject, Cranfield (1966)

Cleverdon (1972)
Cleverdon, C,.%., "Cn the inverse relaticnship of recall
and precisican,

Journal of Documentaticnm 28, 195-201 (1972)



- 144 -

Cox and TCews (1967)
Cox, N.S.M. and Dews, Jl.D., "The Newcastle File Handling
System",
in "Organisaten and Hardling of Bibliographic Records ty
Computer" (Edited by N.S.M Ccx and M.W. Grese), Oriel

Press (1967)

Croft (1S77)
Crcft, W.B., "Clusterinrg large files of documents using
the single link method",
Journal of ¢the American Scciety fcr Infcrraticn Science

28, 341-3484 (1977)

Date (1981)
pate, C.J., "An introducticn to datatkase systeas",
3rd. Edition, Addiscn-Wesley System Erogramming Series

(1981)

Gikks (1S77)
Gibbs, M.F., "The -examinaticn ané evaluvation cf the
discrimination value wmethod as applied to the MEDLARS
document collection",
M. Sc. Disserticn, University of Newcastle upon Tyne

(1977)



- 145 -

Hall (1977)

Hall, J.L., "Online Tnformaticn Retrieval 1965-1976",

ASIIE bibliography No. 8, RSLIE, Lonéon (1977)

Houston and Wall (1964)
Houston, N. and Wall, E., "The distributicn of tern usage
in manipulative indexes®,

American Dccumentaticn 15, 105-114 (1964)

Jardine and Sibson (1971)
Jardine, N. and Sikscn, J., "Mathematical Taxonomy",

Wiley, Lcnden and New York (1971)

Jardine and van Rijstergen (1971)
Jardine, N. and van Fijstergen, C.J., "The use cf
hierarchic clustering in infecrmation retrievalw,

Information Storage and Fetrieval 7, 217-240 (1971)

Keen and Digger (1972)
Keen, E.M. and Digger, J.A., "Report on an Information
Science Index lLanguages Test",

Aberystwyth College cf Librarianship, Wales (1972)



- 146 -

Lancaster (1968)

lancaster, FoW., "Informetion Retrieval Systems:
Characteristics, Testing and Evaluation™",

Wiley, New York (1968)

Lynch ({1977)

Lynch, M,P,, "Variety Gereraticn - A Reinterpretaticn of
Shanncn's Mathematical Thecry of Communicatior, and its
Implications for Infcrmaticn Science",

Journal of the American Scciety fcr Informaticn Science

28, 19-25 (1977)

National Library of Medicine
Naticnal Library of Medicine, "The Principles cf MEDLARS"™,

U.S. Department of Health Education and Welfare,

Olive et al (1%73)
0Olive, G., Terry, J.E. and Latta, S., "Studies to compare
retrieval using titles with that using index teras®,

Journal of Documentaticn 28, 1€9-191 (1973)

Robertson (1975)
Rotkertson, S.T., "A Thecretical Prodel of the Retrieval
Characteristics of Informaticn Retrieval Systeas",

Ph.D. Thesis, Uriversity Ccllege, Lecndon (1975)



- 147 -

Robertson (1981)

Rokertson, S.Z., "The methcdelegy of informaticn retrieval
experiments®,
in "Tnformation Retrieval Experisent"™ (Edited by K.

Ssparck Jones), Butterwcrths, Icndcn (1981)

Rocchic (1966)

Rocchio, J.J., "Document Retrieval Systems - Cptimisation
and Evaluation”,
Ph.D. Thesis, Report ISR-1C, Ccaputaticn Department,

Harvard University (19€6)

Salton, Yang and Yu (1975)
salten, G., Yang, C.S. and Yu, C.T., "A theory cf term
importance in automatic text analysisw,
Journal of the Americen Scciety fcr Informaticn Science

26, 33-44, (1975)

Sibson (1973)
Sitson, N.,, "SLIKK: an optimally efficient algorithm for
the single-link cluster methcd™,

The Computer Journal 16, 3C-34 (1973)



- 148 -

Sparck Jcnes (1973)
Sparck Jones, K., "Collecticn Prcperties Influencing
Automatic Term Classificetico"™,

Information Stcrage and EefrieVal 9, 499-513, (1S73)

Sparck Jcnes and van Rijsbergen (1975)
Sparck Jones, K. and van Rijstergen, C.J., "Rerort cn the
need for and the provisicn of an 'Tdeal Test Collection'"™,
BLEDL Report 5266, Computer Laboratery, ©University eof

Cambridge, (1975)

Sparck Jcnes and van Rijsbergen (1976)
Sparck Jones, K. and van Fijsbergen, C.J., "Informatiocn
Retrieval Test Collectiorns",

Journal of Documentaticn 3z, 59-75 (1976)

Sparck Jcnes and Bates (1977)
Sparck Jones, K. and Bates, R.G., "Report on automatic
indexing 1974-1976",2 vols.,
BLRCD Repcrt 5428, Computer Laboratory, University of

Cambridge (1977)

Sparck Jcnes (1981)
Sparck Jones, K., "Retrieval system tests 1958-1978n,
in "Information Retrieval Experiment™ (Edited by K,

Sparck Jcnes), Butterwcrths, Lcndon.(198n



- 149 -

van Rijsbergen (1971)
van Rijsbergen, C.Jd., "An algorithm for information
structuring and retrieval",

The Computer Jcurnal 14, 407-812 (1971)

van Rijstergen and Sparck Jopes (1873)
van Rijsbergen, C.J. and Sparck Jones, K., "A test fcr the
seraration of relevant and non-relevant documents in
experimental document ccllecticns",

Journal of Documentaticn 2%, 251-257 (1973)

van Rijstergen and Croft (1975)
van Ri jstergen, C.J. and Crcft, W.BE., "Document
clustering: an evaluation of some experiments with the
Cranfield 1400 collection",

Information Prccessing ard Management 11 , 171-182 (1975)

van Rijstergen (1979)
van Rijsbergen, (C.J., "Information Retrieval®,

2nd. FEditicn, Butterwcrths, Lcndon (1979)

Vaswani and Cameron (1970)
Vaswani, F.K.T. and Cameércn, J.B., "The National Physical
Latoratory Experiments ir - Statistical Word Associations
and their Use in Tocument Indexing ard Retrievaln®,

Naticnal Physical Latoratory (1970)
Willett (1981)
Willett, P., "A fast procedure for the calculation

of similarity coefficients in automatic classification®,

Information Processing and lManagement 17, 53-60 (1981)



- 1%0 -

Williamss (1980)
Wwilliams, M.E., "Datatase¢ and Cnline Statistics for 1979",

ASIS Bulletin] (December 1980)

Winograd (1972)
Winograd, T., "Urderstanding Natural Language",

Edinburgh University Press, Edinburgh (1972)



adolescence

aged

case reports
cattle

child, preschool
comparative study
dogs

guinea pigs
histcrical biography
ancient

16th Century

18th Century

20th Century
modern

in vitro

infant, newborn
mice

pregnancy

rats

adult

animal experiments
cats

child

clinical reseaich
current tiography-chituary
ferale s
histcrical article
histcry cf medicine
15th Century

17th Century

19th Century
medieval

human

infant

male

middle age

ratbits

review



