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Abstract

Recent years have witnessed an enormous interest in developing solar cells

by utilising different materials to increase their efficiency. This interest was

motivated by the rapid world demand on cheap and clean energy sources,

where the main source of world’s power is the fossil fuels. The current pho-

tovoltaics technology can not meet the solar power market due to the very

low efficiency provided. The philosophy of this thesis is to find an efficient

alternative by designing an efficient nanoantenna for receiving the solar radi-

ation and coupling it to an integrated rectifier for AC to DC conversion. This

thesis presents the design and optimisation of different types of nanoantennas

with a performance comparison to find the optimum solution for this applica-

tion. The figure of merit in choosing the best design was the captured electric

field in the feed gap of the nanoantenna and the area under curve, which is

essential in calculating the harvested energy. In addition, this thesis investi-

gates the use of nanoarray instead of single elements. The aims is to increase

the captured electric field at the gap of the array where all the elements will

contribute in increasing the field in one common gap. Feeding lines will be

employed to drive the captured fields from the centre of each single element

towards the common gap. Another reason behind using nanoarrays is to re-

duce the number of rectifiers by using one rectifier per array instead of one

rectifier per single element, and hence increase the total efficiency. Futher-

more, a simple analysis on dipole nanoantenna using method of moments

(MoM) is presented in this thesis. The results obtained from this method is

compared with those found from finite element method (FEM) simulations

and an acceptable agreement is achieved. To calculate the total conversion

efficiency of solar rectennas, it is important to compute the rectification ef-

ficiency of the metal/insulator/metal (MIM) diode along with the coupling

efficiency between the antenna and the diode. To this end, quantum mechan-

ics was used to calculate the characteristics of the MIM diode. The results

show that bowtie nanoantennas are the best candidate for this application in

either the single and array form since they have wider bandwidth and larger



area under curve. Additionally, the analysis using MoM gives the designer

better understanding on how the system works and exhibits lower complexity

and reduced computational requirements.
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1.1 Introduction

The world has witnessed an increasing demand on energy sources during the last decades,

where the main source of the world’s power is the fossil fuels. This worldwide demand for

energy, in addition to the environmental effects of the existed hydrocarbon-based power

sources, has led to significant need for alternative clean and renewable energy sources.

One of the alternative candidates is solar cells, which are utilised to collect and convert

the solar energy into electricity.

Solar energy, which represents the largest energy flow that enters the atmosphere,

reaches the earth in both visible and infrared regions. Part of this energy is absorbed

by atmospheric gases and re-radiated to the earth’s surface in the mid-infrared and far-

infrared regions. Other parts of this energy is absorbed by the surface or organic life and

re-radiated [1]. The power density of the solar radiation that reach the Earth’s atmosphere

is approximately 1370 W/m2 over a wide spectrum. This spectrum can be classified into

three main bands: ultraviolet (UV) radiation (λ < 400 nm) of which the content is less

than 9%; visible light (400 nm < λ < 700 nm) where the content is approximately 39%;

and the remaining 52% consisting of infrared (IR) [2]. Not all solar radiation reaches

the earth but the radiation which penetrates the atmosphere [ultraviolet (0.29 to 0.40 µm),

visible (0.40 to 0.76 µm), and infrared rays (0.76 to 1000 µm] have a large energy content.

This energy is converted to heat when it is absorbed by any object on earth.

This solar energy represents a renewable energy resource that is used by humans and

has opened a new era on exploiting the solar radiation for the production of electricity.

Since the creation of the first photovoltaic (PV) cell in the early 1950s, the development

of photovoltaic is increasing rapidly. However, this development still can not cover the

market demand on solar panels because of their low efficiency. Thus, the PV industry

will need cheaper and higher efficiency technologies to meet these requirements of the

solar power market. Nanoantennas have been suggested to replace the solar cells by

embedding an appropriate rectifier in the feed gap of the antenna forming a rectifying-

antenna (rectenna) using the wave nature of light, where they exhibit higher efficiency

(theoretically 100%) compared to the current solar cells.

The use of optical antennas for solar energy harvesting has received a significant in-

terest as they represent a pragmatic and efficient alternative to the traditional energy har-

vesting technologies, such as solar panels, exploiting the rapid advancement in nanotech-

nology and optical materials . Additionally, nanoantennas have found many applications
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in the visible and infrared regimes due to their ability to enhance the interaction of light

or infrared waves with nanoscale matter and confine a highly localized field in their feed

gap [3].

This chapter highlights the history of optical and infrared antennas for solar rectennas

and mentions the important contributions made in this field. Moreover, it demonstrates

the versatility of solar rectennas over the traditional solar cells. The structure and the oper-

ation theory of the solar rectennas have also been presented in this chapter. In this thesis,

the design and optimisation of nanoantennas for the use in the solar energy harvesting

systems is presented.

1.2 Historical Overview

The story begun during the early years of the last century when researchers began to in-

vestigate the transfer of electrical power without wires coining the term wireless power

transmission (WPT). Early works on this approach goes back to the work of Hertz and

Tesla, when the latter carried out his early experiments by utilising a giant coil and a

3-ft-diameter copper ball to transport the low frequency electromagnetic wave from one

point to another. This work has inspired other researchers later to develop the idea of

power transmission after significant advancements in microwave technology [4]. In 1963,

Raytheon Co. invented the first rectenna, which was composed of 28 half-wave dipole an-

tennas. Each dipole terminated with a bridge rectifier, where 40% efficiency was achieved.

The rectenna developed by Raytheon Co. was used to power a microwave-powered he-

licopter. It is worth to mention that all the rectenna systems conceived at that time were

working at microwave frequencies with efficiencies exceeding 80% at a single frequency.

However, the idea of converting the solar power to an electricity by using rectennas was

firstly proposed by Bailey in 1972 [5]. He suggested a pair of pyramids or cones as mod-

ified dipole similar to rod antennas, each pair connected to a diode (half-wave rectifier)

and then to a load.

In 1984, Marks presented the use of arrays of crossed dipoles as shown in Fig. 1.1

on an insulating sheet with fast full-wave rectification [6]. This is different from Bailey’s

proposal, as Marks proposed to use a conventional broadside array antenna with the out-

put signal from several dipoles feeding into a transmission line that transfer the signals to

a rectifier. This requires the combined signals to add in-phase. Lin et al. in 1996 reported

the first experimental work on light absorption by fabricated metallic resonant nanostruc-
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tures and rectification at light frequency [7]. The device used a parallel dipole antenna

array on a silicon substrate and a p-n diode as a half-wave rectifier.

Berland in 2003 has designed infrared rectenna structures with Metal-Insulator-Metal

(MIM) diodes between dipoles for operation at 10 µm wavelength, however the efficiency

of his system was very low (less than 1%) [8].

Kotter et al. in 2010 have designed and fabricated a spiral nanoantenna for solar en-

ergy collection at mid-infrared region [1]. They demonstrated progress in addressing sig-

nificant technological barriers including: development of frequency-dependent modelling

square spiral antenna, selection of materials with proper THz properties, and development

of manufacturing methods that could lead to large-scale manufacturing.

Midrio et al. in 2011 designed a monopole antenna made of nickel for the reception

of thermal radiation. The antenna is overlapping with the ground plane; the overlapping

area is supposed to host an MIM (nickel-nickel oxide-nickel) diode for conversion of

terahertz fields into electrical current. The effect of geometrical parameters on the antenna

performance was investigated [9].

Dipoles

DC bus bars

Rectifier

λ/2

λ/kn

Figure 1.1: Marks’ dipolar light/electricity converter.
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1.3 Why Solar Rectennas?

The first photovoltaic cell was created in the early 1950s, and thereafter, the develop-

ment of photovoltaics has been increasing rapidly. However, photovoltaics have many

disadvantages that led scientists and researchers to find alternative technologies that can

overcome theses disadvantages. The main drawbacks of photovoltaic based technologies

are their low conversion efficiency and their strong dependence on daylight, which in turn

makes them sensitive to the weather conditions. Furthermore, they require a mechanical

sun-tracking system to optimise conversion.

With PV, the efficiency is a function of, and limited by, the bandgap; and each photon

above the bandgap produces an electron-hole pair regardless its energy. Photons that have

an energy matched to the bandgap will generate the same energy delivered from high

energy photons. This limits the upper efficiency to ∼ 30% for single-junction cells, and

the theoretical efficiency to around 55% for complex multi-junction cells [10].

Currently, significant efforts are being made towards improving the performance of

PV by implementing complex, multi-junction designs. However, these designs are still

not considered as a cost-effective solution to overcoming the efficiency limitations [1].

In contrast, solar nano-rectennas demonstrate versatility over PV devices by exceeding

efficiency during the day. In addition, solar nanoantennas show wider angular reception

characteristics than traditional solar cells as such and importantly, they do not require a

sun tracking system.

1.4 Solar Rectenna Structure and Theory of Operation

Like traditional RF antennas, nanoantennas respond to the incident electromagnetic wave

(visible light or infrared) by inducing an AC current onto the antenna surface such that it

oscillates at the same frequency of that wave. A high electric field (hot spot) is typically

concentrated at the feeding gap of the antenna. This enhanced field in the antenna’s gap is

exploited in the application of solar power collection to produce DC power by rectifying

the oscillated AC current with the aid of a proper diode-based rectifier.

According to theory of boundary conditions, the tangential electric field vanishes, i.e.

E
t = 0, at the surface of the antenna. This is true for the conventional antennas at RF

frequencies, where the metals are considered to be perfect electric conductors, so that the

E
s = −E

i, where E
s is the scattered electric field and E

i is the incident electric field.
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However, in the case of nano-scale antennas operating at the optical and IR regimes, met-

als are no longer considered to be perfect conductors, as they exhibit lower conductivity.

Consequently, the term E
t has to be taken into consideration, which can be represented by

the surface impedance multiplied by the surface current for the case of an antenna placed

on the z-axis.

The block diagram of a typical solar rectenna is shown in Fig. 1.2 [11], where the

optical antenna is responsible for receiving the electromagnetic wave within a specific

frequency band and delivering it to the low-pass filter (LPF).

Rectifier

LPFOptical Antenna
Bypass Filter

DC Load

Figure 1.2: Block diagram of a solar rectenna.

The low pass filter between the antenna and the rectifier (diode) prevents the re-

radiation of higher harmonics generated from rectification process by the non-linear diode,

where its re-radiation could result in power losses. In addition, this filter matches the

impedance between the antenna and the subsequent circuitry. The DC LPF is necessary

to smooth the rectified signal to DC and pass it to the load. The most popular rectifier in

solar rectennas is the MIM diode. The rectification occurs based on the electron tunnelling

process through the insulator layer.

1.5 Contribution

The aim of this research is to design efficient non-expensive nanoantennas for the use in

solar energy harvesting applications. In addition, the aim is to introduce a simple analysis

for these types of antennas by providing their circuit model and calculating their parame-
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ters. As mentioned earlier in this chapter, solar rectennas are considered as an alternative

to conventional solar cells, which work only within the visible region of electromagnetic

spectrum. Thus, it is important to exploit the unused part of the electromagnetic spec-

trum (i.e infrared region) and to overcome the efficiency limits in solar cells. From the

foregoing, the contribution of this thesis can be outlined in the following points.

• Different types of antennas have been designed and a comparison between their

performance, based on the captured electric field, has been presented to find the

optimum geometry.

• All these nanoantenns have been designed to work within the infrared region to

exploit the unused part of solar radiation and the thermal radiation from objects.

• Combine more than two elements in an array form to increase the captured electric

field and enhance the performance.

• Introduce the concept of using feed lines to connect the array elements and to drive

the captured fields from the feed gap of antennas towards common feed gap for the

entire array. In this case, only one diode is required per single array, and hence, the

thermal losses in the rectifier will be reduced and the efficiency will be increased.

• Geometrical parametric study is carried out to improve the array performance and

increase the system efficiency.

• In order to fully understand the principles and concepts of solar rectennas, an ef-

ficient analysis has been presented, which gives a physical insight into how solar

rectennas work.

• Quantum-mechanics analysis have been applied to calculate the rectification effi-

ciency of metal/insulator/metal (MIM) diodes, which is essential in computing the

overall system efficiency.

1.6 Publications Arising From This Research

- Book Chapters

1. A. M. A. Sabaawi, C. C. Tsimenidis and B. S. Sharif, “Overview of Nanoantennas

for Solar Rectennas,” Rectenna Solar Cells, Springer New York, 231-256. ISBN

978-1-4614-3715-4, October 2013.
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- Journal Papers

1. A. M. A. Sabaawi, C. C. Tsimenidis and B. S. Sharif, “Analysis and Modeling of

Infra-red Solar Rectennas,” IEEE Journal of Selected Topics in Quantum Electron-

ics, Volume 19, Issue 3, 2013.

2. A. M. A. Sabaawi, C. C. Tsimenidis and B. S. Sharif, “Planar Bowtie Nanoarray for

THz Energy Detection,” IEEE Transactions on Terahertz Science and Technology,

Volume 3, Issue 5, 2013.

3. A. M. A. Sabaawi, C. C. Tsimenidis and B. S. Sharif “Characterization of Conver-

sion Efficiency in Solar Rectennas” Submitted, 2014.

- Conference Papers

1. A. M. A. Sabaawi, C. C. Tsimenidis and B. S. Sharif, “Infra-red nano-antennas

for solar energy collection,” Loughborough Antennas and Propagation Conference

(LAPC), pp.1-4, 14-15 Nov. 2011.

2. A. M. A. Sabaawi, C. C. Tsimenidis and B. S. Sharif, “’Bow-Tie Nano-Array

Rectenna: Design and Optimization,” The 6th European Conference on Antennas

and Propagation (EuCAP 2012), Prague, Czech Republic, 26-30 March 2012.

3. A. M. A. Sabaawi, C. C. Tsimenidis and B. S. Sharif, “Infra-red Spiral nano-

antennas,” in Loughborough Antennas and Propagation Conference (LAPC), Lough-

borough, UK, pp.1-4, 12-13 Nov. 2012.

4. A. M. A. Sabaawi, C. C. Tsimenidis and B. S. Sharif, “Characterization of Cou-

pling and Quantum Efficiencies in Solar Rectennas,” Loughborough Antennas and

Propagation Conference (LAPC), 11-12 Nov. 2013.

5. A. M. A. Sabaawi, C. C. Tsimenidis and B. S. Sharif, “Auxiliary Ring Resonator

for Local Field Enhancement in Solar Rectennas,” Loughborough Antennas and

Propagation Conference (LAPC), 10-11 Nov. 2014.

1.7 Thesis Outline

The thesis is organised as follows:
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Chapter 2 presents a background on the electromagnetic theory with brief discussions

on Maxwell’s equation and the boundary conditions. It also introduces the history and

concept of nanoantennas and outlines the main differences between nanoantennas and the

conventional RF antennas. Moreover, it provides details on the physical properties of

nanoantennas and discusses their relevant theories.

Chapter 3 gives brief introduction on the numerical methods used to solve various

electromagetic problems with the aid of Maxwell’s equations. The chapter is divided into

two parts. The first part provides general information on the key methodologies behind

computational methods, where some of the popular basis function that have been used

in computational methods are discussed. The second part highlights the most commonly

used methods such as method of moments (MoM), finite element method (FEM), finite

difference time domain (FDTD).

Chapter 4 provides in depth details on the simulation and optimisation of nanoanten-

nas for the use in solar energy collection. The criteria of selecting the appropriate material

and geometry will be presented in this chapter. Furthermore, three types of nanoantennas

will be simulated and discussed.

Chapter 5 focuses on the design of bowtie nanoarrays at infrared wavelengths for

utilisation in solar energy collection. The chapter presents a detailed parametric study to

optimise the designed array by varying different geometrical parameters.

Chapter 6 introduces a simple and efficient numerical analysis of nanoantennas to find

their electrical properties and to calculate the nanoantenna efficiency. Additionally, the

chapter demonstrates the use of quantum mechanics techniques to find the characteristics

of MIM diodes, and hence, to calculate the conversion efficiency of solar rectennas.

Finally, conclusions and future work are outlined in Chapter 7.
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2.1 Electromagnetic Theory

In this chapter, a theoretical background on electromagnetics and antennas is pre-

sented. The chapter is divided into three main sections. The first section introduces the

electromagnetic theory with brief discussions on Maxwell’s equations, boundary condi-

tions and other relevant theories. The second section presents the classical antenna theory

and the radiation mechanism. Finally, the last section introduces the history and con-

cept of nanoantennas, highlighting the main differences between nanoantennas and the

conventional RF antennas. In addition, the section presents the physical properties of

nanoantennas and discusses the surface plasmon resonance, which is a unique feature in

optical nanoantennas. These three sections cover the background theory needed to under-

stand the work presented in this thesis.

2.1 Electromagnetic Theory

The basic principles of modern electromagnetic theory have been introduced by J C

Maxwell in 1873. He described the mathematical expressions that explain different phe-

nomena such as propagation, scattering and reflection. This mathematical formulation

was very complex until it was simplified by Oliver Heaviside in 1887, however the theory

was only a hypothesis. In 1891, Heinrich Hertz validated Maxwell’s theory experimen-

tally and paved the way for the emergence of many technologies such as radio, television,

radar, antennas, wireless communication and many others. Electromagnetic theory is

valid from low frequencies to optical regimes.

2.1.1 Maxwell’s equations

Maxwell’s equations describe the relation between the electric and magnetic fields with

the charge and current densities at any point in space. These fields have magnitude and

direction and they are vector quantities. In this chapter, the differential form of Maxwell’s

equations will be presented, which can be written as [13]

∇× E = −∂B

∂t
, (2.1)

∇× H =
∂D

∂t
+ J, (2.2)
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2.1 Electromagnetic Theory

∇ · D = ρ, (2.3)

∇ · E = 0, (2.4)

∇ · J = −∂ρ
∂t
, (2.5)

where ∇× is the curl of a vector and ∇· its divergence. Using the constitutive relations

for linear medium

D = ǫE, (2.6)

B = µH, (2.7)

J = σE, (2.8)

where

E is the electric field intensity in ( V
m

);

H is the magnetic field intensity in ( A
m

);

D is the electric flux density in ( C
m2 );

B is the magnetic flux density in (Wb
m2 );

J is the surface current density in ( A
m2 );

ρ is the electric charge density in ( C
m3 );

ǫ is the permittivity of the medium and µ and σ are its permeability and conductivity,

respectively.

2.1.2 Boundary conditions

The constitutive parameters ε, µ and σ play a key role in characterising the medium. The

medium is linear, homogeneous and isotropic if its constitutive parameters are indepen-

dent of field strength, position and direction, respectively. The constitutive parameters

along with Maxwell’s equations can be used to find a unique solution for the electromag-

netic problem by enforcing the appropriate boundary conditions related to this problem.
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2.1 Electromagnetic Theory

The boundary conditions at the interface of two media (shown in Fig. 2.1) can be derived

directly from the integral form of Maxwell’s equations as follows [13]

Medium 2

Medium 1

ε 1
,
µ
1

,
σ
1

n̂

ε 2
,
µ
2

,
σ
2

Figure 2.1: Boundary conditions between two media.

(E1 − E2)× n̂ = 0, (2.9)

(D1 − D2) · n̂ = 0, (2.10)

(H1 − H2)× n̂ = 0, (2.11)

(B1 − B2) · n̂ = 0, (2.12)

where n̂ is a unit vector normal to the interface between the two media, and the subscripts

1 and 2 indicate medium 1 and medium 2, respectively.

Note that in (2.10) and (2.11) it is assumed that the medium is source-free (i.e ρs = 0

and Js = 0), otherwise, they must be written as

(D1 − D2) · n̂ = ρs, (2.13)
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2.1 Electromagnetic Theory

(H1 − H2)× n̂ = Js, (2.14)

When medium 1 or medium 2 is a perfect electric conductor, (2.9) and (2.12) reduce

to

E × n̂ = 0, (2.15)

B · n̂ = 0, (2.16)

In this case, the boundary can uphold a surface charge and a surface current.

If one of the media is an imperfectly conducting surface, E and H at this surface will

be related by

n̂× H =
1

η̂
[E − (n̂ · E)n̂] , (2.17)

or

n̂× E = η̂ [H − (n̂ · H)n̂] . (2.18)

where η̂ = ηη0, η =
√

µr

εr
is the normalised intrinsic impedance of the medium and

η0 =
√

µ0

ε0
is the free-space intrinsic impedance. Equations (2.17) and (2.18) are called

the impedance boundary condition.

2.1.3 Wave equations

Maxwell’s equations are coupled first-order differential equations, which are very difficult

to solve in boundary-value problems. In coupled differential equations, each equation

contains both the unknown electrical and magnetic fields in the same equation. Hence,

these equations need to be decoupled and represented by only one unknown, however,

this will increase the order. The result will be the wave equation, which is a second-order

differential equation that will facilitate the problem [12].

The wave equation for a linear, homogeneous and isotropic medium can be obtained

from the first two of Maxwell’s equations

∇× E = −∂B

∂t
, (2.19)

14



2.2 Classical Antenna Theory

∇× H =
∂D

∂t
+ J. (2.20)

We need to obtain an equation with either the electric or the magnetic field as an

unknown. This can be achieved by taking curl of both sides of (2.19). This yields

∇×∇× E = − ∂

∂t
(∇× B). (2.21)

Applying J = 0 in (2.20) and B = µH in (2.21) then substituting (2.20) in (2.21)

results in

∇×∇× E = −µε∂
2E

∂t2
. (2.22)

Using the vector identity

∇×∇× F = ∇(∇ · F)−∇2F, (2.23)

into (2.22) leads to

∇(∇ · E)−∇2E = −µε∂
2E

∂t2
. (2.24)

By applying ∇ · E = 0, (2.24) will be simplified to

∇2E − µε
∂2E

∂t2
= 0. (2.25)

The last equation is the time-dependent wave equation or what so called Helmholtz

equation. Similarly, the wave equation for H can be obtained if we start the derivation

from (2.20), which can be written as

∇2H − µε
∂2H

∂t2
= 0. (2.26)

2.2 Classical Antenna Theory

An antenna is a means for transmitting or receiving radio wave, as defined by IEEE [13].

It is the transitional device between the free-space and the transmission line. The antenna

works in receiving mode if it transports the electromagnetic energy from the transmitting

source to the receiver. On the other hand, if the antenna radiates the energy to free-space,

it can be said that it is working in transmitting mode. It should be mentioned that antennas
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2.2 Classical Antenna Theory

are reciprocal devices, which means that their properties do not depend on the working

mode. In other words, they can transmit and receive in the same way, thus, an efficient

transmitting antenna can be used as a receiving antenna efficiently.

The principle of operation for antennas depends on the conduction electrons on the

surface of a piece of metal. When an ac voltage is applied or an electromagnetic waves

hits the surface, the distribution of charges will be changed with time and they will start

to oscillate. This will change the electric field at any distance from the source. The

frequency of harmonic oscillation will be as follows [3]

f0 =
1

2π
√
LC

, (2.27)

where L and C are the inductance and the capacitance of the antenna system. The antenna

can be tuned to resonate at a specific frequency by adjusting L and C. In order to bring

the resonance into the infrared regime, L and C must be very small. This can be achieved

by reducing the dimensions of the antenna with respect to the wavelength.

2.2.1 Antenna radiation

For a system made of two parallel thin wires with an open end, the current distribution will

be sinusoidal due to the standing waves as shown in Fig. 2.2. The system will start radiat-

ing electromagnetic waves when the terminals are bent at a distance of L
2

from both sides.

The strongest radiation occurs when the bending angle is 90o. The current distribution on

the the surface of the bent arms can be described by

I(z) = I0 sin[k(
L

2
− |z|)]. (2.28)

Bending the terminals of the wire will construct a simple dipole antenna with an

impedance, Za, that differs form the characteristic impedance of the guiding line, Zo.

Due to the mismatch between Za and Zo, we would expect a standing wave pattern. Thus,

the antenna impedance can be given as the ratio of the voltage across the antenna feed gap

and the current, which has the complex form of Za = Ra + iXa.

The real part of the antenna impedance, Ra, determines the amount of the power

dissipated as heat in antenna and the radiated power, where it can be written as

Ra = Rr +Rl, (2.29)
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Z

L

Z
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Zl

Zi
Zo

Figure 2.2: Radiation mechanism of a transmitting antenna.

where Rr is the radiation resistance and Rl is the resistance that is responsible for Ohmic

losses inside the antenna. The radiated power can be calculated as

Pr =
Rr

2
I2. (2.30)

The radiation efficiency,ηr, will therefore be defined as

ηr =
Rr

Rr +Rl
. (2.31)
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2.2 Classical Antenna Theory

Matching the antenna to the source or the guiding line is very important to achieve

maximum power transfer. In some cases, the antenna receives the electromagnetic wave

efficiently, however, only a trivial amount of power reaches the receiver due to the poor

matching between the antenna and the subsequent circuitry. Maximum power transfer

happens when the complex conjugate matching is achieved by making Zo = Z∗
a .

2.2.2 Reciprocity theorem

Antennas are devices used to either transmit or collect electromagnetic waves in many

applications. There is a question that may arise here about the relation between the ability

of antennas to transmit and their ability to receive electromagnetic waves. The answer

can be found in the reciprocity theorem, which states the connection between the emitting

and the collecting properties of antennas. The Lorentz reciprocity theorem shows that the

radiation properties of an antenna are the same regardless whether it is used in transmitting

or receiving mode. Assume that the sources J1 and M1 are producing the fields E1 and

H1 and the sources J2 and M2 are producing the fields E2 and H2 as shown in Fig. 2.3

[14]. For an isotropic medium, the Lorentz reciprocity theorem states that

S

V

H1

n̂

J1

M1

J2
M2

E1

E2 H2

Figure 2.3: Sketch of Lorentz reciprocity theorem explaining the sources and their corre-

sponding fields in two different media, s and v.

∫∫∫

V1

(E2 · J1 − H2 · M1) dV =

∫∫∫

V2

(E1 · J2 − H1 · M2) dV (2.32)

If the sources 1 and 2 are antennas excited with only current generators (i.e no mag-

netic sources), (2.32) will be reduced to

∫∫∫

V1

E2 · J1 dV =

∫∫∫

V2

E1 · J2 dV (2.33)
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2.2 Classical Antenna Theory

Equation (2.33) shows the interaction between the sources 1 and 2.

2.2.3 Near- and far-fields

In some applications we need to measure the electromagnetic fields in close proximity to

the antenna such as in sensing and imaging applications. In contrast, there are applica-

tions that need the value of the fields far away from the antenna such as scattering and

radar cross section applications. Thus, this subsection will focus on the electromagnetic

radiation of antennas in near- and far-fields.

Let’s begin with Fig. 2.4 (a), where the observation point is close to the radiating an-

tenna. The magnetic field generated by an electric current can be given from the equation

of the magnetic vector potential as follows [12]

H(r) =
1

µ
∇×A(r) = ∇×

∫∫∫

V

J(r′)
e−jkr

4πr
dr′, (2.34)

where r = |r− r
′|.

Using the vector identity and some simplifying steps, (2.34) can be written as [15]

H(r) = −
∫∫∫

V

[(r− r
′)× J(r′)]

1 + jkr

4πr3
dr′. (2.35)

The above can be expanded into the rectangular components as follows

Hx(r) =

∫∫∫

V

[(z − z′)Jy − (y − y′)Jz]
1 + jkr

4πr3
dx′ dy′ dz′, (2.36)

Hy(r) =

∫∫∫

V

[(x− x′)Jz − (z − z′)Jx]
1 + jkr

4πr3
dx′ dy′ dz′, (2.37)

Hz(r) =

∫∫∫

V

[(y − y′)Jx − (x− x′)Jy]
1 + jkr

4πr3
dx′ dy′ dz′. (2.38)

Using Maxwell’s equations, the electric field components can be given as

Ex(r) =

∫∫∫

V

[C1Jx − C2(x− x′)C3]e
−jkr dx′ dy′ dz′, (2.39)

Ey(r) =

∫∫∫

V

[C1Jy − C2(y − y′)C3]e
−jkr dx′ dy′ dz′, (2.40)
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Figure 2.4: Antenna zones: (a) near-field zone, (b) far-field zone.

Ez(r) =

∫∫∫

V

[C1Jz − C2(z − z′)C3]e
−jkr dx′ dy′ dz′, (2.41)
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2.3 Nanoantennas: From RF to Optical Frequencies

where

C1 =
−1− jkr + k2r2

4πr3
, (2.42)

and

C2 = (x− x′)Jx + (y − y′)Jy + (z − z′)Jz, (2.43)

and

C3 =
3 + 3jkr − k2r2

4πr5
. (2.44)

Equations (2.36)-(2.41) are used to calculate the electromagnetic fields at any point

close to a radiating antenna. For an observation point far away from the radiating antenna,

the vectors r and r−r
′ will be approximately parallel as shown in Fig. 2.4 (b). The electric

field at the far-field zone for this case can be written as

E(r) = −j e
−jkrωµ

4πr

∫∫∫

V

J(r′)e−jkr′.r̂ dr′. (2.45)

2.3 Nanoantennas: From RF to Optical Frequencies

The propagation of light is usually controlled using mirrors, lenses or diffraction elements.

However, these techniques are not able to confine the light in an area smaller than half-

wavelength due to diffraction limit. For visible light, the wavelength lies between about

390 to 700 nm, which makes the diffraction limit roughly between 180 to 350 nm. This

scale is too far from the interest of current nanotechnologies. In contrast, RF antennas can

control the electromagnetic waves in sub-wavelength scale efficiently. The need for lo-

calising and confining the light beyond the diffraction limit and to control optical fields at

nanometre scale has led to the emergence of nanoantennas. The advances in nanotechnol-

ogy and nanoscience provided a great opportunity to fabricate and develop nanoantennas

in the scale below 100 nm using nanofabrication tools such as E-beam lithography and

focused ion beam milling [16] [17]. In order for nanoantennas to interact efficiently with

light, their dimensions need to be in the order of the wavelength of incident light wave.

The interaction of light with matter has found many applications in optical regime

as demonstrated in Fig. 2.5. In photovoltaics, the energy of incident photons separates

the electron-hole pair producing charges in the material. An opposite process occurs in

light emitting elements, in which the electrons and holes pair together to emit photons.
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2.3 Nanoantennas: From RF to Optical Frequencies

Nanoantennas play a key role in both cases by transferring the energy between the ex-

ternal fields and the feed gap. In spectroscopy, when the incident light hits the material

of interest, it will be polarised and will emit a radiation with a different wavelength. The

material will therefore be chemically identified based on the generated wavelength. These

examples have been presented to introduce the concept of nanoantennas in optical appli-

cation, however, many other applications can be linked to nanoantennas in the optical

regime such as microscopy, THz radiation detection, biological sensing and many others.

(c)(a) (b)

hω hω hωhω

e−

h+ h+e−h+e−

Figure 2.5: Applications of the light-matter interaction: (a) spectroscopy, (b) photo-

voltaics, (c) light emitting.

The advances of modern scanning probe microscopy have encouraged the invention

of nanoantennas, where a nanoantenna is used as an alternative to conventional lens for

focusing laser beam into a nanometre scale area effectively. However, the idea of us-

ing nanoantennas as a light source in microscopy is dated back to 1928 when Edward

Hutchinson Synge and Albert Einstein exchanged letters about using the scattered field

from a tiny particle as a light source [18]. In 1985, John Wessel mentioned that a parti-

cle can receive and radiate electromagnetic waves, which made him the first to link the

behaviour of nano-particles to classical antenna performance [19]. After a few years, in

1989 in particular, Ulrich Fischer and Dieter Pohl carried out Synge’s idea experimen-

tally, where they used gold-coated particle to produce light [20]. Since then, research

on nanoantennas has been increased dramatically in developing the nanoantenna applica-

tions, modelling and simulating the surface plasmon effect in nanoantennas and nanoan-

tenna fabrication.

The invention of point-contact diodes has also contributed to the development of

nanoantenna especially in the field of THz detection and mixing [21]. Fig. 2.6 illustrates

several examples of fabricated nanoantennas.

Having presented a brief introduction of nanoantennas, we can summarise that a
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2.3 Nanoantennas: From RF to Optical Frequencies

Figure 2.6: Fabricated IR nanoantennas: (a) dipole nanoantenna, (b) bowtie nanoantenna,

(c) log-periodic nanoantenna and (d) spiral nanoantenna.

nanoantenna is ”a device designed to efficiently convert free-propagating optical radia-

tion to localized energy, and vice versa.” as defined by Bharadwaj et al [16].

2.3.1 Physical properties of nanonatennas

RF engineers can choose different shapes of antennas for a single application due to the

high radiation efficiency of RF antennas. The reason behind this high efficiency is the

fact that metals are considered as perfect conductors (i.e lossless) at these frequencies.

The designers will have no concerns about the radiation efficiency while their focus will

be on the radiation pattern, size, bandwidth ,.. etc. The difference will appear when we

move up to THz frequencies (shorter wavelengths), where the losses will increase, thus

affecting the radiation efficiency. In RF antennas, the losses in matching networks are

trivial. Hence, the radiation efficiency with and without the matching network is almost

the same. However, the matching techniques will be a real problem at optical frequencies,

where matching circuits and stubs will be accompanied with higher losses that reduce

the overall efficiency of the antenna system. The performance of nanoantennas depends

strongly on the material and the shape. They can take unusual shapes that do not exist in

conventional RF antennas, where the tips and the particles play a critical role in shaping

23



2.3 Nanoantennas: From RF to Optical Frequencies

the properties of nanoantennas due to the surface plasmon resonances. All these issues

need to be paid more attention when designing nanoantennas since metals are no longer

perfect conductors at these short wavelengths.

The behaviour of metals at optical frequencies is fully controlled by their frequency-

dependent dielectric properties, ε(ω) = ε′(ω) + iε′′(ω). The imaginary part, ε′′(ω), is

responsible for the Ohmic losses, hence, this part needs to be as small as possible in

order to achieve acceptable performance. Alternatively, we can keep Ohmic losses low

by choosing a metal with negative and large real part (i.e ε′(ω)).

2.3.2 Skin depth and dimension scaling

Skin depth is the distance that the fields can penetrate into the skin of metals. Its value

is negligible compared to the dimensions of antennas at radio frequencies due to the high

conductivity of metals at these frequencies. However, at THz frequencies (i.e optical

frequencies) an ultrafast response is needed by electrons, which is not achievable. This

makes the skin depth of the order of tens of nanometres, which is high compared to

the dimension of nanoantenna (typically larger than the antenna diameter). The design

parameters in conventional RF antennas depend heavily on the wavelength, λ, of incident

wave. Hence, the length of dipole in Yagi-Uda antenna can be easily set to λ/2 while the

other distances between its elements will be proportional to λ. In addition, the antenna

can be easily scaled from one frequency to another due to the dependence of dimensions

on λ. However, this is no longer valid in optical regime due to the effect of skin depth,

which is larger in optical frequencies, where the electrons in metal respond to the effective

wavelength, λeff , instead of λ. The effective wavelength can be simply calculated as [22]

λeff = n1 +
n2λ

λp
, (2.46)

where n1 and n2 are constants related to antenna geometry, and λp is the palsma wave-

length of metal. According to (2.46), the length of a half-wave nanoantenna will be

λeff/2 instead of λ/2 which is shorter, as the difference between λ and λeff is within 2-5

for most metals.

So far, we realised two facts that describe the difference between nanoantennas and

RF antennas, which are (i) nanoantennas are characterised by large Ohmic losses and

significant skin depth and (ii) the wavelength in the metal of nanoantenna is shorter than

that of free-space.
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2.3.3 Surface plasmon resonance

There are various differences in radiation mechanism between nanoantennas and conven-

tional RF antennas. One of them is the ability of nanoantennas to confine the fields in

the feed gap, tips and around the structure, and furthermore, these fields decay when we

move away from the structure. The strength of these confined fields depends on the shape,

material and dielectric background of nanoantenna. The concentration of local fields in

nanoantennas occurs due to the surface plasmon resonance or what so called localised

surface plasmon resonance (LSPR). Surface plasmons are highly confined fields made by

electrons oscillation at the metal/dielectric interface in nanoantennas. When a metallic

nano-particle is illuminated by light (non-propagating excitation), surface plasmons will

be coupled with the photons of incident light. This coupling results in charge oscillation

in the visible and infrared regimes depending on the metal used. For noble metals, surface

plasmon resonance occurs in visible or ultraviolet regions of electromagnetic spectrum.

The field confinement leads to a strong near field enhancement, which is very important

and can be exploited in many optical applications. Fig. 2.7(a) illustrates a nano-particle

under excitation by EM wave, where the electrons are moving with respect to the positive

background [23]. The incident light will shift the free conduction electrons and make

them resonate in phase with the applied external field, which can be modelled as a dipole

moment. At time t1, the positive and negative charges will be moved collectively to both

sides of the particle. While at time t2, the charges will accumulate at the opposite direc-

tion. This behaviour may be approximated by the mass-and-spring model for simplicity

as shown in Fig. 2.7(b).

2.3.4 Input impedance, matching and loading of nanoantennas

In the previous subsection we discussed theoretical concepts of nanoantennas such as the

skin depth and the plasmonic resonance to show the difference between nanoantennas and

RF antennas. The goal of this section is to demonstrate the important considerations in

designing nanoantennas. The current density at the gap of a nano-dipole can be written as

Jdip = jωεEg, (2.47)

where Eg is the confined field at the feed gap. A current, Idip = |Jdip|S, will flow towards

the gap, where S is the cross-section area of the dipole [24]. The voltage across the
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under
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Figure 2.7: Surface plasmon in a nano-particle. (a) the electrons are moving with respect

to the positive background, (b)The oscillation can be modelled using the mass-and-spring

model, where D is the effective spring constant and m is the effective mass of the elec-

trons.

gap is proportional to the gap size, g, and can be calculated using the magnitude of the

concentrated electric field, where

Vg = |Eg| ∗ g. (2.48)

Regardless the antenna operating mode, the nanoantenna input impedance, Zin, can

be defined as

Zin =
Vg
Idip

. (2.49)

It can be seen that this approach in calculating the input impedance of nanoantennas is

similar to RF antennas, where a voltage source can be applied in the gap and the induced

current can be calculated numerically.

It is worth mentioning that the size of the feed gap in nanoantennas plays an important
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role in determining the total input impedance. The gap is non-negligible as the case of RF

antennas and can be represented by a capacitance, Cg, which can be given as

Cg = ε0
r2

g
π, (2.50)

where r is the radius of the antenna arms.

It is generally accepted that perfect matching between the antenna and the transmis-

sion line or source is required to ensure maximum power transfer and to exploit the large

field enhancement provided in the feed gap. For complex impedances, a complex conju-

gated matching is needed for this purpose. If a nano-device or particle is inserted in the

feed gap of a nanoantenna the input impedance will be changed, and hence, the resonant

frequency will be tuned. For an antenna of input impedance Za and a load of impedance

Zl, a perfect matching can be obtained when Zl = Z∗
a . The effect of load impedance on

the input impedance and the resonant frequency is studied and discussed in Chapter 6 of

this thesis.

In some cases the nanoantenna is loaded with a non-linear load such as the case of

rectennas. This non-linearity should be taken into account as the load impedance, Zl,

varies with the magnitude of incident field, Einc. The non-linear impedance of a nano-

disk with radius, r, placed in the feed gap of a nanoantenna can be given by [25]

Zl =
t

jωπr2εl|Einc|
, (2.51)

where t is the thickness of the disk, εl is the dielectric constant of the load and |Einc| is

the amplitude of the field at the feed gap.

2.4 Chapter Summary

This chapter discussed the theoretical concepts related to electromagetics and classical

antennas. The aim of this chapter was to cover and provide the necessary background

information in order to understand the work in this thesis. The first part of this chapter

has been dedicated to the theories of boundary conditions and wave equations and their

derivation from Maxwell’s equations. In the second part, the classical antenna theory was

presented with a brief explanation of the radiation mechanism, reciprocity theorem and

near- and far-field zones around the antenna. The main part of this chapter is the third

part, where it highlights the major differences between RF antennas and nanoantennas

27



2.4 Chapter Summary

and describes the changes that take effect when we go up in frequencies. Furthermore, the

chapter includes a historical overview on nanoantennas and their types and applications.

Finally, a detailed description on surface plasmon resonance and the design considerations

have also been presented.
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Chapter 3

Numerical Electromagnetics
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3.1 Introduction to Numerical Methods in Electromagnetics

This chapter focuses on different numerical methods used to solve various electro-

magnetic problems starting with Maxwell’s equations. The first part of the chapter pro-

vides a general introduction into the key methodologies behind numerical methods. These

include the key steps in solving any boundary-value problem. Some of the popular ba-

sis function that have been used in computational methods are discussed in this chapter.

Additionally, a formula is presented to test the convergence of the numerical solution.

Furthermore, the chapter highlights the sources of error that affect the solution stability

and accuracy. The second half includes a brief description on the most commonly used

numerical methods such as method of moments (MoM), finite element method (FEM),

finite difference time domain (FDTD) which are provided by textbooks.

Nowadays, there have been numerous commercial full-wave software packages used

to simulate the properties of nanoantennas in the THz range. These may include COM-

SOL Multiphysics based on FEM [26] [27] , XFDTD or MODE based on FDTD, and

CST Microwave Studio based on finite integration technique (FIT) [28] [29]. In some

cases, the nanoantenna designer prefers to write his own code implementing one of the

numerical methods to solve different problems related to nanoantennas. For example,

MoM has been used to calculate the efficiency of nanoantennas for different metals [30];

whereas the boundary element method (BEM) is used to simulate the interaction of the

incident electromagnetic wave with silver circular nanostructures [31]. Another example

is the use of FDTD to simulate plasmonic wire antennas for optical microscopy [32].

3.1 Introduction to Numerical Methods in Electromag-

netics

It is important to analyse the design theoretically before the fabrication process. This

analysis will reduce the cost of fabricating multiple prototypes before achieving the de-

sired characteristics. In addition, the theoretical analysis provides the designer a close

physical insight on the operating principle of the design and helps in optimising it by

implementing parametric studies.

The theoretical analysis can be classified into the following methods [33]:

• Analytical methods: this may include the method of variables separation, Green’s

function, Fourier transform and Perturbation methods. These methods depend on

closed-form equations, which make them accurate, however, the disadvantage of
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these methods is the fact that their use is restricted to regular geometries and homo-

geneous media.

• Model methods: such as the widely used transmission line and cavity models. These

methods provide in-depth understanding on how the system works by simplifying

the problem using district assumptions.

• Numerical (computational) methods: These include MoM, FEM, and FDTD numeri-

cal methods. They represent the most popular solution for complex electromagnetic

problems. The availability of commercial software based on these numerical tech-

niques made them easer and versatile. These methods are accurate but expensive

due to the high computational resources required (i.e high computational complex-

ity).

• Computational intelligence methods: these methods can be used for optimisation based

on data from computational methods, and include the Neural Network and the

Fuzzy techniques.

Most of the theoretical analysis techniques use different approaches to solve Maxwell’s

equation by adopting either the integral or differential forms, which are called governing

equations. The aim of solving the governing equation is to find the unknown fields, the

current distribution or the charge density on the surface of a given structure at a specific

frequency range. This is accomplished by imposing appropriate boundary conditions. In

the early stage of the electromagnetic theory, the analytical methods were used to solve

most of the problems by hand without the use of computers. However, one needs to have

a basic understanding and knowledge of vectors, orthogonal functions, image theory, and

reciprocity in order to be able to solve very basic problems. With the development and the

rapid advances in computers, a new tendency has emerged towards the use of the numeri-

cal methods, which need basic knowledge of computer programming. Classical analytical

methods fail to solve the problems if [34]:

• the structure to be simulated is complex,

• the boundary conditions are time-varying,

• the solution region is anisotropic or inhomogeneous,

• the differential equations are not linear.
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Numerical solutions need to be employed when one of the problems above exists. The

main approach in numerical methods is to expand the unknown function into a series of

basis functions, which is accomplished by dividing the structure into segments or ele-

ments referred to as discretisation (meshing) process. With the discretisation process, the

governing equation will be solved at each element of the device individually. This will

overcome the problem of dielectric inhomogeneity and will help the solution method to

be applied to arbitrary shapes.

The solution of boundary value problems is based on solving the operator equation

F (g) = h, (3.1)

where F is an operator (integral, differential, integro-differential), g represents the un-

known function and h is the known excitation. The aim is to find the unknown function g

when F and h are known. This can be achieved by subdividing the structure and expand-

ing g into series of basis functions. This leads to expressing equation (3.1) in the form of

matrix equation as follows

[Z][I] = [V ], (3.2)

where [Z] is a matrix corresponds to F , and [I] and [V ] are vectors correspond to the

unknown coefficients and the excitation function, respectively.

The values of the unknown coefficients of [I] depend on several factors, such as the

geometrical shape, dielectric, boundary conditions, and operating frequency. The differ-

ences between various numerical methods of analysis come from the choice of the basis

functions and the methods of finding the coefficients.

3.2 Key Elements of Numerical Analysis

There are several factors that should be taken into account when using any numerical

analysis for solving different electromagnetic problems. These include the governing

equation, meshing and the matrix solver. All numerical methods that are used for solv-

ing electromagnetic or microwave problems begin with Maxwell’s equations to reach the

governing equation. The form of finite difference in space and time is used to express

Maxwell’s equations in the FDTD method, whereas the wave equation is employed in the

FEM method. In MoM method, the integral form of the wave equation is employed.

Meshing or discretisation of the structure is the key difference between the analytical
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solutions and numerical analysis. This process enables the user to analyse arbitrary shapes

and overcomes the problem of dielectric inhomogeneity, where the governing equation

can be solved at every single element or cell individually. The whole simulation domain

is divided into a large number of small non-overlapped elements such that the material is

homogeneous within the element. The elements shape could be triangular, rectangular or

quadrilateral, or a combination of all these types in one structure taking into consideration

the position of the element (such as the edges between metal and dielectric). Fig. 3.1

illustrates different element shapes used in the discretisation of a U-shaped geometry.

The accuracy of the solution depends primarily on the number of elements (mesh size),

where it is generally accepted that the finer the meshing , the better the accuracy achieved

[35]. In case of simulating nanoantennas, when computing the localised field in the feed

gap, a finer mesh is required in this area to obtain an accurate solution.

Figure 3.1: Meshing a U-shaped geometry into a number of elements with different

shapes.

After subdividing the geometry, a system of linear equations will be generated in the

matrix form as described in (3.2). The size of the matrix [Z] is N × N , where N is the

number of the unknown coefficients. Due to the large number of elements produced by

meshing, efficient algorithms are required to solve the matrices such as the L-U factori-

sation or using iterative solvers to reduce the processing time. Postprocessing the data

resulted from solving the matrices represents the final step in simulating any electromag-

netic problem. The solution of the system matrix can be processed to find the other char-
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3.3 Basis Functions

acteristics of the device such as the S-parameters, surface current distribution, impedance

and far-fields.

3.3 Basis Functions

The choice of the appropriate basis functions is one important step in solving any elec-

tromagnetic problem numerically. The choice should be based on the ability of the basis

functions to represent the unknown distribution accurately. There are a large variety of

basis functions used in numerical analysis which can be classified into the subdomain

basis functions and the entire domain basis functions.

The subdomain functions have a non-zero value over only a limited part of the domain.

On the other hand, the entire domain functions are defined over the whole domain of the

unknown function. In this work, the focus will be on the first class (i.e the subdomain

basis functions) as they are widely used in computational electromagnetics.

The subdomain basis functions exist over subinterval in one or two elements of the

simulation domain and their value is zero elsewhere. In following subsections, we will

discuss three types of subdomain basis functions in details.

3.3.1 Pulse function

Pulse functions are the most popular choice among the other types of basis functions due

to their simplicity as they are constant over the entire subinterval. For better understanding

of this type, let us assume a piece of wire of length L is divided into N segments each of

width Dx = L
N

as shown in Fig. 3.2. The unknown function g in (3.1) will therefore be

expanded into a series of N terms as follows

g(x′) =

N
∑

n=1

anGn(x
′), n = 1, 2, · · · , N (3.3)

where Gn(x
′) is piecewise constant function that can be defined as

Gn(x
′) =



























1 if xn−1 ≤ x′ ≤ xn

0 elsewhere

(3.4)
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Figure 3.2: The pulse basis function: (a) Single; (b) Representing the unknown function

by pulse function.

3.3.2 Triangular function

The triangular function is another basis set commonly used in numerical analysis. This

function can be defined as

Gn(x
′) =



























x′−xn−1

Dx
if xn−1 ≤ x′ ≤ xn

xn+1−x′

Dx
if xn ≤ x′ ≤ xn+1

0 elsewhere

(3.5)

Fig. 3.3 shows the representation of unknown distribution by a set of triangular func-

tions. It can be seen that the triangular function covers two cells of the discretised structure

and overlaps with adjacent function, which results in smoother representation compared

with the pulse function. However, the computational complexity will be increased with

this type of functions.
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Figure 3.3: The triangular basis function: (a) Single; (b) Representing the unknown func-

tion by triangular function.

3.3.3 Sinusoidal function

Often, the integrands of the integral operations are multiplied by sin(βx′) or cos(βx′).

In such cases, the integrations can be evaluated without numerical integrations, where

sinusoidal functions may be used to represent the unknown function [12]. This will reduce

the errors and the computational time. The sinusoidal basis function is shown in Fig. 3.4

and can be defined as

Gn(x
′) =



























sin[β(x′−xn−1)]
sin[β(xn−xn−1)]

if xn−1 ≤ x′ ≤ xn

sin[β(xn+1−x′)]
sin[β(xn+1−xn)]

if xn ≤ x′ ≤ xn+1

0 elsewhere

(3.6)
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Figure 3.4: The sinusoidal basis function: (a) Single; (b) Representing the unknown

function.

3.4 Convergence, Stability and Accuracy of Numerical

Solutions

The user of numerical analysis methods should be aware of several issues related to the

problem solution such as convergence, stability, and accuracy of the solution. The error in

the solution can be easily found by comparing with the exact solution. However, in par-

ticular cases the distribution of the function is unknown, thus, the only way is to check the

convergence of the approximate solution. The convergence is the difference between the

computed and the exact values of a particular problem. It is evident that the convergence

decreases when increasing the number of elements by meshing [33] [36].

The use of computational methods for solving an electromagnetic problem is similar
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3.4 Convergence, Stability and Accuracy of Numerical Solutions

to the integration methods as they both discretise the unknown distribution. In some

cases the integrand is singular, such as in the case of current distribution at the edges of a

conductor. Thus, the solution might not converge in these cases. An efficient way to test

the convergence is by using Richardson extrapolation [37].

Consider an unknown function g(x) which has values of g1, g2 and g3 corresponding

to the divisions number of N1, N2 and N3, respectively. The ratio, ℜ, can be calculated to

test the convergence behaviour of the solution as follows

ℜ =
c2g2 − c1g1

c3g3
, (3.7)

where c1 = N2
1 (N

2
3 −N2

2 ), c2 = N2
2 (N

2
3 −N2

1 ) and c3 = N2
3 (N

2
2 −N2

1 ).

For a converged solution, ℜ should be close to unity. It should be mentioned here that

the solution convergence depends heavily on the nature of the function.

The second issue is the stability of numerical solutions. The stability can be defined as

the unexpected divergence instead of convergence in the numerical solution when a finer

mesh is made; or in other words it is the increase in error when the mesh size is decreased.

The growth factor, Υ, of the error, err, in the numerical solution gives an indication about

the solution stability as follows

eN+1
rr = ΥeNrr, (3.8)

where eNrr is the error corresponds to a mesh size of N and eN+1
rr is the error associated

with a smaller mesh size N + 1.

For unstable solution, Υ reads greater than 1. Hence, the error will be increased

with decreasing the number of elements. The reason behind this behaviour is the large

condition number of the matrix [Z] of a system described by a matrix equation [Z][I] =

[V ], where the very large condition number of a matrix indicates that it is ill conditioned.

The condition number of matrix [Z] is given by the norm of the matrix as

ς(Z) = ‖Z‖‖Z−1‖, (3.9)

where ‖Z‖ is the norm of the matrix [Z] and can be written as

‖Z‖ =

√

√

√

√

N
∑

i=1

N
∑

j=1

|Zij|2. (3.10)
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3.4 Convergence, Stability and Accuracy of Numerical Solutions

The closer the condition number to 1, the better the stability of the solution. One can

measure the sensitivity of the solution by making a small change [∆V ] in the matrix [V ]

and notice the corresponding difference [∆I] in the matrix [I]. This procedure will pro-

vide a good understanding about the role that the condition number plays in the solution

stability. The matrix equation will become

[Z +∆Z][I +∆I] = [V +∆V ]. (3.11)

In this case, the change in [V ] or [Z] will be amplified by the condition number. In

other words, small changes in the algorithm of the system may result in a large impact in

the final solution as given by the inequality concept below [37]

‖∆I‖
‖I‖ ≤ ς(Z)

‖∆Z‖
‖Z‖ , when [∆V ] = 0, (3.12)

‖∆I‖
‖I‖ ≤ ς(Z)

‖∆V ‖
‖V ‖ , when [∆Z] = 0. (3.13)

Assume that ς(Z) = 104 and V is used with relative error of 10−7 due to using short

precision computer arithmetic, then the solution I will have an error of 10−3. This will

reduce the solution accuracy dramatically. The accuracy, therefore, is the measure of the

difference between the final approximated solution and the exact solution. The error in

the solution may arise from several sources such modelling errors, truncation errors and

round-off errors [33].

Modelling error: This type of errors come from the approximated assumptions which

are used to simplify the algorithms. Finer meshing can contribute in reducing such errors.

Truncation error: Truncation errors occur due to truncating infinite series into finite

number of terms. This can be overcome by using large number of terms.

Round-off error: The round-off errors are related to the inadequate numerical preci-

sion in computer arithmetic unit. This type of errors can be reduced by using long or

double precision, where the round-off error in MATLAB is 10−16 when double precision

is used. Although this error is minor, increasing the number of mathematical operations

will increase the round-off error.

High accuracy solution can be achieved by increasing the size of vectors and matrices.

However, the relation between the accuracy of the solution and the available computer

resources needs to be fully considered when using computational methods.
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3.5 Method of Moments

3.5 Method of Moments

The MoM is widely used for solving linear partial differential equations by formulating

them as integral equations. The basic approach of MoM is to expand the unknown distri-

bution into a series of known functions with unknown coefficients. The complex integral

equation can be converted to the general linear system of (3.14), which can be solved

numerically to find the unknown coefficients of g.

F (g) = h. (3.14)

Let us now expand g into a set of N weighted basis functions, this yields

g ≈
N
∑

n=1

angn, (3.15)

where an are unknown weighting coefficients.

The residual, R, will therefore be [15]

R = g −
N
∑

n=1

angn. (3.16)

According to (3.15) we will have one equation with N unknown coefficients. This

equation is not sufficient to find the unknowns an. We therefore need N equations to

solve the problem which can be accomplished by enforcing the boundary conditions at

every segment of the structure. For the case of calculating the current distribution over a

conducting wire, we can observe the scattered field from each segment including the seg-

ment from which the observation is made. We will haveN linearly independent equations

for this case and the solution can be found numerically using computer codes.

The solution can be improved by using weighting (testing) functions as inner products

〈ω, g〉 that should satisfy the following conditions [12]:

〈ω, g〉 = 〈g, ω〉, (3.17)

〈xf + yg, ω〉 = x〈f, ω〉+ y〈g, ω〉, (3.18)

〈g∗, g〉 > 0, if g 6= 0, (3.19)
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3.5 Method of Moments

〈g∗, g〉 = 0, if g = 0. (3.20)

where x and y are scalars, and ω’s are the weighting functions. An example of a typical

inner product is

〈ω, g〉 =
∫ ∫

S

ω∗.g dS. (3.21)

After expanding the unknown distribution by using basis functions and after using the

weighting function, equation (3.1) can be given as

N
∑

n=1

an〈ωm, F (gn)〉 = 〈ωm, h〉. m = 1, 2, · · · , N (3.22)

It should be noted that if the Dirac delta function is used as testing function, the

method will be called point matching or collocation method. On the other hand, if the

same basis function is used as testing function the method is called Galerkin’s method.

Let us take an example of a thin wire placed along the z-axis with a constant applied

potential of V =1 V as shown in Fig. 3.5. The length of the wire is l = 1 m and its diameter

is a = 0.001 m. The aim is to apply MoM in order to find the charge distribution along

the wire length. The charge density (ρ(z′)) for this case can be given as

.

.

.

.

.

.

.

y

x

z

l∆
z

z1

z2

zN−1

zN

a

Figure 3.5: Segmentation of a straight wire with constant potential placed on z-axis.
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1

4πε0

∫ l

0

ρ(z′)

R(z, z′)
dz′ = V, (3.23)

where

R|x=y=0 =
√

a2 + (z − z′)2. (3.24)

It is clear from (3.23) and (3.24) that the observation is on z-axis. The integral equation

of the charge density can be solved numerically using MoM for the unknown ρ(z′) and

the known excitation source. The wire is discretised into N segments each of length

∆z =
l
N

and the unknown charge density is expanded into a series ofN terms of unknown

coefficients as

ρ(z′) =

N
∑

n=1

anρn(z
′), (3.25)

where ρn(z
′) is a pulse basis function that has a constant value over the length of the

segment and can be defined as

ρn(z
′) =



























0 if z′ < (n− 1)∆

1 if (n− 1)∆ ≤ z′ ≤ n∆

0 if n∆ < z′.

(3.26)

Thus, substituting (3.25) in (3.23) yields

∫ l

0

1

R(z, z′)

[

N
∑

n=1

anρn(z
′)

]

dz′ = 4πε0. (3.27)

This will be simplified by taking the summation outside the integration and can be

written as

N
∑

n=1

an

∫ l

0

ρn(z
′)

√

a2 + (z − z′)2
dz′ = 4πε0. (3.28)

By expanding the summation and make the observation at fixed points, z, in the centre

of each segment, equation (3.27) will be rearranged to be as
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a1

∫ ∆

0

ρ1(z
′)

√

a2 + (z1 − z′)2
dz′ + · · ·+ aN

∫ l

(N−1)∆

ρN (z
′)

√

a2 + (z1 − z′)2
dz′ = 4πε0,

...
...

...

a1

∫ ∆

0

ρ1(z
′)

√

a2 + (zN − z′)2
dz′ + · · ·+ aN

∫ l

(N−1)∆

ρN(z
′)

√

a2 + (zN − z′)2
dz′ = 4πε0.

(3.29)

Now, we have one equation for each segments with N unknowns. This can be written

in matrix form as

[Zmn][an] = [Sm], (3.30)

where

Zmn =

∫ n∆

(n−1)∆

ρn(z
′)

√

a2 + (zm − z′)2
dz′, (3.31)

and

an =

















a1

a2
...

aN

















, (3.32)

Sm =

















4πε0

4πε0
...

4πε0

















. (3.33)

Since the potential is fixed along the wire, all the values of [Sm] equal to (4πε0). A

Matlab code is used to solve (3.30) and find the charge distribution over the thin wire.

The unknowns an have been calculated by the inverting the matrix [Zmn] as

[an] = [Zmn]
−1[Sm]. (3.34)

The values of an are shown in Table 3.1 for the 7-segment solution, whereas, Fig. 3.6

shows the charge distribution over a thin wire for the 7-segment and 21-segment solutions.
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3.6 Finite Element Method

It can be clearly seen that increasing the number of segments will increase the accuracy

of the solution.

Table 3.1: Calculated unknown coefficient of the charge distribution for 7-segment dis-

cretisation.
Coefficient Value (pC/m)

a1 8.98

a2 8.14

a3 7.93

a4 7.87

a5 7.93

a6 8.14

a7 8.98

3.6 Finite Element Method

The origin of the FEM dated back to 1940s when it was used for structural analysis.

However, the first use for FEM in solving electromagnetic problems was in late 1960s

[38]. FEM is one of the most powerful and efficient computational methods in solving

irregular and complex geometries and inhomogeneous dielectric.

The finite element solution of any problem involves the following basic steps:

• meshing the solution domain into finite number of subdivisions or elements,

• deriving of the element matrix,

• assembling all elements matrices,

• finding the solution of the system matrix.

The element size need to be small enough to achieve an acceptable solution accuracy.

Thus, it is recommended that the element size should be less than 1/10 of the wavelength.

This will ensure that the field across the element can be easily approximated by using

one of the expansion functions. Several cell shapes can be used in the discretisation

process. It is not necessary to subdivide the structure by using identical cells or elements

throughout the whole structure. Fig. 3.7 illustrates the meshing of a cylinder cross section

by using triangular cell with different sizes. Each node has a unique number within the

cell called the local number, where xei refers to the location of the ith node in the eth
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Figure 3.6: Charge distribution over a thin wire.
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element. In contrast, each node is assigned a number from 1 to Ne to represent the node

in the whole domain which is so called the global number. The governing equation will

be imposed over each element, and the element expansion functions will then be collected

after applying the boundary conditions to form the matrix system equation. Solving the

system equation leads to find the unknown coefficients which may represent the field at

the nodes for node-based solution, or at the edges for edge-based solution.

Figure 3.7: Discritisation of a cylinder cross section into 42 triangular cells which involves

31 nodes and 72 edges.

The element matrix equation for a two-node element can be represented by

[Ae
ij ][U

e
j ] = [bei ], (3.35)

where Ue
j is the field at node i of the eth element and [bei ] is the excitation vector. The

entries of [Ae
ij ] depend on the governing equation and the boundary condition and can be

given by

[Ae
ij ] =





Ae
11 Ae

12

Ae
21 Ae

22



 . (3.36)

In the following example, FEM will be applied to find the reflection coefficient, Γd,

of a metal-backed dielectric slab when illuminated by a plane wave given by

Ei
z = ejk0x. (3.37)

The reflected field from this structure can be written as
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3.6 Finite Element Method

Eref
z = Γde

−jk0x. (3.38)

Assume that the dielectric slab shown in Fig. 3.8 has a thickness of t = 0.3λ0 , a

dielectric constant εr = 2 − jβ and a permeability of µr = 1. FEM will be employed to

solve the differential form of the general wave equation [39]:

d2Ez

dx2
+ k20εrEz = 0. (3.39)

y

x

∆t

· · ·
Ez = 0

e = 1 e = 2

e = Ne

x = t + ∆t

x = t

Figure 3.8: Subdividing the metal-backed dielectric slab into finite number of elements.

Using the following boundary conditions: Ez(0) = 0, and
(

d2Ez

dx2 + jk20Ez

)

|x=xa
=

2jk0e
jk0xa

The computed reflection coefficient, ΓFEM
d , will then be compared with the exact

value,Γexact
d , which can be given as

Γd = −Z0 − jZ tan(k0
√
µrεrt)

Z0 + jZ tan(k0
√
µrεrt)

, (3.40)

where Z0 = 120π, and

Z = Z0

√

µr

εr
. (3.41)
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3.7 Finite Difference Time Domain Method

The first step is to divide the geometry into Ne elements each of width ∆t including

one element representing the region t < x < t + ∆t which is air-filled region. The

number of elements should be more than 10 elements per wavelength; or in other words,

the element size should be less than λd/10, where λd is the wavelength in the dielectric.

Based on 3.39, the entries of element equation will be [40]

Ae
11 = Ae

22 =
1

∆t
− k20εr∆t

3
, (3.42)

Ae
12 = Ae

21 = − 1

∆t
− k20εr∆t

6
. (3.43)

After forming an equation for each element, they will be assembled to obtain Ne

equations. The entries of the first and last elements equation will be zero due to enforcing

the boundary conditions, whereas, the equation of the other elements will be written in

the form of

[0, 0, · · · , A(m−1)m, Amm, Am(m+1), 0, · · · , 0][Uz] = 0, (3.44)

where [Uz] = [Uz1, Uz2, Uz3, · · · , UzNe
] is the unknown coefficients of the node field,

A(m−1)m = Am−1
21 , Amm = Am

11 + Am−1
22 and Am(m+1) = Am

12. The excitation column will

contain only one entry that is b12 = 2k0e
jk0(t+∆t).

After solving the assembled system, the reflection coefficient will be given as

ΓFEM
d =

Uz11 − Ei
z(t+∆t)

Ei
z(t+∆t)

. (3.45)

Fig. 3.9 show the variation of ΓFEM
d against the loss factor β for different number of

elements and compared with the exact solution Γexact
d .

3.7 Finite Difference Time Domain Method

FDTD is one of the finite difference methods that approximate derivatives with finite

differences. The FDTD method is a time domain implementation of Maxwell’s curl equa-

tions firstly proposed by Yee in 1966 and is widely used for solving dynamic electromag-

netic problems [35].

The solution procedure of finite difference methods involves subdividing the solution

region into grids and nodes, approximating the derivatives of the differential equations

48



3.7 Finite Difference Time Domain Method

0 1 2 3 4 5
0.4

0.5

0.6

0.7

0.8

0.9

1

β

|Γ
d|

 

 
exact
N

e
=11

N
e
=7

N
e
=3

Figure 3.9: The numerically computed reflection coefficient versus loss parameter at nor-

mal incidence compared with analytical value Γexact
d .

using finite differences and solving the finite difference equations at each node after ap-

plying the boundary conditions. In these finite difference approximations, the value of the

variable at a node will be related to the values at the neighbouring nodes.

Before describing the FDTD method in solving various electromagnetic problems, I

will introduce the basic approach of the finite difference approximation of derivatives at

discrete set of points. For the function shown in Fig. 3.10, the derivative at point Q can

be approximated to find the slope of the arc QB by using the forward-difference formula

[34],

f ′(xQ) ≃
f(xQ +∆x)− f(xQ)

∆x
, (3.46)

or by using the backward-difference formula to find slope of the arc AQ,

f ′(xQ) ≃
f(xQ)− f(xQ −∆x)

∆x
, (3.47)

or the central-difference formula to find the slope of the arc AB,

f ′(xQ) ≃
f(xQ +∆x)− f(xQ −∆x)

2∆x
. (3.48)
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3.7 Finite Difference Time Domain Method

The second derivative can be given as

f ′′(xQ) ≃
f ′(xQ +∆x/2)− f ′(xQ −∆x/2)

2∆x
, (3.49)

which can be simplified to

f ′′(xQ) ≃
f(xQ +∆x)− 2f(xQ) + f(xQ −∆x)

(2∆x)2
. (3.50)

f(
x)

A

B

Q

xx
Q x

Q
+∆ xx

Q
−∆ x

Figure 3.10: Approximating the derivative of f(x) at point Q.

Taylor’s series can be alternatively used to find the derivative of the above function.

However, this will be accomplished by an error, O(∆x), due to truncating the expan-

sion. We can achieve higher order approximation from Taylor’s series by taking more

terms. The truncation error can be decreased also by reducing the mesh size and the time

increment, ∆t.

3.7.1 Yee’s cell

Yee has proposed the finite difference algorithm and defined the grid point in the solution

region as

50



3.7 Finite Difference Time Domain Method

(i, j, k) ≡ (i∆x, j∆y, k∆z), (3.51)

where any function can be represented in space and time as

fn(i, j, k) ≡ f(i∆s, j∆s, k∆s, n∆t), (3.52)

where i,j,k and n are integers, ∆s = ∆x = ∆y = ∆z is the space step and ∆t is the time

step.

The space and time derivative of (3.52) with respect to x and t using the central-

difference formula can written as

∂fn(i, j, k)

∂x
=
fn(i+ 1/2, j, k)− fn(i− 1/2, j, k)

∆s
+O(∆s2), (3.53)

∂fn(i, j, k)

∂t
=
fn+1/2(i, j, k)− fn−1/2(i, j, k)

∆t
+O(∆t2). (3.54)

The components of E and H can be positioned in Yee’s cell by applying (3.53) to

Maxwell’s equations as shown in Fig. 3.11. The finite difference approximation of Maxwell’s

scalar equations for the components of electric and magnetic fields can be given by ap-

plying (3.54) as

Hn+1/2
x (i, j + 1/2, k + 1/2) = Hn−1/2

x (i, j + 1/2, k + 1/2)

+
∆t

µ(i, j + 1/2, k + 1/2)∆s
[En

y (i, j + 1/2, k + 1)

−En
y (i, j + 1/2, k)

+ En
z (i, j, k + 1/2)−En

z (i, j + 1, k + 1/2)], (3.55)

Hn+1/2
y (i+ 1/2, j, k + 1/2) = Hn−1/2

y (i+ 1/2, j, k + 1/2)

+
∆t

µ(i+ 1/2, j, k + 1/2)∆s
[En

z (i+ 1, j, k + 1/2)

− En
z (i, j, k + 1/2)

+ En
x (i+ 1/2, j, k)− En

x (i+ 1/2, j, k + 1)], (3.56)
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Figure 3.11: Positioning the fields components on Yee’s cell.

Hn+1/2
z (i+ 1/2, j + 1/2, k) = Hn−1/2

z (i+ 1/2, j + 1/2, k)

+
∆t

µ(i+ 1/2, j + 1/2, k)∆s
[En

x (i+ 1/2, j + 1, k)

− En
x (i+ 1/2, j, k)

+ En
y (i, j + 1/2, k)−En

y (i+ 1, j + 1/2, k)], (3.57)

En+1
x (i+ 1/2, j, k) = (

σ(i+ 1/2, j, k)∆t

ε(i+ 1/2, j, k)
)En

x (i+ 1/2, j, k)

+
∆t

ε(i+ 1/2, j, k)∆s
[Hn+1/2

z (i+ 1/2, j + 1/2, k)

−Hn+1/2
z (i+ 1/2, j − 1/2, k)

+Hn+1/2
y (i+ 1/2, j, k − 1/2)−Hn+1/2

y (i+ 1/2, j, k + 1/2)], (3.58)
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3.7 Finite Difference Time Domain Method

En+1
y (i, j + 1/2, k) = (

σ(i, j + 1/2, k)∆t

ε(i, j + 1/2, k)
)En

x (i, j + 1/2, k)

+
∆t

ε(i, j + 1/2, k)∆s
[Hn+1/2

x (i, j + 1/2, k + 1/2)

−Hn+1/2
x (i, j + 1/2, k − 1/2)

+Hn+1/2
z (i− 1/2, j + 1/2, k)−Hn+1/2

z (i+ 1/2, j + 1/2, k)], (3.59)

En+1
z (i, j, k + 1/2) = (

σ(i, j, k + 1/2)∆t

ε(i, j, k + 1/2)
)En

z (i, j, k + 1/2)

+
∆t

ε(i, j, k + 1/2)∆s
[Hn+1/2

y (i+ 1/2, j, k + 1/2)

−Hn+1/2
y (i− 1/2, j, k + 1/2)

+Hn+1/2
x (i, j − 1/2, k + 1/2)−Hn+1/2

x (i, j + 1/2, k + 1/2)]. (3.60)

It can be noticed from Fig. 3.11 and (3.55)-(3.60) that the field components have been

represented at half-time steps and occupy a quarter of a unit cell. When writing an FDTD

computer code to implement (3.55)-(3.60), the user needs to use the results from one type

of fields to calculate another type in the same time step.

3.7.2 FDTD solution stability

In order to achieve a high accuracy and stability, the space and time steps should satisfy

particular condition. For the space step, the increment ∆s need to be in the order of

λ/10 as mentioned earlier in this chapter. In other words, we need at least ten cells per

wavelength. In contrast, the time increment ∆t is subject to the stability condition given

by [34]

νmax∆t ≤
[

1

∆x2
+

1

∆y2
+

1

∆z2

]−1/2

, (3.61)

where νmax is the maximum wave velocity. As long as a cubic cell is used (i.e ∆x =

∆y = ∆z = ∆s), then (3.61) can be simplified as follows

νmax∆t

∆s
≤ 1√

n
, (3.62)
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where n is the space dimensions number. Practically, the higher the νmax∆t
∆s

ratio, the more

stable the solution.

3.8 Perfectly Matched Layer

We have learnt from the previous sections in this chapter that a stable and accurate so-

lution can be achieved by using fine meshing. However, it is impossible to simulate an

infinite or large solution domain when using small mesh size due to the limitations in the

computational resources. This enforces us to terminate or truncate the solution domain

into an area close to our structure in order to reduce the number of elements, and hence

reduce the solution time. A specific boundary condition can be employed to truncate

the computational domain which is so called Absorbing Boundary Condition. There are

various types of the absorbing boundary condition, however, only the perfectly matched

layers (PMLs) will be discussed as they are commonly used in the commercial full-wave

simulators. PML is a layer of absorbing material surrounding the solution region that

absorbs all incident waves at any angle without reflection as depicted in Fig.3.12. This

is the same as the operation of anechoic chambers in practical measurements, where the

accuracy of the results depends primarily on the absorbing properties of the material.

absorbing layer

radiated waves

radiator, scatterer, ...etc
Structure to be Simulated:

(b)

radiated waves

radiator, scatterer, ...etc
Structure to be Simulated:

(a)

absorbing layer

absorbing layer

ab
so

rb
in

g 
la

ye
r

ǫ1, µ1

ǫ0, µ0ǫ1, µ1

ǫ0, µ0

Figure 3.12: Typical electromagnetic problem: (a) infinite solution region, and (b) the

same problem with truncated computational domain using PMLs.

There are two formulations of PML: the first one is the split-field PML, which is

proposed by Berenger [41]. In this formulation, for the case of TE mode with Ez = 0 =

∂
∂z

, the field components will be four rather than three (i.e Ex, Ey, Hzx and Hzy). The

second formulation is called the uni-axial PML or UPML, where the PML is represented
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3.9 Hybrid Computational Methods

by anisotropic absorbing materials. In all cases, the user needs to select the depth and

conductivity of PML. In practical cases, the depth of PML could be the same as ∆s and

the conductivity should be very high (σ ≈ ∞).

3.9 Hybrid Computational Methods

All the computational methods introduced in this chapter have their own merits and lim-

itations. For instance, FEM fails to treat the highly conducting surfaces efficiently as it

needs to mesh the area between the absorber and the radiator [35], whereas this can be

implemented efficiently using MoM. Thus, the combination of FEM with MoM in a hy-

brid FEM-MoM method will be useful. Another example is exploiting the useful features

in FDTD, such as the computational efficiency, and combine it with feature of body con-

forming meshing in FEM to form the hybrid FEM-FDTD [33]. In some cases, it is better

to treat different parts of the electromagnetic problem with different methods to get bene-

fit from the advantages of each method such as the hybridisation of FDTD-MoM [42]. In

this hybrid method, the regions which will be solved using different methods need to be

physically-unconnected.

3.10 Chapter Summary

This chapter provided an overview on the computational methods that are used to solve

different electromagnetic problems. The first half of the chapter has highlighted some of

the basis functions that have been used in numerical methods. In addition, the calculation

of the stability and accuracy of the numerical solution has been presented. The second half

described briefly the most popular computational methods in electromagnetics including

MoM, FEM and FDTD methods. Two of these methods (i.e MoM and FEM) have been

used throughout this thesis to analyse the designed nanoantennas.
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Chapter 4

Design and Optimisation of

Nanoantennas for Solar Energy

Harvesting
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4.1 Design Considerations

The field of nanoantennas has received significant worldwide interest from researchers

in the last few years due to the advances in nanoscience and nanotechnology. The research

efforts primarily aimed to translate and scale down the microwave theories into optical

region. The main attractive characteristic in nanoantennas is their ability to enhance and

localise the fields in a small area, which has made them preferable in many different

applications such as spectroscopy [43] [44], high-resolution microscopy [45] [46], sensing

and detection [47] [48] [49] [26] [50], mixing [51], multiplexing [52] and photovoltaics

[9] [53] [54] [55] [56]. It is worth mentioning here that the feed gap in optical regime

plays a totally different role from that in radio frequencies. In RF antennas, the feed

gap is matched to the excitation source to ensure that there is no discontinuity between

antenna arms [16]. In contrast, the feed gap in optical regime is a high impedance region

that holds a strong field intensity. Thus, the gap needs to be engineered to achieve the

desired characteristics.

This chapter demonstrates the design and simulation of nanoantennas for solar energy

harvesting and provides a performance comparison of different types of nanoantennas that

fit with this application. Moreover, the chapter introduces the approach of coupling two

or more elements in one structure in order to enhance the performance. The simulation

results of this chapter have been published in [57], [58] and [59].

4.1 Design Considerations

Many approaches and designs have been previously studied that are dedicated to col-

lect solar energy by using nanoantennas. This had been initially proposed by Bailey in

1972 [16]-[1]. The concept of collecting solar energy from sun and earth radiation us-

ing nanoantennas is based on the fact that when an electromagnetic wave is incident to

a nanoantenna, a time-varying current will be induced on the antenna surface, and thus,

a voltage will be generated at the feed gap of the antenna [60]. This induced current, or

generated voltage, will oscillate at the frequency of the incident wave. Hence, in order to

obtain DC power, a suitable rectifier should be embedded at the feed point of the antenna.

Consequently, the performance of the investigated nanoantennas is measured in terms of

the captured electric field at the feed gap.

In the last few years, numerous schemes and designs for collecting solar energy have

been presented. In this chapter, we will present the design of four solar nanoantennas

resonating around 13 µm including dipole, square spiral, logarithmic spiral and bowtie
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4.1 Design Considerations

nanoantenna, and investigate their performance.

Before getting started with the design procedure of a nanoantenna, the designer need

to be concerned with several aspects. These include the material choice, configuration,

frequency range, source excitation and boundary conditions. These aspects are described

in details in the following subsections.

4.1.1 Material choice

There exists a significant difference between material properties at RF and optics, which

necessitates careful consideration and special characterization of the optical properties of

materials employed. In the RF region, metals are considered as perfect electrical conduc-

tors, however, in the case of nano-scale antennas operating at the optical and IR regimes,

metals no longer behave as perfect conductors [61]. They exhibit lower conductivity (par-

ticularly at optical frequencies) and have frequency-dependent dielectric properties [26].

These dielectric properties, ε, and the refractive index, N , of metals have complex form

and can be written as

ε = ε′ + iε′′ = N2 = (n + ik)2, (4.1)

where the real part is negative and higher than the imaginary part. The absorption prop-

erties are very high in noble metals at optical frequencies, however they tend to be lower

within the IR regime and approximately disappear in radio frequencies. Ohmic absorption

is determined by ε′′ which is related directly to the metal conductivity σ(ω). Therefore,

choosing a metal with low ε′′ can keep the Ohmic losses low [45].

Since nanoantennas are usually supported by a dielectric substrate, thus, for the sur-

face plasmon resonance occurrence condition, the real part of the dielectric function for

the two materials (i.e metal and dielectric) need to have different signs. The negative real

part of the dielectric properties has a crucial role in producing the surface palsmon reso-

nance as it results in absorption and scattering at certain frequencies. According to Mie

description, the condition for the resonance in two spheres occurs when ε′ = −2 [62].

Classical models have been widely used to characterise the dielectric properties of

metals at visible and IR regimes such as Debye, Drude and Lorentz models. Some of

the classical models fail in describing the dielectric properties accurately within a certain

frequency range [63]. Thus, these models can be modified by fitting with experimental

data within the desired frequency range [64]. Another approach to address the inaccuracy

problem is to develop a hybrid model such as the Drude-Lorentz model.
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Several noble metals have been considered in recent nanoantenna designs such as gold

[65] [66] [67] [68], silver [61] [69] [70], Nickel [71] [72] and Aluminium [73] [74] at

both visible and IR wavelengths. The material choice for a given application has received

significant interest recently in order to find the best optical material to be employed in

nanoantenna design [75] [56].

It is demonstrated that gold is the best choice among various materials used in nanoan-

tennas due to its chemical stability and the fact that it suffers from less oxidation compared

with other materials [3]. In this work, gold will therefore be adopted in designing our

nanoantennas. The dielectric properties of gold, which is used in simulations, is obtained

from fitting the experimental data into Drude model [64], i.e.

ε(ω) = ε∞ −
ω2
p

ω2 − iωωτ

, (4.2)

where ε∞ represents the contribution of the bound electrons to the relative dielectric con-

stant, ωp is the plasma frequency (rapid oscillation of the electron density in conducting

media such as metals) and ωτ is the damping frequency. Fig. 4.1 shows the real and

imaginary parts of the frequency-dependent dielectric properties of gold.

The dielectric parameters are frequency-dependent as shown in (4.1), however, it is

commonly approved in the research literature [26] that the material parameters at a single

frequency close to the resonance can be used instead of the frequency-dependent vari-

able ε(ω). An acceptable agreement is maintained as long as the imaginary part of ε is

included.

4.1.2 Configuration

The ability of nanoantennas for confining the electric field in a small hot area has been

widely studied. The research on nanoatennas started with investigating the light scat-

tering from single nanoparticles then developed and extended to couple two particles in

an antenna form. Several types of structures have been recently used as nanoantennas,

however, only simple structures have been considered in theoretical studies due to the

simple scattering problem in these structures in both the visible and IR regimes. This in-

clude dipoles [52] [71] [73] [76], bowties [77] [78] [27] [79], square spirals [60] [1] [66],

Archimedean spirals [80] [81], loops [82] and dimers or disks [83] [29]. In some cases,

more than two elements have been coupled together in one single antenna to increase the

localised field into the antenna feed gap such as the cross nanoantennas [45] [28] [84] and
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Figure 4.1: Dielectric constant of gold as a function of wavelength, real (solid line) and

imaginary (dashed-dotted line).

the Yagi-Uda structure [85]. Numerous attempts have investigated the geometrical effect

on the antenna response by comparing the performance of different configurations to find

the optimum one for a particular application [53] [86] [87] .

In this work a study is conducted of the dipole, bowtie and spiral nanoantennas into

their feasibility to capture the IR solar radiation for energy harvesting in single and array

forms. These structures feature most of the radiation properties in their RF counterparts,

however the feed gap role and the metal dispersion at these frequencies should be carefully

considered.

4.1.3 Frequency range and source excitation

The power density of the solar radiation that reach the Earth’s atmosphere is approxi-

mately 1370 W/m2 over a wide spectrum. This spectrum can be classified into three main

bands: ultraviolet (UV) radiation (λ < 400 nm) of which the content is less than 9%;

visible light (400 nm < λ < 700 nm) where the content is approximately 39%; and the

remaining 52% consisting of infra-red (IR) [2]. The collection of solar radiation can be

either in the visible range of the electromagnetic spectrum or in the IR range. Designing
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nanoatennas for photovoltaics in the visible range is quite challenging due to the fact that

the metal conductivity at these wavelengths is very low (i.e high losses). The second rea-

son is the difficulty in designing ultrafast diodes that will be able to rectify signals in this

range of THz frequencies. This fact has motivated researchers to exploit the unused part

of the solar spectrum and move up to the IR wavelengths. Some of the IR energy will

be absorbed or reflected back by the atmosphere and the rest will be re-radiated to the

earth’s surface in the wavelength range of 4 − 25 µm [88]. The wide range of reradiated

IR energy gives the designer the freedom to move within this range in the design process.

In our theoretical work, we have designed our antennas to be resonated within 7− 14 µm

where most of the energy is expected [1].

4.1.4 Simulation method and boundary conditions

This subsection describes the main components and procedures in simulating the designed

nanoantennas. The Finite Element Method (FEM) of COMSOL Multiphysics is used

to simulate the gold nanoantennas, which are placed on a 20 µm silica glass substrate

with εr=2.09. The nanoantenna is illuminated vertically (normal incidence) by a linearly

polarised plane wave with a 1 V/m E-field magnitude, which has been launched from

z-direction, followed by calculation of the electric field across the antennas’ feed gap.

The plane wave excitation has the form of sz = E0 exp(−jk0y) with polarisation parallel

to antenna axis.

When designing a structure in COMSOL Multiphysics, the typical modeling steps

include:

1- Creating the geometry using the CAD features

2- Discretising (Meshing) the structure

3- Defining the excitation and the boundary conditions on the domains

4- Solving the model

5- Postprocessing the solution

6- Performing parametric studies when needed.

Fig. 4.2 illustrates the simulation model and the boundary conditions, where perfectly

matched layers (PMLs) of thickness 10 µm have been applied at the top and bottom of the
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simulation model to reduce reflections from these boundaries. The incident plane wave

is generated by an electric field source located on the xy-plane, 20 µm above the antenna

(directly below the upper PML).

Figure 4.2: The illuminated nanoantenna with the simulation domain and the boundary

conditions.

The performance of the bowtie nanoantenna is measured in terms of the captured

electric field at the feed gap. The PMLs are included within the structure in order to

eliminate or reduce the reflected waves [38].

COMSOL Multiphysics uses FEM techniques to solve Maxwell’s equations for many

problems in the field of electromagnetic waves, such as RF systems, photonics and optics.

The mathematical equations utilised in the simulations can be derived from the first and

second Maxwell’s equations.

∇×E = −jωB, (4.3)

∇×H = −jωD+ J, (4.4)
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Using the constitutive relations for linear materials D = εE and B = µH, as well as a

current J = σE, the above equations become

∇× E = −jωµH, (4.5)

∇×H = jωεE+ σE. (4.6)

The last two equations can be combined into either an equation for the electric field or

one for the magnetic field, however, an equation is used for calculating the electric field

by taking curl (∇× ) on both sides of (4.5), i.e.

∇× (∇× E) = −jωµ(∇×H), (4.7)

Substituting (4.6) in (4.7) yields

∇× (∇× E) = −jωµ(jωεE+ σE), (4.8)

Equation (4.8) can be simplified as

∇× (µ−1∇×E)− k20E(εr − j
σ

ω
) = 0, (4.9)

where k0 = ω
√
ε0µ0, µ0 = 4π × 10−7Hm−1 is the permeability and ε0 = 8.854 ×

10−12 Fm−1 is the permittivity in free space. This last equation is used in FEM-based

software to calculate the electric field around the designed antennas.

The Area Under Curve (AUC) is used to measure the performance of the designed

nanoantennas [89] [90], where its value has been calculated using the trapezoidal integra-

tion method using a uniform grid of K points (0.5 µm step increment) [91].

AUC ,

∫ b

a

E(λ) dλ ≈ 1

2

K
∑

k=1

(λk − λk−1) [E(λk) + E(λk−1)], (4.10)

where a=10 µm, and b=200 µm.

COMSOL automatically meshes the geometry using an adaptive procedure, where

the mesh generator generates a finer mesh when there are many fine geometrical details.

In some cases, the problem does not converge, or the solution does not seem properly

resolved. Therefore, the designer needs to re-solve the problem using a finer mesh by

refining the existing mesh. Another approach is to mesh the structure manually by adjust-
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ing the maximum allowed mesh element size for particular domains in the structure. The

FEM approach approximates the solution within each element.

Small edges and details need a finer mesh to calculate the electromagnetic components

properly, whereas, in wide and open regions a low resolution meshing can be implemented

to avoid an excessive amount of mesh elements. It is important that the mesh size be

smaller than the operation wavelength, where it is recommended by COMSOL to use

10 elements per wavelength in order to solve the problem properly. Fig. 4.3 shows the

visualisation of the adaptive meshing for a bowtie nanoantenna where triangular elements

are used. It can be seen that the denser meshing is around the fine geometrical details such

as the tips of the bowtie. Finer meshing can be used to achieve more accurate results as

shown in Fig. 4.4, however, the finer the meshing the more the computational resources

needed.

Figure 4.3: Adaptive meshing of a bowtie nanoantenna using triangular elements.

4.2 Simulation Results

FEM simulations have been carried out in this work to investigate the performance of

nanoparticles and their utilisation as antennas at optical and IR frequencies, where gold

has been used as a noble metal in all cases throughout this work. When a nanoparticle
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Figure 4.4: Denser discretisation using finer meshing for more accurate solution. The

total number of elements in this domain is 27904 elements.

is illuminated by a plane wave, the free electrons on the surface will be induced and will

oscillate at the same frequency of the incident wave. Such oscillation leads to a surface

charge accumulation at the tips of the nanoparticle generating a concentrated electric field.

When a proper length of the finite-length rod, LR, is chosen, the surface charges will

propagate towards the ends producing surface plasmon resonance. Due to the reactive

characteristics of the ends, the propagation length will be extended outside the boundaries

of the metallic rod resulting in enhanced near-field intensities [3]. Based on Fabry-Pérot

model, the resonance occurs when the condition of k0LR = nπ is satisfied, where (n =

1, 2, 3, ...).

A 1µm long and 50nm wide gold rod has been illuminated by an IR plane wave of

magnitude 1 V/m and the electric field intensity around the structure is recorded as shown

in Fig. 4.5. It is quite evident that most of the field is confined around the tips of the rod,

which means that the rod is in resonance mode.

For the case of two-rod nanoantenna, the propagated surface charges towards the near

tips of both arms will be confined and concentrated at the gap generating a highly en-

hanced near-field intensity due to the harmonic oscillation of the rods. The field en-

hancement inside the gap can be determined by engineering the gap size. In addition, the
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resonance of the two-arm nanoantenna can be controlled by properly choosing the materi-

als and the geometrical dimensions of the antenna. The ability of the gold nanoparticle to

confine and enhance the electric field in the near-field region has led to their use as anten-

nas for many applications by scaling down the classical electromagnetic theory. Fig. 4.6

shows the electric field intensity around the identical-rod nanoantenna, where it can be

seen that most of the electric field has been concentrated in the 25nm feed gap region.

It is worth mentioning that the configuration of Fig. 4.6 exhibits a dipolar radiation when

illuminated by a plane wave polarised along the antenna axis.

Figure 4.5: Near-field intensity around the 1µm single rod when vertically illuminated

by a plane wave parallel to its axis at IR regime.

Figure 4.6: Electric field concentration in the gap of two-rod nanoantenna at resonance.
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By comparing the spectra of the single rod with that of the two-rod structure, a larger

electric near-field intensity can be observed for the two-arm nanoantenna due to the cou-

pling between the two identical rods. In this configuration (i.e two-rod nanoantenna), the

near-field intensity can be further enhanced by reducing the gap width, where it is shown

that the smaller the gap size, the larger the electric field captured.

The current distribution on the surface of the single rod nanoparticle at resonance is

shown in Fig. 4.7, where it is clearly shown that it exhibits approximately sinusoidal dis-

tribution which is quite similar to that of the half wavelength RF dipole antenna (as we

will see in chapter 6). On the other hand, it is clearly noticed that there is a significant null

in the surface current distribution for the two-rod nanoantenna within the gap region as

shown in Fig. 4.8. This discontinuity in the current distribution is due to the mismatched

air gap in nanoantennas, which represents one of the main differences between nanoan-

tennas and their counterparts in RF regime. Figs. 4.7 and 4.8 illustrate the magnetic field

on the surface of the single- and two-rod nanoantennas, where the current distribution can

be found by integrating the magnetic field along the antenna surface.

Figure 4.7: Magnetic field on the surface of the single rod nanoantenna.

4.2.1 Dipole nanoantenna

Two golden rods can be placed together to form a dipole antenna. This type of nanoan-

tennas has been studied previously for different applications such as spectroscopy, bio-

sensing, cancer treatment, and near-field probes [92]. The dipole nanoantenna in Fig. 4.9

with dimensions of (2µm× 100nm) and a gap of 50nm has been simulated and its cap-
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Figure 4.8: Magnetic field on the surface of the two-rod nanoantenna.

tured electric field has been recorded. Fig. 4.10 shows the electric field concentration

at resonance in the gap of and around the dipole nanoantenna, wheres Fig. 4.11 illus-

trates the variation of the electric field inside the gap of the dipole nanoantenna versus the

wavelength.

y

x

 100 nm

50 nm

2
µ
m

Figure 4.9: Configuration of the dipole nanoantenna.

It is clearly shown that most of the electric field has been captured in the gap re-

gion with a trivial field is concentrated around the antenna tips. In addition, it should be

mentioned that there is no flexibility in this type of antennas to increase or optimise the

electric field in the gap. The only approach is to vary the gap size or increase the rods

width. There are other techniques to increase the captured electric field such as arrays,

however the ability to build an array from this configuration is difficult if not impossible.
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Figure 4.10: Electric field concentration in the gap of dipole antenna.
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Figure 4.11: Electric field along the gap of the dipole nanoantenna versus the wavelength.
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4.2.2 Square spiral nanoantenna

Spiral antennas are good resonators that can capture a large energy at resonance. The

square spiral nanoantenna illustrated in Fig. 4.12 is designed for solar energy harvesting

application. The square spiral nanoantenna in this study has 6 arms with an arm width

of 50 nm and a gap of 50 nm, and overall dimensions of (1.25µm× 1.25µm). Fig. 4.13

shows the designed spiral nanoantenna at its resonance, where a large electric field is

concentrated at the gap, whereas Fig. 4.14 shows the variation of the electric field against

wavelength for the square spiral nanoantenna. The performance of this type of antennas

can be enhanced by increasing the number of arms which in turn increases its aperture

area that plays a significant role in the gain of the antenna. However, the problem with

this type is the difficulty in configuring an array by connecting many elements by their

feed gaps. The main aim of the array is to combine the captured electric field from each

of its element, whereas in this case the arms will prevent embedding feeding lines due to

overlapping.

y

x

1.25 µm

1
µ
m

50 nm

Figure 4.12: Configuration of the square spiral nanoantenna.

4.2.3 Logarithmic spiral nanoantennas

The logarithmic spiral nanoantenna consists of two identical arms with a shift of 180o

with respect to each other. The curves of its arms can be described by the following polar

formula,

r = Roe
aφs , (4.11)

70



4.2 Simulation Results

Figure 4.13: Square spiral nanoantenna at resonance with a concentrated electric field at

its gap.

where Ro is a constant that controls the initial radius of the curve, a determines the in-

creasing rate of r and φs is the angle in radians. Fig. 4.15 shows the configuration of

the logarithmic spiral nanoantenna that is designed to resonate around 13 µm, whereas

Fig. 4.16 illustrates the electric field intensity around the structure of the antenna. The cap-

tured electric field versus the wavelength for the logarithmic spiral nanoatenna is shown

in Fig. 4.17.

4.2.4 Bowtie nanoantenna

A bowtie antenna consists of two triangles facing each other from their apices with a

suitable gap to form a dipole configuration. The performance of nano-gap bowtie antennas

depends on many geometrical parameters, including bowtie size, apex angle, and gap size

[93]-[94]. The electric field is typically concentrated at the gap of the bowtie antenna

due to the Coulomb field, and the gap will act as a capacitor [92]. Thus, for particles in

the vicinity (i.e. a short gap) one can expect to obtain an electric field in the gap larger
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Figure 4.14: Variation of the electric field versus wavelength for the square spiral nanoan-

tenna.

Figure 4.15: Configuration of the logarithmic spiral nanoantenna.

than that of isolated particles. The bowtie is a linearly polarised antenna and has broad

beam perpendicular to the plane of radiation. The impedance of the bowtie antenna can be

calculated theoretically using the transmission line theory as given by 4.12[21], and can

be changed by varying the flare angle which may change the resonant wavelength slightly
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Figure 4.16: The captured Electric field at resonance for the logarithmic spiral nanoan-

tenna.

[95].

Z =
η0

2
√
εeff

K[cos(φ/2)]

K[sin(φ/2)]
, (4.12)

where

K(α) =

∫ 1

0

dx
√

(1− x2)(1− α2x2)
, (4.13)

K(α) is the complete elliptic integral of the first kind, η0 is the free-space intrinsic

impedance and εeff is effective dielectric constant, which at infrared frequencies close

to 30 THz, equals the dielectric constant of the substrate, and φ is the flare angle of

the bowtie. In our case we have chosen a flare angle of 90o that corresponds to bowtie

impedance of approximately 50 Ω according to theory, however this value can be changed

as required by the application. The dimensions of the designed bowtie nanoantenna are

2µm× 2µm as shown in Fig. 4.18.

The bowtie nanoantenna shown in Fig. 4.18 is a suitable candidate to replace nano-
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Figure 4.17: Variation of the electric field versus wavelength for the logarithmic spiral

nanoantenna.
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Figure 4.18: Structure of the bowtie nanoantenna.

dipole antennas as it produces a stronger electric field in the antenna’s gap. In addition,

this configuration gives the designer the freedom to vary several antenna parameters in

order to increase the captured electric field in the gap, which is a key factor in this ap-

plication. These parameters include the gap size, apex angle, and antenna dimensions.

Another advantage of bowtie nanoantennas is the ability of building an array by coupling

many bowtie elements in one configuration and combining the electric field from each

element at the array feeding point, where a rectifier can be embedded as demonstrated in

the following chapter. The electric field is concentrated in the gap of the bowtie nanoan-
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tenna as shown in Fig. 4.19 for a (2µm× 2µm) structure with an apex angle of 90o and a

gap of 50 nm .

Figure 4.19: Electric field concentration in the gap of bowtie nanoantenna.

Fig. 4.20 shows the variation of the electric field as a function of the wavelength for the

the bowtie nanoantennas. All the nanoantennas in this chapter exhibit a resonant wave-

length around 13 µm, however, the magnitude of the captured electric field at resonance is

different. It is clear that the spiral antenna has the largest value compared with the bowtie

and the dipole nanoantennas, whereas the latter has the lowest value of electric field. The

AUC is calculated for each type and the values are 0.012, 0.014, 0.0097 and 0.019 µV for

the dipole, square spiral, logarithmic spiral and bowtie nanoantennas, respectively. It is

thus demonstrated that the bowtie nanoantenna has larger AUC compared with the other

types, which is more advantageous in this application.
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Figure 4.20: Variation of the electric field versus wavelength for the designed bowtie

nanoantenna.

4.3 Polarisation Response

In polarisation division multiplexing (PDM) systems, it is possible to send/receive two

carrier wavelengths with different polarisation by a single antenna, which should have a

high polarisation discrimination ratio (i.e. sensitive to polarisation) [52]. However, in

the solar energy harvesting application it is preferred that the nanoantenna exhibits lower

polarisation discrimination ratio and responds well to both orthogonal polarisations (x-

and y-polarisation). A simulation procedure was performed to calculate the polarisation

ratio for the four nanoantennas at their resonance. Two orthogonal plane waves have

been launched and the responses of the nanoantennas at the resonant wavelength were

recorded. Subsequently, the polarisation discrimination ratio was calculated for each

antenna. Figs. 4.21, 4.22, 4.23 and 4.24 show the response (in dB) to two orthogonal

plane waves against the wavelength for the dipole, square spiral, logarithmic spiral and

bowtie nanoantennas, respectively. It is shown from the figures that the logarithmic spi-

ral nanoantenna has the lowest polarisation discrimination ratio of 4.1 dB , whereas the

ratios of the square spiral, dipole and bowtie nanoantennas were 7.25 dB, 21.95 dB and

50.46 dB, respectively. Numerical simulations showed that although the logarithmic spi-
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ral nanoantenna exhibits lower polarisation ratio, its geometry is not suited for antenna

array configurations. Furthermore, the computed AUC was lower compared to the bowtie

structure too.
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Figure 4.21: Response of the dipole nanoantennas to two orthogonal polarisations.

4.4 Increasing The Near-field Enhancement By Coupling

More Antenna Elements

In the single-element case, the captured signal is often not sufficient to drive the rectifier.

Thus, it is necessary to increase the gain of the receiving antenna by increasing its elec-

trical size. This can be accomplished by assembling the single-element antennas in an

electrical and geometrical configuration, which is referred to as an array. The total field

captured by the array is determined by the vector addition of the fields captured by the

individual elements. This assumes that the fields from the elements of the array interfere

constructively.

The factors that control the overall performance of an array with identical elements

are [13]:

• geometrical configuration.
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Figure 4.22: Response of the square spiral nanoantennas to two orthogonal polarisations.
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Figure 4.23: Response of the logarithmic spiral nanoantennas to two orthogonal polarisa-

tions.
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Figure 4.24: Response of the bowtie nanoantennas to two orthogonal polarisations.

• space between the elements.

• excitation amplitude and phase of the elements.

• relative pattern of the individual element.

The single-element antennas can be placed and positioned along a rectangular grid to

form a planar array. Planar arrays can be used to control the pattern of the array, and they

can also be used to scan the main lobe of the array toward any point in the space. The

total field captured by the planar array is equal to the field of a single element in the array

multiplied by the array factor (AF (φ, θ)). In order to find the array factor for a planar

array, let us assume that we have K identical elements placed along the x-axis (linear

array). The array factor of these elements can be written as [13]

AF (φ, θ) =

K
∑

k=1

Ik1e
j(k−1)δx , (4.14)

where

δx = βodx sin θ cosφ+ βx, (4.15)

and Ik1 is the excitation coefficient of each individual element in the array, dx is the
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spacing between elements along the x − axis and βx is the phase shift. If L such arrays

are placed along the y − axis with a spacing dy and phase shift βy, a planar array will be

formed. The array factor of the formed planar array can be written as

AF (φ, θ) =

L
∑

l=1

Il1

(

K
∑

k=1

Ik1e
j(k−1)δx

)

ej(l−1)δy . (4.16)

where

δy = βody sin θ cosφ+ βy. (4.17)

If the excitation amplitude of the entire array is uniform, (4.16) can be normalised to

AF (θ, φ) =
1

K

sin(K
2
δx)

sin( δx
2
)

1

L

sin(L
2
δy)

sin( δy
2
)
. (4.18)

In the following subsections we will demonstrate coupling two, or more, elements to

form bowtie, square spiral and logarithmic nano-arrays.

4.4.1 Bowtie nano-array

A 2×2 bowtie nano-array is designed to increase the captured electric field. This array

is constructed by four bowties with no gap between the bowtie’s triangles, and 60 nm

feeding lines are used to collect the electric field from the feed gap of the array elements.

This design, although simple, offers a higher electric field than that of a single element

antenna. The dimensions of this array are 3.6×3.6 µm with a feeding gap size of 60 nm

and the metal area is 3.36 µm2. Fig. 4.25 (a) and (b) shows respectively the configuration

of the nano-array and the concentration of the captured electric field at its feeding point.

Furthermore, the variation of the captured electric field versus the wavelength is shown in

Fig. 4.26. It is seen that the nano-array resonates at 13.5 µm, which is the same resonant

wavelength of the single elements, however, the array generates a higher electric field at

the array gap. The AUC for the designed nano-array is 0.04 µV which is higher than that

of single elements.

4.4.2 Square spiral nano-array

Three gold-based square spiral nano-antennas have been designed to resonate near 13 µm.

The first design comprises a single spiral element while in the second design, two spiral

elements have been coupled together in one structure that has one common gap by using
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(a)

(b)

Figure 4.25: Bowtie nano-array: (a) Array configuration; (b) Concentration of the electric

field at the feeding point of nano-array.

feeding line as shown in Fig. 4.27(b). In addition, Fig. 4.27(c) shows four spiral elements

coupled together in one single array with one common gap. All the single elements in

Fig. 4.27 have the same dimensions of the spiral in Fig. 4.27(a).

The captured electric fields inside the gap of the two and four element nanoantennas
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Figure 4.26: Variation of the electric field versus wavelength for the designed nano-array.

have been calculated and plotted versus the wavelength as shown in Figs. 4.29 and 4.30,

respectively. It is evident that the four-element array has the largest value of the cap-

tured electric field compared with the two-element and the single spiral nano-antennas,

whereas the latter has the lowest value. The AUC is calculated for each spiral antenna of

Fig. 4.27 and their values are 0.0012, 0.0063, and 0.0132 µV for the single, two and four-

element spiral nano-antennas, respectively. It is thus demonstrated that the four-element

array exhibits the largest AUC compared with the other types. Table 4.1 summarises the

simulation results of the designed spiral nano-antennas. In this application, a suitable rec-

tifier (usually MIM diode) needs to be embedded in the feed gap (hot spot in Fig. 4.31)

to rectify the captured signal, thus, in the four-element array design only one rectifier is

required. This will reduce the rectifier related thermal losses, and hence, improve the

efficiency of the overall system.

4.4.3 Logarithmic spiral Nano-array

In order to increase the captured electric field for the logarithmic spiral nanoantennas,

two antenna elements have been combined together by using feeding lines as shown in

Fig. 4.32(a). The new structure offers larger electric field in the gap region and larger
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(a)

(b)

(c)

Figure 4.27: Square spiral nanoantennas: a)single-, b)two- and c) four-element configu-

ration.

AUC as compared with all the spiral nano-antennas as demonstrated in Fig. 4.32(b). The

calculated AUC for the single and the two-element logarithmic spiral nano-antennas are

0.0097 and 0.0533 µV, respectively. It is evident that the electric field has been concen-

trated in the gap region as shown in Fig. 4.33, where a MIM diode can be embedded
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Figure 4.28: Variation of the electric field versus wavelength for the single spiral element
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Figure 4.29: Variation of the electric field versus wavelength for the two-element spiral

nano-array
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Figure 4.30: Variation of the electric field versus wavelength for the four-element spiral

nano-array

Table 4.1: Comparison of the performance for three spiral configurations.

Array Elements Resonant Wavelength MAx E-field A U C

(µm) (V/µm) ( µV )

Single 13 0.575×10−3 0.0012

Two 12.3 1.84×10−3 0.0063

Four 13 6.58×10−3 0.0132

to rectify the captured signal. Assuming perfect rectification, an open circuit voltage

per unit area of more than 400 V/m2 can be achieved from the two-element logarithmic

spiral nano-antenna compared to approximately 40 V/m2 obtained from commercial pho-

tovoltaic panels [96].

4.5 Using Auxiliary Ring Resonator for Local Field En-

hancement at The Feed Gap

Due to the geometrical convenience of dipole nanoantenna, it has been chosen in this

work to be the main resonator that hosts the rectifier. However, the captured (confined)

electric field at its gap is weak and needs to be further improved. To this end, an auxiliary
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Figure 4.31: Electric field concentration in the gap of the four-element spiral array.

resonant element has been added to the structure in order to increase the captured field,

and hence, improve the overall performance. Thus, in this approach, two elements will

contribute in increasing the captured field at the antenna gap while only one rectifier is

needed instead of two. That means we reduced the thermal losses in the rectifiers and

increased the total efficiency of the rectenna.

Firstly, the dipole nanoantenna of Fig. 4.9 has been simulated and the captured field

at the feed gap has been recorded as shown in Fig. 4.11. After that, a ring of 729 nm inner

diameter and 40.5 nm width is also simulated separately on the same substrate and same

boundary conditions, where the recorded electric field at the 40.5 nm feed gap is shown

in Fig. 4.34.

It is clearly shown from results that the ring confines more energy at the feed gap

than the dipole. If we put the ring in close proximity to the dipole (26 nm space), it is

expected that the mutual coupling between the two elements will play a significant role

in increasing the captured electric field of any of them. It is therefore expected that we

might obtain a high electric field from this combination that overcome the captured field

provided by single element, where the ring acts as a loop antenna.
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Figure 4.32: Two-element logarithmic spiral nanoantenna: a)antenna configuration,

b)variation of the electric field versus the wavelength.

Fig. 4.35 illustrates the captured electric field at the feed gap of the dipole antenna,

where it is obvious that the resulted field is higher than that given from single element.

However, it can be seen that the resonant wavelength has been shifted from 12 µm to 13

µm due to the increased electrical length of the structure. However, this change in the

resonant wavelength is trivial and the solar rectenna is still operating at the wavelength

of interest. Fig. 4.36 depicts the highly localized electric field at the common gap of the
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Figure 4.33: Electric field concentration in the gap of the two-element logarithmic spiral

nano-antenna.

designed solar rectenna, where the rectifier is supposed to be embedded.

4.5.1 The effect of the distance between the ring and the dipole

The distance, d, between the ring and the dipole has been varied from 16 nm to 56 nm in

steps of 10 nm to study its effect on the performance. It is expected that the distance has

a direct impact on the mutual coupling between the elements, and hence, on the overall

performance of the structure.

Fig. 4.37 illustrates the variation of the electric field versus the wavelength for dif-

ferent values of d. It is shown that the closer the distance the higher the electric field

captured. It is also proved that the distance has trivial impact on the resonant wavelength.

Thus, the distance should be adjusted carefully taking into account the shift in the resonant

wavelength.

88



4.5 Using Auxiliary Ring Resonator for Local Field Enhancement at The Feed Gap

10 12 14 16 18 20
0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018

Wavelength (µm)

E
le

ct
ri

c 
Fi

el
d 

(V
/µ

m
)

Figure 4.34: Variation of the captured electric field versus the wavelength of the circular

ring.
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Figure 4.35: Variation of the captured electric field versus the wavelength of the designed

solar rectenna.
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(a)

(b)

Figure 4.36: The designed solar rectenna with an auxiliary resonator ring: (a) rectenna

configuration; (b) Concentration of the electric field at the common feed gap of the solar

rectenna.

4.5.2 The effect of the geometrical shape of the ring

In the previous design a circular ring is used as an auxiliary resonator to boost the perfor-

mance of the dipole. In this section, different geometries will be used to find their effect
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Figure 4.37: Variation of the captured electric field versus the wavelength for different

values of the distance d.

on the performance. The circular ring has been replaced with an elliptical ring that has

dimensions of 1.35 µm × 441 nm and a rectangular ring of dimensions 1.69 µm × 275 nm

as shown in Figs. 4.38 and 4.39.

The performance of the three geometries (i.e circular, elliptical and rectangular rings)

have been compared in Fig. 4.40. It can be seen that the circular ring has the best perfor-

mance in terms of the captured electric field in the gap, whereas, the elliptical ring has the

lowest field at the gap.

Although the difference in performance between the three geometries is trivial, the

circular ring preferred due to its smaller footprint. The arms of the dipole antenna can

be overlapped in a small area to form a metal/insulator/metal (MIM) diode in order to

rectify the captured energy. Fig. 4.41 depicts the schematic view of the constructed solar

rectenna, where the red area represents the thin insulator layer that sandwiched between

the dipole’s arms. In this design, the ring will contribute in increasing the electric field

around the MIM diode which will convert the received signal from AC to DC. This struc-

ture is easy to manufacture and can be extended into large array by replication to produce

efficient rectenna solar panels.
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Figure 4.38: Elliptical ring as auxiliary element with the dipole antenna.

Figure 4.39: Rectangular ring as auxiliary element with the dipole antenna.

4.6 Chapter Summary

In this chapter, dipole, bowtie, and spiral nanoantennas have been investigated for solar

energy collection and a comparison between their performances has been presented. The

results showed that the spiral nanoantenna exhibited the largest captured electric field at

resonance, whereas the bowtie nanoantenna demonstrated the widest bandwidth amongst

them.

Starting from a single element, the design extended to an array in order to increase the

captured electric field and to reduce the number of MIM diodes, which in turn leads to

improved system efficiency. The results showed that the two-element logarithmic spiral
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Figure 4.40: Comparison of the captured electric field versus the wavelength for the three

types of rings.

Figure 4.41: 3D schematic view of the solar rectenna showing the overlapping between

the dipole arms to form the MIM diode. The red area represents the insulator layer.

nanoarray exhibited the largest captured electric field at resonance and the largest AUC.

Additionally, the two-element logarithmic spiral nanoarray showed lower discrimination
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ratio when illuminated with two orthogonal polarised waves. Furthermore, the spiral

nanoarrays presented in this chapter are easy to fabricate compared with the structures

presented in previous works.

The design of the bowtie nanoantenna was extended to an array due to the geometrical

convenience of the bowtie structure. A 2×2 bowtie nano-array has been designed and the

performance results showed that the captured electric field was more than twice the field

captured by the single element at the same wavelength. Alternative complex structures

need to be fabricated using electron-beam lithography, which is expensive and used for

research purposes only. However, the bowtie nanoantenna element is a good candidate to

be the focus of future works to design larger and more efficient arrays.

Finally, we introduced the use of an additional resonator element to boost the perfor-

mance of the dipole nanoantenna for solar energy harvesting. The auxiliary element in

this chapter is a ring that acts as a loop antenna. The main idea behind using auxiliary

element is to increase the captured electric field inside the gap of the main resonator and

to reduce the number of rectifiers, which in turn will help in reducing the losses and in-

creasing the total conversion efficiency. The distance between the ring and the dipole has

been varied and it is found that the captured electric field is higher when the ring is closer

to the dipole. In addition, a study is conducted onto the geometrical parameters of the

ring in order to increase the performance. Elliptical and rectangular rings are used and

their performances have been compared with the circular one. It is found that the circular

ring performs better than the other two and the elliptical ring has the lower field at the

gap. Thus, the circular ring is the best choice in this application due to its smaller size

and better response.

In the following chapter, we will study the coupling of more elements to form larger

arrays in order to increase the power rectified by each individual array, and thus, reduce

the number of rectifiers required per unit area.
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Chapter 5

Parametric Study of Nanogap-based

Planar Bowtie Nanoarrays
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5.1 Bowtie Nanoantennas

This chapter focuses on the design and optimisation of nanoarrays, where the char-

acteristics of bowtie nanoarrays at infrared wavelengths (10µm - 200µm) will be inves-

tigated for utilisation in solar energy collection. The aim is to improve the performance

and to increase the captured energy by coupling many elements in one structure has a

common feed gap. This will therefore reduce the number of rectifying diodes, and hence,

decrease the loses and increase the overall system efficiency as presented in [97] and [98].

The chapter is organised as follows. Section 5.1 describes the design considerations and

the issues that need to be taken into account before starting the design process of nanoan-

tennas. The simulation model, the boundary conditions and the source excitation are also

discussed. The performance of the bowtie nanoantenna is investigated in Section 5.2,

where a study is conducted into the feasibility of using feeding lines to transfer the cap-

tured electric field away from the center of the antenna. In addition, a parametric study

of the bowtie nanoarray is presented and its performance as a function of the geometrical

parameters is investigated. A bowtie nanoarray is realised in Section 5.3 based on the

optimised parameters from Section 5.2 to obtain maximum performance. Moreover, the

effect of the angle of incidence and the sharpness of edges on the array performance are

demonstrated in Sections 5.4 and 5.5, respectively. Moreover, Section 5.6 introduces the

integration of a rectifier with the designed bowtie nanoarray, whereas, Section 5.7 demon-

strates the main characteristics of MIM diodes. Finally, Section 5.8 summarises the main

conclusions of this chapter.

5.1 Bowtie Nanoantennas

A bowtie antenna consists of two triangles facing each other from their apices with a

suitable gap to form a dipole antenna as mentioned in Chapter 4 of this thesis. The perfor-

mance of nano-gap bowtie antennas depends on many geometrical parameters, including

bowtie size, apex angle, and gap size [93]-[94]. In this section, we will investigate the

effect of the gap on the performance of a bowtie nanoantenna and the feasibility of using

feeding lines to transfer the captured electric field away from the center of the antenna.

The electric field is typically concentrated at the gap of the bowtie antenna due to the

Coulomb field, and the gap will act as a capacitor [92]. Thus, for particles in the vicinity

(i.e. a short gap) one can expect to obtain a strong electric field in the gap larger than

that of isolated particles. The bowtie is a linearly polarised antenna that exhibits a broad

beam perpendicular to the plane of radiation. The impedance of the bowtie antenna can be
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5.1 Bowtie Nanoantennas

calculated theoretically by transmission line theory [21], and can be changed by varying

the flare angle, which may change the resonant wavelength slightly [95].

The dimensions of the designed bowtie nanoantenna are (2µm × 2µm) as shown in

Fig. 5.1.
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Figure 5.1: The structure of the bowtie nanoantenna.

Fig. 5.2 shows the effect of changing the gap size between the bowtie’s triangles on

the captured electric field where it is evident that the small the gap size, the higher the

electric field captured. Fig. 5.3 illustrates the electric field concentration at the feed gap.

It is seen that most of electric field concentrated at the feed gap whereas a very little field

is found around the structure.
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Figure 5.2: The variation of the electric field versus wavelength for different gap sizes.
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5.1 Bowtie Nanoantennas

Figure 5.3: The concentration of the electric field at the contact point .

In this study, the bowtie’s triangles have been designed to contact at their apices, i.e

there is no gap between them, and the electric field at the bowtie’s contact point has been

calculated. Fig. 5.4 shows the captured electric field versus wavelength for this case.

It can be seen from Fig. 5.4 that the no-gap bowtie has less electric field than that of 25

nm gap, and a larger electric field than that with the 75 nm gap. Even the no-gap bowtie

has fewer fields than that with the 25 nm gap, but it offers the possibility to combine it

with a feeding line at the centre of the bowtie to collect the captured electric field away

from the center, as shown in Fig. 5.5.

Although connecting the feeding line reduces the electric field, but nevertheless, it

enables the use of array structures to recover for the loss and further improve performance.

In the following section we will investigate coupling more elements connected by feeding

lines to form an array in order to increase the captured electric field, which as far as

we believe is the first attempt that deals with driving the captured field away from the

nanoantennas towards a common feeding point. In such system, one rectifier is required

for the whole array instead of one rectifier per single element. This approach will reduce

the rectifier related thermal losses, and hence, improve the overall efficiency of the system.
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Figure 5.4: The variation of the captured electric field versus wavelength for the no-gap

bowtie nano-aantenna.

5.2 Bowtie Nanoarray

Bowtie arrays have been utilised and studied due to their suitability for broadband oper-

ation, and due to the fact that they offer flexibility to optimise the radiation properties by

adjusting their configuration [99]. In this work, a 2×4 bowtie planar nanoarray with a

feeding network is designed to increase the captured electric field for solar energy collec-

tion applications. The elements in the array have an identical size of 2µm × 2µm and

an apex angle of 90o. The array is placed on a dielectric substrate with dimensions of

37µm× 37µm. Furthermore, the feeding line width in all cases is 100 nm.

By coupling many elements in an array form, the far-field characteristics will be im-

proved and the amplitude will be increased [55]. The number of elements, N , and the

spacing between elements, R, play a significant role in these improvements. The electric

field is collected from each element by using feeding lines and subsequently concentrated

in one hot spot. The following subsections will present a parametric study of this array

and will investigate the performance as a function of the space between array elements,

the width of feeding lines, w, and the gap size at the feeding point, g. The focus is now
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Figure 5.5: Connecting the bowtie to a feeding line: (a) Bowtie combined with feeding

line; (b) Concentration of the captured electric field at the end of the feeding line.

concentrated on the design and optimisation of the bowtie nanoarray.

5.2.1 Effect of feeding lines configuration

The array elements can be connected using different approaches, however, each approach

has its own effect on the overall performance [100]. In this work we will focus on three

different configurations for connecting the elements of the array as shown in Fig. 5.6.

The elements in each configuration have the identical size (i.e. 2µm × 2µm), and have
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5.2 Bowtie Nanoarray

(a)

Feed Points

(b)

(c)

Figure 5.6: Three bowtie nano-array configurations: (a) configuration1, (b) configura-

tion2, and (c) configuration3.
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Figure 5.7: The variation of the electric field versus wavelength for different bowtie nano-

array configurations.

Table 5.1: Comparison Between Different Nano-Array Configurations.

Resonant Wavelength A U C

(µm) ( µV )

Config.1 46 & 92 0.7984

Config.2 22.5 & 44 & 94 0.9284

Config.3 23 & 30 & 77 & 147 1.9743

an apex angle of 90o. These arrays are placed on substrate with dimensions of (70µm ×
70µm). The feeding line width in all cases is 100 nm. Fig. 5.7 shows a comparison

between the captured electric fields at the feed point for these three configurations.

In Fig. 5.7, it can be seen that configuration3 has the maximum electric field at short-

wavelengths and longer-wavelengths resonances, and has higher AUC, whereas config-

uration1 exhibits the lowest performance when compared with the other two configura-

tions. It can also be observed that all configurations exhibit multiple resonances with

higher electric field with different AUC values. Table 5.1 summarises the simulation re-

sults for the three configurations.

For comparison purposes at longer wavelengths, the performance of the array has been
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5.2 Bowtie Nanoarray

compared with that of the single bowtie matching the area of the nanoarray and resonating

at the same wavelength. The designed single bowtie is shown in Fig. 5.8, which has the

same footprint area of the array (i.e. 9µm× 16µm).
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Figure 5.8: Structure of the bowtie nanoantenna.

In order to prove that the single bowtie with larger dimensions features the same char-

acteristics of that with small dimensions, the gap size has been varied as shown in Fig. 5.9.

It is clearly noticed that a higher electric field can be captured when small gap size is used.

Fig. 5.10 illustrates the electric field concentration around the antenna, where it is seen

that most of the field is confined at the feeding gap.
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Figure 5.9: Variation of the electric field versus wavelength for different gap sizes.
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5.2 Bowtie Nanoarray

Figure 5.10: Concentration of the electric field at the contact point.

Fig. 5.11 shows a comparison between the captured electric fields at the feeding point

of the bowtie nanoarray against that of the single bowtie of identical footprint and gap size

of 100nm. It can be observed that the designed array performs better and exhibits higher

electric field and AUC than a single bowtie of the same footprint resonating at the same

wavelength. It can be also seen that both antennas exhibit multiple resonances, which is

advantageous in this application. The AUC for the bowtie array and the single bowtie

is 1.974 and 0.902 µV, respectively. As seen from the results, the array is resonating at

short-wavelength (at approx. 20µm), however, there is also a resonance at longer wave-

length. Thus, the resonance at the longer wavelength will further improve the efficiency

as long as the array is already resonating in the shorter wavelength region. The detailed

schematic of the designed bowtie nanoarray is shown in Fig. 5.12.

5.2.2 Effect of elements spacing

The array configuration in Fig. 5.12 will be adopted in the following subsections in order

to optimise its performance. In this subsection, we will investigate the effect of varying

the spacing between elements, R, on the nanoarray performance. The spacing is changed

horizontally and vertically from 2 to 7µm, and the captured electric field at resonance is

calculated each time in the nanoarray gap. The spacing is calculated from center-to-center
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Figure 5.11: Variation of the electric field versus wavelength for the bowtie nanoarray and

single bowtie of the same area.

of the bowties, hence, the minimum spacing distance is expected to be greater than 2µm.

Fig. 5.13 shows the effect of the distance between elements on AUC. It can be seen that,

based on the largest AUC, the best performance is achieved with a spacing of 2.9µm.

5.2.3 Feeding line width effect

The effect of feeding line width has also been studied in this work. The array configuration

is investigated for different feeding line widths, i.e. w=50, 75, 100 and 125 nm. Fig. 5.14

shows the effect of the feeding line width on the captured electric field. A closer look

reveals that varying the feeding line width can affect the captured electric field, albeit, with

a minor difference in the resonant wavelength. Additionally, it is evident from Fig. 5.14

that the line width of 50 nm produces the strongest electric field. In contrast, 125 nm gives

the lowest performance.
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Figure 5.12: Bowtie nanoarray configuration.

5.2.4 Effect of gap size at the feeding point

The gap size effect for a single element has been investigated in the previous section.

Here, we will study the role that the gap plays on the captured electric field for the whole

bowtie nanoarray. Different gap sizes have been used to simulate the bowtie nanoarray

using a feeding line width of 100 nm and 3µm spacing between nanoarray elements.

The range of the investigated gap sizes g is from 25 to 200 nm with 25 nm increments.

Fig. 5.15 shows the changes in the captured electric field when the gap size at the feeding

point is varied. It can be seen in this figure that the smaller the gap size, the higher the

electric field generated. Additionally, it can be seen that there is a marginal shift in the

resonant wavelength when the gap size is changed. The resonant wavelength is marginally

longer for a nanoarray gap of 25 nm when compared with that of a 200 nm gap.
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Figure 5.13: Area under curve versus spacing distance.

5.3 Optimised Bowtie Nanoarray

In the previous section, we discussed how we can capture the electric field by changing

the geometrical parameters in the configuration of the bowtie nanoarray. From the sim-

ulated results in these investigations we have observed that the maximum electric field

occurs for a 2.9µm (0.141 λ) element spacing. Furthermore, the captured electric field

is enhanced when we reduce the feeding line width to 50 nm (0.0024 λ) and the size of

the gap at the feeding point to 25 nm (0.0012 λ). Therefore, in this section we realize

a bowtie nanoarray based on the optimised parameters from the previous section (shown

in Table 5.2) to maximise performance. Fig. 5.16 presents the electric field captured by

this optimised nanoarray configuration. The maximum electric field magnitude reaches

0.047 V/µm at the first resonant wavelength of 20.5µm (14.63 THz), and 0.258 V/µm at

the second resonant wavelength of 158µm (1.89 THz). The AUC value for the optimised

nanoarray is 6.80 µV. This value of the converted voltage is higher than the AUC values

in all previous cases. Fig. 5.17 shows the concentration of the electric field in the gap at

the first and second resonant wavelengths. The dimensions of the optimised nanoarray

are 8.35µm× 13.1µm.
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Figure 5.14: Variation of the captured electric field versus wavelength for different values

of feeding line width.

Table 5.2: Optimised Parameters Used to Build The Optimised Nanoarray.

Parameter Value

R 2.9 µm

w 50 nm

g 25 nm

5.4 Angle of Incidence Effect on The Nanoarray Response

In all the cases considered so far, linearly polarised radiation with the electric field parallel

to the antenna axis has been assumed at normal incidence. This section describes the

dependence of the response of the optimised nanoarray on the incident angle of the source

plane wave. The angle φ between the antenna axis and the polarisation direction is rotated

from −90o to 90o in increments of 1o to investigate the effect of incident angle on the

nanoarray performance.

Fig. 5.18(a) shows the captured electric field as a function of the incident angle. It is

evident that the pattern is approximately omni-directional in the forward radiation. Addi-

tionally, it is demonstrated that the strongest fields are detected for the incident angles of
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Figure 5.15: Variation of the captured electric field versus wavelength for different gap

sizes.

0o, 50o and −50o, whereas there are two nulls at 90o and −90o. The investigation into the

effect of the incident angle leads to the estimation of the nanoarray’s radiation pattern as

shown in Fig. 5.18(b).

Two orthogonal polarisations (x and y-polarisation) have been launched and the re-

sponse of the array at the resonant wavelength was recorded. Subsequently, the polarisa-

tion discrimination ratio was calculated, and it is found that the array has a resonant mode

when the polarisation is rotated by 90o. with a polarisation discrimination ratio of (7.77

dB) due to rotating the incident light polarisation.

5.5 Effect of Sharp Edges of Bowties and Feeding Lines

In the previous cases, all bowtie edges and feeding lines were perfectly sharp, however, in

practice it is impossible to manufacture these nano-scale elements under this assumption.

In this section, we investigate the effect of constructing the bowtie edges with different

radii. The radius of curvature for the feeding lines is kept constant at 40 nm, while the

radius is changed from 60 to 140 nm for the array bowtie’s elements. Fig. 5.19 shows
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Figure 5.16: Variation of the captured electric field versus wavelength for the optimised

bowtie nanoarray.

the optimised array with curved elements and feeding lines, whereas Fig. 5.20 shows the

effect of curvature radius on the captured electric field at the array gap. It is clearly shown

in Fig. 5.20 that the curvature radius has a small effect on the array performance (i.e. the

value of the electric field and the resonant wavelength). Table 5.3 summarises the values

of the captured electric field, resonant wavelength, and AUC for the optimised array when

the radius of curvature varies from 60 to 140 nm. The results in Fig. 5.20 show that there

is a minor blue-shift in the resonant wavelength and an increment in the electric field

magnitude due to the increase in the curvature radius.

5.6 Integrating the Rectifier into the Bowtie Nanoarray

The array arms are overlapping over a small area, which represents a metal/insulator/metal

(MIM) diode to rectify the received signal. To build such diode, an insulator layer with

a few nano-meters thickness is employed to fill the gap between the overlapping arms.

To this end, a tunnel junction is hosted and the resulting MIM diode exhibits an area of

100× 50 nm2 as shown in Fig. 5.21.

110



5.6 Integrating the Rectifier into the Bowtie Nanoarray

(a) 1st resonance

(b) 2nd resonance

Figure 5.17: Concentration of the captured electric field in the gap of the optimised bowtie

nanoarray at resonant wavelengths.

In this section, we will optimise the performance of the bow-tie nano-array in terms

of metal thickness, gap size (i.e insulator layer thickness) and the overlapping area. The

metal thickness of the array has been varied from 50 to 120nm, and it is seen that the
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Figure 5.18: Variation of the captured electric field versus angle of incidence:(a) Cartesian

Coordinate, (b) Polar plot for the values between −90o and 90o (normalised)
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Figure 5.19: Optimised bowtie nanoarray with curved element edges and feeding lines

(inset).

Table 5.3: Effect of curvature radius on the nanoarray performance.

Curvature Radius E-field E-field AUC

@1st Resonance @2nd Resonance

(V/µm) (V/µm) ( µV )

no-curvature 0.047 0.258 6.80

60 nm 0.015 0.289 6.93

80 nm 0.011 0.312 7.09

100 nm 0.014 0.336 7.20

120 nm 0.018 0.362 7.25

140 nm 0.024 0.400 7.46

highest electric field is obtained at a 95nm thickness as shown in Fig. 5.22. It is worth

mentioning that this thickness does not represent a significant challenge from the manu-

facturing point of view.

The insulator layer thickness has been changed as following: 3, 5, 10, 15 and 20

nm. The values for the corresponding electric field in the gap at resonance were: 0.02,

0.025, 0.0275, 0.0833 and 0.0103 V/µm, respectively. It is clearly evident that the highest
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Figure 5.20: Effect of curvature radius on the captured electric field.

Figure 5.21: The designed bow-tie nano-array with the integrated MIM diode.

electric field has been obtained for the thickness of 15nm. However, the insulator layer

thickness plays a significant role in determining the cut-off frequency of the MIM diode
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and affects directly the tunnelling process as will be discussed in the following Section.

Regarding the effect of the overlapping area, the results have shown that the smaller the

overlapping area the higher the electric field inside the gap obtained.
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Figure 5.22: The variation of the captured electric field with the change of metal thickness.

5.7 Characteristics of the MIM Diode

MIM diode is a thin film device consists of a few nano-meters thin insulator layer sand-

wiched between two metal electrodes. The rectification process happens based on the

concept of electron tunneling through a barrier (insulator layer) [101]. In designing MIM

diodes, and in order to make them work properly, certain conditions need to be fulfilled

[102]. These conditions are: 1) The insulator layer should be thin, in order of few nano-

meters, to ensure the occurrence of the tunneling effect. 2) The behavior of the I-V char-

acteristics should be asymmetric. This can be obtained by using different metals on both

sides of the insulator layer with large work function difference between them. 3) Low

resistance to provide good impedance matching between the diode and the antenna.

The equivalent circuit of the antenna-coupled MIM diode can be described as a fixed

resistance r connected in series with a non-linear resistance RD and this combination is
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in parallel with the diode capacitance CD as shown in Fig. 5.23. The antenna can be

represented by a voltage source VIR with a series resistance Ra. The electric field has

been integrated for different wavelengths along the overlapping area to find the extracted

voltage that is supposed to be applied at the input of the MIM diode for rectification to

DC power as shown in Fig. 5.24.

Figure 5.23: The equivalent circuit of the antenna-coupled MIM diode, where the bow-tie

nano-array is represented by a voltage source in series with a resistor.
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Figure 5.24: The voltage VIR applied to the MIM diode verses the applied wavelength.

The cut-off frequency, fc, for the MIM diode depends effectively on the equivalent
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resistance, R, for the structure and the MIM diode capacitance, CD, and can be described

as follows [74].

fc =
1

2πRCD

. (5.1)

The frequency response of the MIM diode is determined by the time constant (RCD).

The value of R depends heavily on the fabrication process and can be considered as a

constant, so the diode capacitance CD can be used to adjust the cut-off frequency of the

MIM diode as it plays a significant role in controlling its value. The diode capacitance

can be considered as a parallel-plate capacitor, and it is calculated as follows,

CD =
εinsε0A

g
, (5.2)

where εins represents the relative permittivity of the insulator layer of the MIM diode, ε0

is the free space’s permittivity,A is the diode junction area (overlapping area) and g is the

thickness of the insulator layer. In order to achieve a high cut-off frequency for the MIM

diode to be operating at infra-red regime, a very low diode capacitance is required. The

lower capacitance is achievable by both minimising the overlapping area and/or increasing

the insulator layer thickness. Actually, there is a trade off between these two factors. On

one hand, increasing the thickness of the insulator layer will lower the diode capacitance

and will decrease the tunneling probability, while decreasing this thickness would make

the capacitance higher and at the same time this would short-circuit the THz frequencies

[9]. On the other hand, minimising the overlapping area to attain a very high operating

frequency (visible or infra-red regime) requires this area to be in terms of few nano-meters

that makes the fabrication process extremely challenging [21].

In our case, the arms of the bow-tie nano-array are overlapping over an area of 100×
50 nm2 as shown in Fig. 5.25, and the thickness of the insulator layer is 20 nm. Addition-

ally, the value of εins has been chosen to be 8.5, and R has been assumed to be 100 Ω.

So, based on these characteristics, the cut-off frequency for the MIM diode will be 84.6

THz and this value is significantly higher than the resonant frequency of the array, i.e. the

obtained cut-off frequency of the MIM diode is high enough to rectify the incident wave.

In contrast, Fig. 5.26 illustrates the concentration of the electric field in the overlapping

areas of the MIM diode.

As a final step in the design, all bowtie nanoarrays can be connected together using

metal leads to collect the DC current from the diodes. Fig. 5.27 illustrates the proposed
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Figure 5.25: The MIM diode junction area (red area) made by the overlapped arms.

mask for collecting the bowtie nanoarrays, which can be repeated to cover the entire

photovoltaic panel.

5.8 Chapter Summary

In this chapter, an investigation of bowtie based nanoarrays for solar energy collection has

been presented. The simulation results have been obtained using FEM based software.

The aim of this study has been to increase conversion efficiency of electric field to voltage

in the gap of the array. A 2×4 bowtie planar nanoarray with feeding network has been

designed to increase the captured electric field for energy harvesting applications. The

performance of the designed bowtie nanoarray has been compared to that of a single

bowtie with matching footprint and the results showed that the bowtie nanoarray can

be designed and optimised to collect more energy than a single bowtie element using

identical device areas. A parametric study of the distance between elements, feeding line

width, and gap size has been carried out. The results have shown that the optimum space

between elements is 2.9µm, and the best line width is 50nm. It has also been shown that

a gap of 25nm produces the strongest electric field.
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Figure 5.26: The concentration of the electric field around the antenna-coupled MIM

diode.

Figure 5.27: Connecting the bowtie nanoarrays via metallic leads to collect the DC power.
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An optimised bowtie nanoarray has been designed based on the optimised parameters

obtained in order to increase the captured electric field. A maximum electric field of

0.047 V/µm has been achieved at the first resonant wavelength of 20.5µm (14.63 THz),

and 0.258 V/µm at the second resonant wavelength of 158µm (1.89 THz) corresponding

to an AUC value of 6.80 µV. The effects of curving the edges of the array elements and

feeding lines has also been studied and the results have shown that they have a clear

impact on the values of the electric field and the resonant wavelengths. The nanoarray

can be implemented using an electron-beam lithography technique and a suitable MIM

diode can be embedded in the feeding gap to rectify the received signal. A low pass

filter can be placed between the antenna and the MIM diode to prevent the re-radiation of

higher harmonics generated from the rectification process by the non-linear diode, which

can result in power losses. In addition, this filter can be designed to match the impedance

between the antenna and the subsequent circuitry.

The designed array is integrated with a MIM diode by overlapping the array arms in

an area of 100× 50 nm2 and a gap of 20 nm to host the tunnelling junction. Furthermore,

a parametric study on the metal thickness has been conducted from 50nm to 120nm,

and the results showed that a 95nm metal thickness exhibits the highest electric field.

Additionally, it is found that the highest electric field has been obtained for the insulator

layer thickness of 15nm, while its value has been changed from 3 to 20nm. Additionally,

the results have shown that the smaller the overlapping area, the higher the electric field

inside the gap.
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Chapter 6

Analysis of Nanoantennas and the

Efficiency of Solar Rectennas
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6.1 Integral Equation Approach

In this chapter, an efficient and simple method to calculate the fundamental properties

of finite-length center-fed wire nanoantennas, such as the current distribution and the input

impedance, is presented. These properties have been calculated numerically using integral

equation modeling with Matlab within the IR band (particularly 10 µm). Throughout this

modeling, an imperfect conductivity of metal has been used within the optical and IR

regimes, where an investigation into the gold conductivity within the IR spectrum has

been conducted. Although two integral equations have been used, only Hallen’s integral

equation with delta-gap voltage source has been adopted throughout the chapter.

The chapter is organised as follows. Section 6.1 describes the utilising of Pockling-

ton’s and Hallen’s integral equations in order to find the antenna input impedance with

the aid of numerical methods, such as MoM, where a circuit model is presented based on

these calculations. The parameters of MIM diodes are discussed in Section 6.2, where

a design for an MIM diode has been presented by overlapping the antenna arms over a

small area to construct an IR solar rectenna. The circuit model for the designed solar

rectenna is found by combining the antenna circuit model with that of the MIM diode.

Moreover, the influence of the various geometrical parameters of the MIM diode on the

rectenna performance has been numerically investigated. Section 6.3 describes the terms

of conversion efficiency of solar rectennas and shows the dependence of this efficiency

on both antenna and diode characteristics. The section focuses on the important factors

in calculating the MIM diode characteristics and the role that these characteristics play

in improving the total conversion efficiency. Finally, Section 6.5 summarises the main

conclusions of this paper. The analysis of the nanoantenna has been published in [103],

whereas the analysis of the MIM diode has been published in [104].

6.1 Integral Equation Approach

When an incident electric field (Ei
z) impinges on the surface of a cylindrical wire antenna

(shown in Fig. 6.1), the total tangential electric field (Et
z) is given by

Et
z = Ei

z + Es
z , (6.1)

where (Es
z ) is the scattered electric field.

According to the boundary conditions theory, the tangential electric field vanishes (i.e.

Et
z = 0) at the surface of the antenna. This is true for the conventional antennas at RF
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Figure 6.1: Geometry of a center-fed cylindrical dipole antenna; L: the length of the

antenna; g: the gap distance.

frequencies, where the metals are considered to be perfect electric conductors (PEC), so

that Es
z = −Ei

z [12]. However, in the case of nano-scale antennas operating at the optical

and IR regimes, metals are no longer perfect conductors [61][26], as they exhibit lower

conductivity (particularly at visible region) and have frequency-dependent dielectric prop-

erties. Consequently, the term Et
z in (6.1) has to be taken into consideration, which can

be represented by the surface impedance multiplied by the surface current (I(z)Zs). The

optical permittivity of the metal plays an important role in such cases, which is not the

same as in RF systems and can be computed from Drude model as [105]

εr(f) = ε∞ −
f 2
p

f 2 + ifΓ
, (6.2)

where ε∞ represents the contribution of the bound electrons to the relative dielectric con-

stant, fp is the plasmon frequency and Γ is the damping frequency. Here, i denotes the

imaginary operator.

The dielectric constant εr has a frequency-dependent complex form, from which the

metal conductivity σ at optical frequencies can be calculated as [106]:

σ = iωεo(εr − 1). (6.3)

Thus equation (6.1), in this case, can be written as
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Figure 6.2: Real and imaginary parts of gold conductivity as a function of the frequency.

Es
z = I(z)Zs − Ei

z, (6.4)

using Zs as the surface impedance per unit length given by

Zs =
ξJo(ξa)

2πaσJ1(ξa)
, (6.5)

where J0(ξa) and J1(ξa) are the first-kind Bessel functions, a is the radius of the cylin-

drical wire antenna, and

ξ = (1− i)

√

ωµσ

2
. (6.6)

In order to observe the variation of gold conductivity within the IR frequency range,

the conductivity of (6.3) is plotted at a frequency range of 18-100 THz for the gold pa-

rameters of: ε∞ = 1, fp = 2.183 PHz and Γ = 6.46 THz [107]. Fig. 6.2 shows how

the conductivity of gold reduces as the frequency increases. It is clearly shown that at

lower frequencies (around 18 THz) the conductivity is approximately the same as the DC

bulk conductivity of gold (45×106 Sm−1), whereas the conductivity tends to be lower
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when the frequency is increased. The material can be classified as a good conductor when

|ψ| ≫ 1, where ψ = σ
ωεo

[106]. Table 6.1 shows in details how the conductivity of

the gold decreases with increasing frequency within the IR regime, in comparison to the

visible region.

Table 6.1: Gold conductivity computed from (6.3) showing the range from far-IR to op-

tical frequencies, indicating that the material has a high value of |ψ| at the frequency of

interest (30 THz).

Frequency |σ| |ψ|
1 THz 4.05×107 7.29×105

10 THz 2.2×107 4×104

30 THz 8.63×106 5.17×103

70 THz 3.77×106 968.4

100 THz 2.64×106 475.55

500 THz 5.3×105 19

When observing the electrical field at the surface of the antenna, only the z component

is needed, hence Es
z can be written as [13]

Es
z = −i 1

ωµε

(

β2Az +
∂2Az

∂z2

)

, (6.7)

and we can write the potential vector Az as follows

Az = µ

∫ L
2

−L
2

I(z′)K(z − z′)dz′, (6.8)

where

K(z − z′) =
1

2π

∫ 2π

0

e(−jβoR)

R
dφ′ (Exact kernel) (6.9)

and

R =
√

a2 + (z − z′)2. (6.10)

Assuming that the antenna is very thin, a≪ λ or βoa≪ 1, then the thin wire approx-

imation can be used as follows [13]:

K(z − z′) =
e(−jβoR)

R
. (Approximate kernel) (6.11)

Substituting (6.8) into (6.7) and then into (6.4) leads the general integral equation

of Pocklington (6.12) for a cylindrical wire antenna of an imperfectly conducting metal,

which can then be used to determine the current distribution over the antenna surface by
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knowing the incident electric field Ei
z, i.e.

(∂2z + β2
o)
µ

4π

∫ L
2

−L
2

I(z′)K(z − z′)′dz′ = iωµε(I(z)Zs − Ei
z(z)) (6.12)

Pocklington’s equation (6.12) can be converted into Hallen’s integral equation [108]

by writing

∫ L
2

−L
2

I(z′)(K(z − z′) + ζ(z − z′))dz′ =

C1sin(βoz) + C2cos(βoz)−
i4πεω

2βo
sin(βo|z|), (6.13)

where (C1 and C2) are the constants of Hallen’s equation, and

ζ(z − z′) =
ωµ

aσ

e−iβo|z−z′|

βo
. (6.14)

In order to solve (6.12) and (6.13) numerically for the unknown current I(z′), with

a known excitation source of unity voltage at the center of the antenna, MoM [13][109]

has been used by expanding the surface current distribution I(z′) into a series of N basis

functions as follows

I(z′) =
N
∑

n=1

InGn(z
′), n = 1, 2, · · · , N (6.15)

Gn(z
′) is piecewise constant function that can be defined as

Gn(z
′) =











1, if zn − Dz

2
≤ z′ ≤ zn +

Dz

2

0, otherwise

(6.16)

where the antenna is divided into N segments of width Dz =
L
N

, and

Zn =

[

Dz(n− 1) +
Dz

2
− L

2

]

. (6.17)

The integral equations are solved by matrix equation techniques as below

N
∑

n=1

InZmn = Vm, m = 1, 2, · · · , N (6.18)

We can write (6.18) more precisely by using the matrix notation as
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[In] [Zmn] = [Vm] . (6.19)

Therefore, the current’s coefficients can be determined as follows

[In] = [Zmn]
−1 [Vm] . (6.20)

As an example, we will take the case of a center-fed cylindrical dipole antenna that

is made of gold and has a total length of L = 0.47λ, N = 51, and a radius a=40 nm

at λ=10 µm. In this case, Pocklington’s equation (6.12) has been solved for both the

delta-gap source and the magnetic frill generator. For comparison purposes, Hallen’s

integral equation (6.13) has also been solved by using the approximate kernel and the

same MoM parameters, where a delta-gap source is employed. As mentioned in [110], an

approximate kernel can only be used as long as the ratio a/λ ≤ 0.01. In this example, a

ratio of 0.004 is provided, which makes the approximation acceptable.

For the magnetic frill generator, the following expression has been used from [12]

Ei
z = − Vin

2 ln( b
a
)

[

e−jβR1

R1
− e−jβR2

R2

]

, (6.21)

where

R1 =
√

a2 + (z − z′), (6.22)

R2 =
√

b2 + (z − z′), (6.23)

Vin is the excitation voltage at the feed gap, a is the inner radius of the current’s annual

aperture, which is identical to the antenna’s radius and b is the outer radius.

The current distribution I(z′) over the antenna length L near the first resonance (λ=10

µm) is plotted and compared to a sinusoidal function as shown in Fig. 6.3. Additionally,

a PEC based antenna has been simulated yielding identical results due to the fact that

the conductivity of gold at the frequency of interest (30 THz) is high so that gold can be

still considered as a good conductor. However, we expect different results at visible light

as shown in Table 6.1 and Fig. 6.2. These results are consistent with the basic current

distribution of a half-wavelength center-fed dipole antenna [13][111], which validates the

results.

Since Pocklington’s and Hallen’s integral equations give similar results, it is expected

that Hallen’s equation provides more stable numerical results [112]. Equation (6.13) will
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Figure 6.3: Current distribution on the surface of the IR wire dipole antenna at f=30 THz

(λ=10 µm), computed using L=4.7 µm, a=40 nm, and N = 51.

thus be adopted henceforth. The solution is found by matching at points z = zm, where

both sides of (6.13) can be converted as follows

Zmn =

∫ zn+
Dz
2

zn−
Dz
2

e(−jβo

√
a2+(zm−z′))

√

a2 + (zm − z′)
dz′ +

∫ zn+
Dz
2

zn−
Dz
2

ωµ

aσ

e−iβo|zm−z′|

βo
dz′, (6.24)

Vm = C1sin(β0z) + C2cos(β0z)−
i4πεω

2βo
sin(βo|z|) (6.25)

and

In =
Vm
Zmn

= C1
sin(β0z)

Zmn

+ C2
cos(β0z)

Zmn

−
i4πεω
2βo

sin(βo|z|)
Zmn

. (6.26)

Equation (6.26) can be simplified as follows:

In = C1s+ C2c− k. (6.27)

As the current distribution over the antenna length is approximately sinusoidal, equalling
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zero at both ends, so the constants of Hallen’s integral equation (C1 and C2) can be deter-

mined by applying the boundary conditions that imply I(±L) = 0 into (6.27) as follows:

I1 = IN = 0, (6.28)

this yields

C1s
−L + C2c

−L − k−L = 0 when (z = −L) (6.29)

and

C1s
L + C2c

L − kL = 0, when (z = L) (6.30)

where the term s−L (sL) refers to the value of s when z = −L (z = L). This notation

applies to c and k.

Solving equations (6.29) and (6.30) results in

C2 =
kL

−s−L+k−L

c−L + sL
(6.31)

and

C1 = −C2
s−L − k−L

c−L
. (6.32)

For verification of the results, the antenna in the previous example has been modeled

and simulated using a finite element method (FEM) based simulation software. In the

FEM simulations, the antenna is placed inside a 20 µm diameter sphere filled with air.

The whole structure has been meshed into 4732 elements, and then appropriate boundary

conditions have been applied. The antenna has been fed by employing a delta-gap elec-

tric field source that corresponds to an excitation voltage of 1 V at the center, and 2-D

simulations have been performed. The results show that the current distribution over the

antenna’s surface correlate well with that obtained from MoM (6.13), as illustrated in Fig.

6.4. Through the FEM simulations, the air gap of the antenna has been excluded from the

structure in order to decrease the simulation domain and hence decrease the computational

requirements. Therefore, in order to calculate the input impedance (Zin = Rin − iXin)

of the antenna, we have taken the air gap impedance into account which is in parallel

with the antenna impedance (Za = Ra − iXa), as shown in Fig. 6.5 [113]. The antenna

resistance Ra and the antenna reactance Xa have been found from the FEM simulations.

Fig. 6.6 shows the variation of the input impedance when increasing the frequency
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Figure 6.4: Magnitude of the current distribution over the antenna length, comparing

results from MoM (6.13) with those obtained from the FEM simulations.

Figure 6.5: Circuit model of the IR dipole antenna showing the input impedance Zin at

the antenna’s feed gap, where: Cgap is the capacitance generated by the air gap, Ra is the

antenna resistance which is a combination of connecting the radiation resistance Rrad in

series with the loss resistance Rloss, and Xa is the antenna reactance.

for the IR dipole antenna, and compares the results calculated from MoM with the corre-

sponding values calculated from the FEM simulations. However, it can be shown in Fig.
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6.2 Coupling The IR Wire Antenna to the MIM Diode

6.6 that the two impedances are not identical. The reason for this may be due to the fact

that in the MoM calculations, the approximate kernel has been used. However, the results

are close enough so that the model can be used to analyze the IR dipole antennas using

Hallen’s integral equation for imperfectly conducting metals. The modeled IR antenna

hits its first resonance at Xin = 0, which is approximately 30 THz, as shown in Fig.

6.6. This is consistent with the theoretical resonance of the center-fed half-wavelength

dipole. Based on the classical antenna theory, the resonance can be determined from the

reactance, Xin, when its value passes from negative to positive values. This approach can

give a clear indication of resonance and can be used for high-Q systems [114]. In [108],

[113], the authors employed this approach to define the resonant frequency of the dipole

antenna.

20 30 40 50 60 70 80 90
-400

-200

0

200

400

600

Frequency (THz)

In
pu

t I
m

pe
da

nc
e 

(Ω
)

 

 

FEM (real)

FEM (imag)

MOM (real)

MOM (imag)

first resonance

Figure 6.6: Real (blue line) and imaginary (red line) parts of the input impedance calcu-

lated from MoM (6.13) (solid line) compared with that computed from FEM simulations

(dashed-dotted line).

6.2 Coupling The IR Wire Antenna to the MIM Diode

As mentioned earlier in this chapter, a suitable rectifier need to be attached to the antenna

in order to obtain DC power. However, there is no solid-state type of diodes currently
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available working at very-high frequencies (i.e. 30 THz) and have very small size (nano-

scale). The Schottky diode is used for rectification and detection at the lower frequency

range up to 5 THz. Thus, the solution is to integrate the rectifier in the body of the antenna

in the manufacturing process. The most popular rectifier in solar rectennas is the MIM

diode, which can be used as an alternative to Schottky diode for frequencies in the far-

IR to visible range due to the femtosecond tunneling times of an electron through a thin

barrier. The MIM diode is a thin film device consisting of an insulator layer that is a few

nano-meters in thickness sandwiched between two metal electrodes. MIM diodes showed

acceptable functionality in converting the THz signals into DC output [101]-[21].

The rectification occurs based on the electron tunnelling process through the insu-

lator layer. In order to ensure a successful rectification, certain conditions need to be

fulfilled. These conditions are: 1) The insulator layer should be very thin, in order of

few nano-meters, to allow sufficiently large electrical current and ensure the occurrence

of the tunneling effect. 2) The behaviour of the I-V characteristics should be asymmetric.

This can be obtained by using different metals on both sides of the insulator layer with

large work function difference between them. 3) The area must be very small in order

to increase the cut-off frequency, which in turn allows the diode to rectify the THz fre-

quencies. Additionally, the antenna resistance has to be close to the diode’s resistance to

provide good impedance matching between them, which therefore increases the system

efficiency [102].

To build such a diode, one end of the dipole’s arm has been pared, as depicted in Fig.

6.27(a), to provide a room for the diode. The two arms of the dipole are then overlapped

over an area of 50×50 nm2, where an insulator layer consisting of a dielectric constant

of ǫr=7 and a thickness of 8.5 nm has been inserted within the gap region (the shaded

red area) as illustrated in Fig. 6.7(a); this represents a solar rectenna that consists of an

IR dipole nanoantenna coupled to a MIM diode. It is expected that the stacked antenna

in Fig. 6.7(b) features all the desired characteristics of the standard antennas [76], while

enabling the designer to implement and integrate the MIM diode to the antenna.

The equivalent circuit of the MIM diode, biased at zero voltage, can be described as a

non-linear resistance RD in parallel with the diode capacitance CD as shown in Fig. 6.8.

The cut-off frequency fc of the MIM diode effectively depends on the diode resistance,

RD and the MIM capacitance, CD; both of which can be described as [74]

fc =
1

2πRDCD
. (6.33)
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(a) Removing a block from the arm’s end to

provide room for the diode.

(b) Stacked IR dipole antenna integrated to the established MIM diode.

Figure 6.7: Schematic view of the IR solar rectenna.

The frequency response of the MIM diode is determined by the time constant (RDCD).

The value of RD depends mainly on the fabrication process, thus, the diode capacitance

CD can be used to adjust the cut-off frequency of the MIM diode, as it plays a significant

role in controlling its value. The diode capacitance can be considered as a parallel-plate

capacitor and is given by

CD =
εrε0A

s
, (6.34)

where εr represents the relative permittivity of the insulator layer of the MIM diode, ε0 is

the free space’s permittivity, A is the diode junction area (overlapping area), and s is the

thickness of the insulator layer.

In order to achieve a high cut-off frequency for the MIM diode to be operating within

the IR regime, a very low diode capacitance is required. The low capacitance can be
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Figure 6.8: The equivalent circuit of the MIM diode which is a combination of the diode

capacitance CD connected in parallel with the variable diode resistance RD, where VD is

the voltage that applied to the diode terminals provided by the antenna.

achieved by either minimising the overlapping area and/or increasing the insulator layer

thickness. There is a trade-off between these two factors. On one hand, increasing the

thickness of the insulator layer will lower the diode capacitance and will decrease the

tunneling probability, while decreasing this thickness would make the capacitance higher,

which in turn short-circuits THz frequencies [9]. On the other hand, minimizing the over-

lapping area to attain a very high operating frequency (visible or IR regime) requires this

area to be no more than few nano-meters, which makes the fabrication process extremely

challenging [21].

For the case of the antenna shown in Fig. 6.7, the diode resistance RD has been as-

sumed to be 100 Ω. Based on these characteristics, the cut-off frequency for the MIM

diode is 76.43 THz, which is higher than the resonant frequency of the rectenna (approxi-

mately 30 THz); i.e., the obtained cut-off frequency of this diode is high enough to rectify

the 10 µm incident wave. The equivalent circuit of the solar rectenna consists of the MIM

diode circuit connected in parallel with the antenna circuit. Hence, the overall system

model can be assembled as demonstrated in Fig. 6.9, and the input impedance of the

rectenna (ZRec = RRec − iXRec) becomes

ZRec = ZD//Za =
(RDRa −XDXa)− i(RDXa +RaXD)

(RD +Ra)− i(XD +Xa)
, (6.35)

where

RRec =
(RDRa −XDXa)(RD +Ra) + (RDXa +RaXD)(XD +Xa)

(RD +Ra)2 + (XD +Xa)2
, (6.36)
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and

XRec =
(RDXa +RaXD)(RD +Ra) + (RDRa −XDXa)(XD +Xa)

(RD +Ra)2 + (XD +Xa)2
. (6.37)

Figure 6.9: Circuit model of the IR solar rectenna, which is the parallel combination of

the antenna circuit and the diode circuit

The rectenna input impedance ZRec has been calculated by solving (6.13) using MoM

to attain the antenna impedance Za = Ra − iXa, and then applying equations (6.35)-

(6.37), where XD can be calculated from (6.34). Fig. 6.10 shows the plot of ZRec versus

frequency for different values of the diode resistance RD=100 to 1000 Ω. This circuit

model gives the designer a close physical insight on how the IR solar rectenna works,

including the parameters that affect its performance

The results shown in Fig. 6.10 demonstrate the impact of the diode resistance RD

on the overall system input impedance, where it is clearly evident that both the input

resistance and the input reactance increase as RD increases. The increment in the input

resistance is due to the parallel combination of the diode with the antenna, where the

input resistance of the unloaded antenna reaches approx. 500 Ω at its maximum. Loading

the antenna with a high impedance diode will therefore result in a rectenna with a total

impedance close to that of the antenna.

The applied voltage (VD) at the diode’s terminals can be computed by integrating

the electric field along the overlapping area. The extracted voltage is then rectified by

the MIM diode into DC power, where the maximum received voltage is achieved at the

resonance of the antenna (approximately 10 µm) as shown in Fig. 6.11.
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Figure 6.10: Input impedance of the solar IR rectenna of Fig. 6.7 with: L=4.7 µm, a=40

nm, overlapping areaA=50×50 nm2, with insulator layer thickness of 8.5 nm and varying

the diode resistance RD from 100 Ω to 1000 Ω: a) Input resistance, b) Input reactance.
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Figure 6.11: The voltage received by the antenna which is applied to the input of the MIM

diode

Finally, a parametric analysis of the MIM diode parameters is presented to study the

effect of the diode’s area, including the gap between the diode’s electrodes on the captured

voltage, by adjusting the values of these parameters and holding the other parameters (kept

constant). The performance of the IR solar rectenna is measured in terms of the captured

AC voltage, which is applied at the diode’s terminals. The area that was developed by

overlapping the antenna arms has been changed to observe its impact on the solar rectenna

performance. Fig. 6.12 shows the variation of the captured voltage versus wavelength

for different values of the diode area, where it is evident that the voltage decreases and

the resonant wavelength is shifted up with increasing wavelength. The gap between the

diode’s terminals is then varied from 5 to 10 nm as shown in Fig. 6.13, where it is clear

that changing the gap value will result in a minor increase in the voltage, albeit with

negligible effect on the resonant wavelength. This slight impact of the diode parameters

on the rectenna performance gives the designer a certain amount of freedom in choosing

the diode characteristics.

All previous analysis was for a single antenna element, which can only generated

insignificant amount of power. Thus, in order to increase the output power, more elements
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Figure 6.12: Variation of the diode voltage with the wavelength for different values of the

diode area.

can be coupled together by feeding lines to form an array. In this case, mutual coupling

effects will be introduced, which can be controlled by adjusting the separation between

elements. However, such effect cannot be analysed easily [13]. However, the output from

each element is a DC signal, which can be easily collected from elements by a simple

feeding network.

6.3 Solar Rectenna Conversion Efficiency

The figure of merit in solar rectennas is the conversion efficiency, which depends on

several factors related to both the antenna and the MIM diode. The conversion efficiency,

ηt, of a solar rectenna can be described as [115] [116]

ηt = ηrηsηqηc, (6.38)
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tances between the diode terminals.

where ηr is the antenna radiation efficiency, ηs is the efficiency that related to the losses

inside the antenna, ηq is the quantum efficiency that is responsible for the rectification of

the received power, and ηc is the coupling efficiency between the antenna and the diode.

It is worth noting that the term, ηrηs, in (6.38) depends on the antenna type and its charac-

teristics and is referred to, in this thesis, as the antenna-dependent efficiency of the solar

rectenna. On the other hand, the term ηqηc relates strongly to the diode parameters and is

referred to as the diode-dependent efficiency.

For solar energy conversion, each efficiency factor is required to be optimised and max-

imised. Recent works have focused on improving only the quantum efficiency [115],

or the diode-dependent efficiency by assuming a perfect antenna (i.e without including

antenna efficiency limits) [117]. This work, to the knowledge of the author, is the first

attempt that take into account both the antenna and the diode efficiencies of solar recten-
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nas analytically. The analysis of the complete conversion efficiency in one single work

provides the reader with a clear understanding into the concept and performance of the IR

solar rectenna, including the parameters that affect its performance.

In the following subsections, the efficiency terms in (6.38) will be investigated individu-

ally, their optimum values will be computed, and hence the overall conversion efficiency

will be calculated and plotted .

6.3.1 Antenna-dependent efficiency

As mentioned earlier in Section 6.3, the antenna-dependent efficiency is represented by

the term ηrηs. This subsection will demonstrate how to numerically determine this ef-

ficiency which depends entirely on antenna parameters. The calculation of antenna ef-

ficiency should take into account the losses that relate to reflection, conduction and the

dielectric inside the antenna. The reflection losses will be represented by the coupling

efficiency, ηc, and will be discussed in details in the following subsection. Thus, this

subsection will be dedicated to the calculation of the conduction and dielectric losses in-

side the antenna structure. Since it is very difficult to compute and separate these losses

individually, they will therefore be lumped together to form the conduction-dielectric ef-

ficiency, ηcd, which can be defined as [13]

ηcd =
Rr

Rr +Rl
, (6.39)

where Rr is the radiation resistance of the antenna and the resistance Rl represents the

conduction-dielectric resistance, which can be written as [13]

Rl = 2
L

P
Rs, (6.40)

where L is the antenna length, P is the cross-section perimeter of the wire antenna of

radius a, and Rs is the conductor surface resistance that can be calculated as

Rs =

√

ωµ0

2σ
, (6.41)

where ω is the angular frequency, µ0 is the free-space permeability, and σ is the metal

conductivity. It is worth mentioning here that equation (6.40) is valid for the case of a

uniform current distribution.
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Figure 6.14: Conductor-dielectric efficiency versus wavelength for the Aluminium optical

antenna.

Since the real part of the input impedance, which represents the radiation resistance,

and the conductivity are already calculated, then we can easily calculate the conductor-

dielectric efficiency, ηcd. Fig. 6.14 shows the conductor-dielectric efficiency of the optical

antenna considered in this chapter.

It can be seen from Fig. 6.14 that the conductor-dielectric efficiency of this antenna

is very high and reaches 94.39 % at resonance. In the following subsection, the diode-

dependent part will be calculated and discussed in details.

6.3.2 Diode-dependent efficiency

The two terms of the diode-dependent efficiency are the coupling efficiency, ηc, and the

quantum efficiency, ηq. In this work, the quantum efficiency is set to ηq = S, where S is

the MIM diode responsivity, which will be explained more explicitly later in this section.

On the other hand, the coupling efficiency can be written as [102]

ηc =
4RaRD/(Ra +RD)

2

1 + (ω(RaRD/(Ra +RD)CD))2
, (6.42)
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where Ra is the antenna resistance, ω is the angular frequency, RD is the diode resistance

and CD is the diode capacitance. The value of RD depends on the I-V characteristics of

the MIM diode, whereas, CD can be given from (6.34).

It is clearly evident that the MIM diode parameters play a significant role in deter-

mining the entire conversion efficiency of solar rectennas. Therefore, in this subsection,

we will investigate the effect of diode responsivity and resistance on the diode-dependent

part of conversion efficiency.

In order to construct the solar rectenna, an MIM diode needs to be integrated with the

optical antenna for rectifying the received signal. To build such rectenna, one end of an-

tenna arms has been tapered to provide space to build the MIM diode. The two arms of

the dipole are then overlapped over an area of 120×120 nm2, where an insulator layer of

a dielectric constant ǫr=7 is employed as shown in the red area of Fig. 6.15. This design,

which is illustrated in Fig. 6.15, features all the desired characteristics of standard anten-

nas [76], while it enables the designer to implement and integrate the MIM diode to the

antenna. MIM diodes are the most popular rectifiers utilised in solar rectennas which can

be used as an alternative to Schottky diodes for visible and IR frequencies due to the lower

frequency range of the latter. This type of diodes has shown acceptable functionality in

converting the THz signals into DC output. The rectification properties of MIM diodes

made them very popular in detecting and mixing high frequency waves [101]-[21].

After designing the solar rectenna, we can now investigate the characteristics of the

antenna-coupled MIM diode. The most important characteristics in determining the solar

rectenna conversion efficiency are the responsivity, which is a measure of the rectified dc

current as a function of input power, and the resistance of the MIM diode. These two fea-

tures can be calculated directly from the I-V curve of the MIM diode. The current density

(J) of MIM diodes can be determined using the approximate expression of Simmons’

formula for the tunneling current across a thin barrier, which is described by quantum

mechanics as follows [118]

J =
e

ℏ(2πβ∆s)2
(ϕ̄exp(−Atϕ̄

1

2 ) − (ϕ̄ + eVb)exp(−At(ϕ̄ + eVb)
1

2 )), (6.43)

where e is the electron charge, ϕ̄ is the mean barrier height of the metal/insulator junction,

Vb represents the applied bias, and At is

At =
2β∆s

ℏ
(2m)

1

2 , (6.44)
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Figure 6.15: Schematic view of the stacked optical dipole antenna integrated to the MIM

diode. The red area represents the insulator layer.

where ℏ is the reduced Plank’s constant, ∆s is the tunneling distance, which is determined

by Fermi level of the negatively biased electrode, m is the electron mass and β is a cor-

rection factor (set to 1 in this work).

It is worth mentioning that the barrier heights are critical in determining the tunneling

current through the insulator layer. Consequently, the barrier heights should be calcu-

lated accurately. To this end, the effect of image potential between the electrodes, which

depends on the high-frequency dielectric constant of the insulator, have been taken into

account when calculating the barrier heights. The total barrier height, ϕt, including the

effect of image potential, can be written as [119]

ϕt(x) = ϕ1 + (∆Φ− eVb)(x/s)−
0.288s

Kx(s− x)
, (6.45)

where ϕ1 is the barrier height of the left metal, ∆Φ is the work function difference be-

tween the metals on both sides of the diode, and K is the high-frequency dielectric con-

stant of insulator layer. Fig. 6.16 shows the barrier potential energy of the symmetric

Al/Al2O3/Al diode at 1-V biasing, ϕ1=ϕ2=2.9 eV, s=5 nm and K=7.

The mean barrier height, ϕ̄, in (6.43) is calculated by integrating the total barrier
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Figure 6.16: Barrier potential energy of the symmetric Al/Al2O3/Al MIM diode with

1-V biasing, ϕ1=2.9 eV, s=5 nm and K=7.

height over the tunneling distance as follows

ϕ̄ =
1

∆s

∫ s2

s1

ϕt(x)dx, (6.46)

where s1 and s2 can be determined from the intersection of the barrier height with Fermi

level of the negatively biased electrode and ∆s = s2 − s1 as shown in Fig. 6.16.

Let us assume that the antenna is made of Aluminium (Al). Equation (6.43) can now

be used to plot the current density against the bias voltage, Vb, for the symmetric MIM

diode of similar electrodes (i.e both are made of Al). However, asymmetric and non-linear

characteristics are required for the MIM structure in order to act as a rectifier and be able

to rectify the THz signals [120][121]. This can be achieved by replacing one side of the

diode by another metal other than Al, giving unequal barrier heights. Hence, the left side

of the MIM diode will be kept fixed to Al (i.e ϕ1=2.9 eV), whereas the right side will

be changed to Platinum (Pt). The work functions of Al and Pt are Ψ1 = 3.9 eV and

Ψ2 = 5.65 eV, respectively, and the electron affinity of the insulator Al2O3 is χ = 1 eV.
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Figure 6.17: Current density versus biasing voltage for the asymmetric MIM diode with

∆ϕ=1.37 eV and s=5 nm.

Based on these values the barrier height at both sides of the diode will be ϕ1 = 2.9 eV

and ϕ2 = 4.65 eV. Barrier heights are calculated directly from the difference between

metal work function and the electron affinity of insulator. The work function difference

of the new asymmetric Al/Al2O3/P t diode is 1.37 eV [122].

Simmons’ formula (6.43) is used to plot the current density versus bias voltage for the

Al/Al2O3/P t diode with an insulator thickness of 5 nm as shown in Fig. 6.17.

The resistance, RD, the non-linearity, N , and the responsivity, S, of the diode can be

found directly from the I-V characteristics shown in Fig. 6.18. The I-V curve is fitted with

a seventh-order polynomial and the other parameters are then calculated, where RD =

1
dI/dV

, N = d2I/dV 2, and S = d2I/dV 2

dI/dV
. The nonlinear I-V characteristics, which depend

on the shape of the barrier, lead to the tunneling of current through the potential barrier

[118]. It can be seen from Fig. 6.18 that the resistance is very high due to the fact that a

very low current has been tunneled through the insulator. The high barrier height in the left

metal (i.e ϕ1) and the thick insulator, 5 nm, have contributed in producing this marginal

current. Since the coupling efficiency depends on RD, a very low value is expected for

this efficiency. Thus, in the following subsection we will optimise the diode resistance to
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Figure 6.18: Characteristics of the asymmetric MIM diode with insulator thickness s=5

nm and barrier heights ∆ϕ = 1.37 eV: (a) I-V, (b) diode resistance, (c) non-linearity, and

(d) responsivity.

enhance the coupling efficiency.

6.3.3 Optimisation of the diode-dependent efficiency

In this subsection, we will characterise and optimise the diode-dependent part of effi-

ciency, where the effect of the insulator layer thickness and the metal work function

difference will be investigated. The quantum efficiency depends directly on the diode

responsivity as mentioned earlier in this section. Hence, this part of the efficiency can be

increased by only improving the diode responsivity. Unlike the quantum efficiency, the

coupling efficiency relates to the diode resistance that should be matched with antenna

resistance in order to achieve higher conversion efficiency.

It was evident from Section 6.3 that very low values of quantum and coupling efficien-

cies are expected due to the low diode responsivity and the poor antenna-diode matching,

which will reduce the total conversion efficiency. Thus, the diode parameters will be

optimised to enhance the diode-dependent efficiency. It is clearly shown in (6.42) that

reducing the diode resistance leads to increasing the coupling efficiency. Additionally, it
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is also shown that increasing the diode responsivity will increase the quantum efficiency.

In order to improve the diode efficiency, a parametric study on the effect of insulator thick-

ness and work function difference on the diode performance will be presented. Firstly, the

effect of insulator thickness on the diode resistance and responsivity will be studied by

varying the thickness from 2 to 5 nm. Fig. 6.19 demonstrates the effect of varying the

insulator thickness on the diode resistance (Fig. 6.19-a) and on the diode responsivity

(Fig. 6.19-b). It is shown that decreasing the thickness from 5 nm to 2 nm reduces the

value of the diode resistance significantly from 1.3 × 1038 Ω to 3.35 × 1012 Ω at zero-

biasing. Thus, the smaller the insulator thickness the lower the diode resistance. Fur-

thermore, it is noted that the changes in responsivity versus insulator thickness is trivial

at zero-biasing due to the high barrier height in the left metal (i.e ϕ1), whereas, the re-

sponsivity increases when increasing the thickness for higher biasing values. The results

show that in order to increase the efficiency at zero-biasing it is highly recommended to

use a thinner insulator layer. Therefore, a 2 nm insulator thickness will be adopted for the

remainder of this subsection.

The effect of metal work function difference is also studied by utilising different metals

in the right side of the MIM diode while keeping the left side as Al. The proposed metals

are: Platinum (Pt), Gold (Au) and Tungsten (W), where the difference in work functions

for each case is: 1.37 eV, 0.82 eV and 0.27 eV, respectively [122] [123]. The diode resis-

tance and responsivity are then calculated at s = 2 nm as shown in Fig. 6.20.

It can be seen in Fig. 6.20(b) that varying the work function difference has a negligible

impact on the responsivity due to the high value of barrier heights on both sides of the

MIM diode with respect to applied bias. At these levels of barrier heights, a constant

value of tunneling distance results in, and hence varying the work function difference will

have no significant impact. As a result, this will diminish the role that the work function

difference plays on responsivity, and therefore the focus will be on its effect on the resis-

tance. In addition, it is shown that there is a clear impact of the work function difference

on diode resistance as it increases by increasing this difference as shown in Fig. 6.20(a).

In conclusion, it is evident that the diode-dependent efficiency can be improved by choos-

ing metals on both sides of MIM diode with a small difference in their work function

values to reduce the diode resistance. After this parametric study, the efficiency can be

maximised by choosing the optimised values of insulator thickness, s = 2 nm, and metals

work function difference, △ϕ = 0.27 eV.

Based on the above results, it is quite evident that the diode Al/Al2O3/W shows the
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Figure 6.19: Effect of changing the insulator thickness on: (a) The diode resistance, (b)

The diode responsivity. The metal work function difference is fixed to △ϕ = 1.37 eV.
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best characteristics in terms of resistance and responsivity and will be adopted to calculate

the diode-dependent efficiency. The optimised parameters of this diode are: insulator

thickness s = 2 nm, and metals work function difference △ϕ = 0.27 eV. The resistance

of this optimised diode is Rd = 1.5× 1011 Ω and the responsivity is |S| = 0.52 1
V

.

As mentioned before, the quantum efficiency will be set to the value of the responsivity.

We only need to calculate the coupling efficiency from (6.42), where Ra can be found

from (6.13) which represents the real part of input impedance shown in Fig. 6.6. In

addition, the diode capacitance, CD, can be calculated using (6.34).

Fig. 6.21 shows the total conversion efficiency (solid line) for the designed IR solar

rectenna versus the wavelength. Moreover, we have added the diode-dependent efficiency

(dashed line) to the same graph to show the role that the antenna plays in shaping the

conversion efficiency. The total conversion efficiency has been calculated based on the

terms of (6.38), where each single term is calculated individually and all the terms are

then combined. A closer look at Fig. 6.21 reveals that a very poor conversion efficiency

is achieved . The main reason behind this low efficiency is the mismatch between the

resistance of the designed MIM diode, Rd, and the antenna resistance, Ra. This mismatch

has led to a lower coupling efficiency in (6.42), where one of the conditions to achieve

unity efficiency is to let Rd = Ra.

It is worth mentioning here that Simmons’ formula was developed based on WKB

approximation, which neglects the reflection at the interface of the layers. Therefore,

other techniques are required for more accurate results such as the transfer-matrix method

(TMM), the non-equilibrium Green’s function (NEGF) and the quantum transmitting

boundary method (QTBM) [120] [121].

6.4 The effect of using different metals on the left side of

the diode

In order to observe the role of the materials in the performance of MIM diodes, the Al

side of the previous diode has been replaced with different metal (Nb). Equation (6.43)

is used to plot the current density against the bias voltage, Vb, for the symmetric MIM

diode of similar electrodes (i.e both made of Nb) as shown in Fig. 6.22. As seen from

this figure that the J-V characteristics are symmetrical for both the positive and negative

biasing. These symmetrical characteristics lead to zero non-linearity and zero respon-
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Figure 6.21: Total conversion efficiency, ηt, and the diode-dependent efficiency, ηqηc, of

the designed solar rectenna.

sivity at the zero biasing case, and hence, no rectification will occur. To achieve higher

responsivity, different metals need to be chosen at both sides of the diode with differ-

ent work functions. Thus, one arm of the antenna has been replaced with Platinum (Pt)

to form a Nb/Nb2O5/P t diode. The work functions of Nb and Pt are Ψ1 = 4.3 eV

and Ψ2 = 5.65 eV, respectively, and the electron affinity of the insulator Nb2O5 is

χ = 3.9 eV. Based on these values the barrier height at both sides of the diode will

be ϕ1 = 0.4 eV and ϕ2 = 1.75 eV. The energy-band diagram for both the symmetric and

asymmetric MIM diodes is shown in Fig. 6.23. The current density against bias voltage

for the asymmetric Nb/Nb2O5/P t diode is shown in Fig. 6.24, where the non-linear and

asymmetric characteristics of this diode are clearly shown.

The asymmetric current density of Fig. 6.24 is obtained due to the metal work function

difference on both sides. The resistance, RD, the non-linearity, N , and the responsiv-

ity, S, of the diode can be found from the I-V characteristics shown in Fig. 6.25, where

S = 0.88 1
V

, RD = 3.9 × 1011 Ω and N = 2.13 × 10−12 A

V2 at zero-biasing. These

parameters lead to a coupling efficiency of 1.22 × 10−21 % at 10 µm.
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Figure 6.22: The current density versus biasing voltage for the symmetric MIM diode

with insulator thickness s = 5 nm.
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Figure 6.23: Equilibrium band diagram of: (a)symmetric Nb/Nb2O5/Nb diode and

(b)asymmetric Nb/Nb2O5/P t diode. s indicates the insulator thickness, and ϕ1 and ϕ2

represent the barrier heights of metal electrodes.

The diode parameters can be optimised to enhance the diode-dependent efficiency. It

is clearly shown that reducing the diode resistance could lead to increasing the coupling

efficiency. Additionally, it is also shown that increasing the diode responsivity will in-

crease the quantum efficiency.
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Figure 6.24: The current density versus biasing voltage for the asymmetric MIM diode

with insulator thickness s = 5 nm and barrier heights ϕ1 = 0.4 eV and ϕ2 = 1.7 eV.

In order to improve the diode efficiency, another parametric study on the effect of insu-

lator thickness and work function difference on the diode performance will be presented.

Firstly, the effect of insulator thickness on the diode resistance and responsivity will be

studied by varying the thickness from 2 to 5 nm. Fig. 6.26 demonstrates the effect of

changing the insulator thickness on the diode resistance (Fig. 6.26-a) and on the diode re-

sponsivity (Fig. 6.26-b). It is shown that increasing the thickness has a significant impact

on the value of the diode resistance, where the smaller the insulator thickness the lower

diode resistance can be achieved. Furthermore, it is noted that the changes in responsivity

versus insulator thickness is trivial at zero biasing, whereas, the responsivity increases

when increasing the thickness for higher biasing values. The results show that in order to

increase the efficiency at zero-biasing condition it is highly recommended to use a thinner

insulator layer.

Consequently, the effect of metal work function difference is also studied by changing

different metals other than Pt with different work functions. The difference in work func-

tion has been varied from 0.6 eV to 1.4 eV, this may include different metals such as:

Mo (4.95 eV), Ni (5.04 eV), Au (5.3 eV), Pt (5.65 eV) [123]. The diode resistivity and
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Figure 6.25: The current vs. biasing voltage for the asymmetric MIM diode with insulator

thickness s=5 nm and barrier heights ϕ1 = 0.4 eV and ϕ2 = 1.75 eV.

responsivity are then calculated at s = 2 nm as shown in Fig. 6.27.

It can be seen in Fig. 6.27 that the diode performance can be enhanced by choosing small

values of work function difference. In addition, it can be seen that there is an impact of

the work function difference on the diode resistance as it increases by increasing the dif-

ference as shown in Fig. 6.27(b). Hence, it is evident that the diode-dependent efficiency

can be improved by choosing metals on both sides of MIM diode with small difference

in their work functions. After this parametric study, the efficiency can be maximised by

choosing the optimised values of the insulator thickness, s = 2 nm, and metals work

function difference △ϕ = 0.6 eV. The coupling efficiency, after optimisation, will be

1.01 × 10−5 % at 10 µm for the zero-biasing condition.

6.5 Chapter Summary

In this chapter, the integral equation method has been utilised to model IR wire antennas

for the application of solar energy collection at 10 µm wavelength, taking into account

the imperfect conductivity of metals within this frequency band. Pocklington’s integral
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Figure 6.26: The effect of changing the insulator thickness on: (a) The diode resistance,

(b) The diode responsivity. Metal work function difference fixed to △ϕ = 1.35 eV.

155



6.5 Chapter Summary

-0.2 0 0.2
10

6

10
8

10
9

10
7

V
b
 (V)

R
es

is
ta

nc
e 

(Ω
)

 

 

0.6 eV

0.8 eV

1 eV

1.2 eV

1.4 eV

(a)

-0.2 0 0.2
-10

0

10

5

-5

V
b
 (V)

R
es

po
ns

iv
ity

 (
1/

V
)

 

 

0.6 eV

0.8 eV

1 eV

1.2 eV

1.4 eV

(b)

Figure 6.27: The effect of changing the work function difference on: (a) The diode resis-
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equation and Hallen’s integral equation have been used to find the current distribution

over the antenna surface, where they showed similar results by employing MoM numer-

ical method with a piecewise function. However, the Hallen’s integral equation has been

adopted throughout the chapter, since it provides more stable results. A circuit model

for the IR dipole antenna has been presented by finding the antenna parameters from the

results of the integral equation modelling. Moreover, the obtained results have been veri-

fied using an FEM-based full-wave electromagnetic simulator and strong correlation was

found. Additionally, the design of the MIM diode, with its equivalent circuit, has been

demonstrated. This diode has then been integrated into the IR dipole antenna at its feed

gap, constructing a solar rectenna that works at IR frequencies in order to rectify the re-

ceived signal and convert it to DC power. The circuit model for the whole system and the

appropriate equations for finding its elements have been presented. Furthermore, a para-

metric study into the effect of the MIM diode parameters on the captured voltage has been

investigated. This modelling approach can be used to find the IR dipole antenna proper-

ties easily, without the need for full-wave simulations that may otherwise require high

computational resources, and in parallel, provide significant insight into the operation of

the IR nanoantennas.

Solar rectennas have been proposed as an alternative to conventional semiconductor

photovoltaics due to their ability to directly rectify solar and thermal radiation. Since

the rectifiers can convert a wide range of frequencies, it is expected from solar rectennas

to efficiently harvest the entire solar spectrum with an efficiency that approaches 100 %

theoretically. However, there are many factors that limit the total conversion efficiency

of solar rectennas. Some of these factors are related to the optical antenna whilst others

are related to the MIM diode itself. This chapter highlighted the most important factors

that influence the conversion efficiency of solar rectennas with the main objective of their

improvement and optimisation. Firstly, the integral equation method has been utilised

to model optical wire antennas at 10 µm wavelength, taking into account the imperfect

conductivity of metals within this frequency band. The conductor-dielectric efficiency,

which represent the antenna-dependent efficiency, is then calculated and plotted based on

the results from MoM numerical analysis. An antenna efficiency of 94.39 % is achieved

at the frequency of interest, which is quite high and promising. On the other hand, the

MIM diode has been analysed and its parameters have been found by using Simmons’

formula for tunnelling currents. The diode-dependent part of conversion efficiency has

then been calculated and plotted with the total conversion efficiency. The results showed
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that, even when optical antennas couple thermal radiation efficiently, the total conversion

efficiency, after optimisation, is still very low (ηt ∼ 10−5). This is due to the poor match-

ing between the diode and the antenna, where a very high diode resistance is obtained

compared to the low antenna resistance. Although the diode characteristics have been

optimised, the coupling efficiency is still low. However, this value of efficiency demon-

strates an enhancement to a recently reported conversion efficiency of (ηt ∼ 10−9−10−12)

[54].

As a summary, optical antennas are attractive option to replace PV cells in coupling

solar energy, however this technique requires further developments in rectification pro-

cess. Rectification and coupling efficiencies can be improved by utilising multi-insulator

barriers which produce high responsivity with lower diode resistance, and hence a better

matching can be achieved.
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Conclusion and Future Work
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Although the use of commercial solar panels are widespread around the world, re-

searchers are paying efforts to reduce their cost and increase their low efficiency. They

have used new materials and different approaches, such as multi-junction solar cells, to

meet these requirements. However, there is no pragmatic change in their efficiency that

is still low. With the advances in nanotechnology, and with the breakthroughs in design-

ing efficient optical detectors, it is now possible to consider designing solar rectenna for

receiving the solar radiation and converting it into electricity. This can be achieved by

designing an efficient nanoantenna for receiving the solar radiation and coupling it to an

integrated rectifier for AC to DC conversion.

The focus of this research was to design and optimise different types of nanoantennas

and to choose the most appropriate one for this application by performing FEM simula-

tions. For this purpose, four types of nanoantennas have been designed and simulated and

a comparison is made to find the best candidate for this application. The figure of merit

in choosing the best design was the captured electric field in the feed gap of the nanoan-

tenna and the area under curve, which is essential in calculating the harvested energy.

By comparing the performance of dipole, square spiral, logarithmic spiral and bowtie

nanoantennas, it was found that the square spiral nanoantenna exhibited the largest cap-

tured electric field in the feed gap at resonance, whereas, the bowtie nanoantenna showed

higher AUC and widest bandwidth. Moreover, it was found that coupling two elements

in one structure will increase the captured electric field at the feed gap. The two-element

logarithmic spiral nanoarray showed the largest captured electric field and the largest

AUC. Furthermore, the discrimination ratio has been calculated for the designed antennas

by illuminating the antenna with two orthogonal polarised waves, where the two-element

logarithmic spiral nanoarray showed lower discrimination ratio.

Due to the wideband performance of bowtie nanoatennas and the geometrical conve-

nience of this structure, the design was extended into 2×4 bowtie planar nanoarray with

feeding network. The electric field from each single bowtie has been collected using feed

lines and driven to a common feed gap. The reason behind establishing one common

gap is to reduce the number of MIM diodes, and hence increase the total efficiency. The

performance of the designed bowtie nanoarray was compared with that of a single bowtie

with matching footprint and the results showed that the bowtie nanoarray collect more

energy than a single bowtie element using identical device areas.

In order to enhance the array performance, a geometrical parametric study of the dis-

tance between elements, feeding line width, and gap size was carried out. The results
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showed that the optimum space between elements is 2.9µm, and the best line width

is 50nm. It also showed that a gap of 25nm provides the highest captured electric

field. Based on the optimised parameters, a maximum electric field of 0.047 V/µm was

achieved at the first resonant wavelength of 20.5µm (14.63 THz), and 0.258 V/µm at

the second resonant wavelength of 158µm (1.89 THz) corresponding to an AUC value of

6.80 µV.

Furthermore, a new approach is presented by overlapping the arms of the designed

array at the feed gap to establish an MIM diode. The characteristics of this diode were

calculated and optimised by using a 95nm metal thickness, which exhibits the highest

electric field. Additionally, it is found that the highest electric field can be obtained for

the insulator layer thickness of 15nm. Furthermore, the results showed that the smaller

the overlapping area, the higher the electric field inside the gap is provided.

All the above results have been found using commercial FEM simulator(i.e COM-

SOL), which is user-friendly software. However, when using such software the user

might find difficulties and lack of information in understanding how the system works.

Thus, a simple analysis on dipole nanoantenna using MoM is presented in this research.

The results obtained from this method is compared with those found from FEM simu-

lations and an acceptable agreement is achieved. Hallen’s integral equation was used to

find the input impedance of thin wire nano-dipoles with imperfect conductors. The radi-

ation efficiency was then calculated based on the input impedance. To calculate the total

conversion efficiency of solar rectennas, it is important to compute the rectification effi-

ciency of the MIM diode along with the coupling efficiency between the antenna and the

diode. To this end, Simmon’s formula for tunnelling currents has been used to calculate

the characteristics of the MIM diode.

It is expected from solar rectennas to efficiently harvest the entire solar spectrum with

an efficiency approaches 100 % theoretically. However, the results showed that the to-

tal conversion efficiency was very low. The radiation efficiency was found to be high

(approaching more than 90 %) and the factor that reduced the total efficiency was the

coupling efficiency due to the poor antenna-diode matching. It is generally accepted that

the dipole antenna has low resistance (less than 100 Ω), however it is found that the MIM

diode showed very high resistance. Although some optimisation techniques were applied

to decrease the resistance of the diode, the efficiency was still low and more efforts need

to be paid to enhance the total efficiency.

In summary, this research project concentrated primarily on the antenna part of solar
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rectennas. The results presented in this research showed that the designed nanoatnenna

fulfil the requirements for the use in solar energy harvesting as they exhibited high cap-

tured electric field in the feed gap. In addition they showed applicability to connect more

than two elements in an array form using feeding network. However, to design an effi-

cient rectenna that can overcome the limitations of solar cells, the MIM diode needs to

be efficiently coupled to the antenna, which is still an issue in this project. In the fol-

lowing section, suggestions for future work will be highlighted in order to achieve higher

conversion efficiency.

Future Work

The results of this research project are promising towards replacing the traditional PVs

and/or exploiting the unused infrared energy of the solar radiation. Solar rectenna system

is a quite new technology and needs years of research to be available commercially to the

users. Hence, it is difficult to cover all the aspects of this system and address all of its

challenges in one thesis. Following are some of the proposed ideas to be considered in

future work:

• Employ different materials to optimise the performance of nanoantennas.

• Use different types of antennas and compare the results with the current geometries

to find the optimum solution for this application.

• Increase the number of elements in each single array to maximise the captured

energy.

• Replicate the designed arrays to cover millions of elements in one single panel and

calculate the total power provided.

• Fabricate the designed array in this thesis and perform the necessary measurements

to calculate the output power and the conversion efficiency.

• Apply various computational methods such FDTD to obtain more accurate results

for the antenna part, and apply efficient quantum mechanics techniques for the ac-

curacy of the I-V characteristics of the MIM diode. These techniques include the

transfer-matrix method (TMM), the non-equilibrium Green’s function (NEGF) and

the quantum transmitting boundary method (QTBM).
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