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Abstract 

 

This work focusses on seeking to gain a deep understanding of the photophysical 

processes inherent to multi-functional and/or multi-component supermolecules in 

the condensed phase. To do this, a variety of molecular systems have been 

subjected to spectroscopic examination, most commonly using steady-state and 

time-resolved emission spectroscopy to interrogate the samples. A common 

feature of all the molecular architectures examined herein relates to the possibility 

for structural motion on timescales of concern to the photophysical event. 

Furthermore, to provide a spectroscopic signature, most of the target dynamic 

systems comprise a donor covalently attached to a complementary acceptor. 

These systems possess the potential to be used as solar-energy concentrators or 

for specific sensing applications. However, attention is given only to the 

fundamental properties. 

Chapter 1 provides a general introduction to the field of molecular rotors and to the 

concepts of energy and electron transfer in molecular systems. Key literature 

examples are used to illustrate the current state-of-the-art and to set the tone for 

later discussions. Each chapter includes a brief introduction to the specific topic 

under discussion while avoiding the generic details covered in the main 

introduction. The essential experimental details and underlying analytical protocols 

for all the studies described are provided in the final chapter.  

Chapter 2 describes a new series of molecular rotors based on the boron 

dipyrromethene (BODIPY) structure. This series includes structurally-similar 

compounds that exhibit surprisingly disparate behaviours as putative probes for 

solvent viscosity. In fact, the results tend to challenge the conventional 

understanding of BODIPY-based molecular probes. In this chapter, we highlight 

the importance of asymmetry, question how it might be used to one’s advantage in 

the design of next generation probes, and raise ideas about porosity of the excited-

state potential energy surface. 
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By way of Chapter 3, we expand of the same subject but introduce a series of 

control compounds, bearing 5- or 6-membered straps at the boron atom intended 

to switch fluorescence according to the state of an appended amino donor. The 

design element was based on differences in ionisation potential of an amine and 

its corresponding amide. In fact, this series provided important insight into how 

substituents at the lower rim of the BODIPY nucleus affect the photophysical 

properties of the dye despite not being part of the conjugation pathway. Switching 

was possible by using a photo-acid but underlying structural factors introduce 

significant non-radiative pathways that were not anticipated.  

Chapter 4 changes focus by introducing molecular dyads and triads built around 

BODIPY but equipped with secondary chromophores (i.e., diketopyrrolopyrrole) and 

triphenylamine units. This is an extension of the work covered in Chapter 3 but 

positions the redox-active components in a more popular (i.e., linear) geometrical 

pattern. An additional point of interest concerns moving towards BODIPY-based 

dyes with more extended conjugation pathways. The target compounds allow the 

interplay between energy- and charge-transfer processes, so critical in natural 

organisms, to be scrutinised. Competition between the various processes is 

affected by choice of excitation wavelength and environment (e.g., solvent polarity, 

temperature, and phase).  

Continuing this approach in Chapter 5, a molecular a pentad is investigated; here, 

individual components comprising pyrene, BODIPY, extended-BODIPY, 

dithiocyclopentane, and triphenylamine units arranged in a linear but bifurcated 

geometry. The latter arrangement introduces a certain degree of redundancy in 

that certain units could corrode under illumination but without serious damage to 

the opto-electronic properties of the array. This leads us to raise questions about 

the practical usage of large conjugated dyes as solar collectors. To this end, the 

kinetics of photo-bleaching of the pentad were measured under continuous 

exposure to white light.  
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Chapter 6 examines an alternative supermolecule built from modules formed 

around N,N-dimethylaniline, BODIPY, extended-BODIPY, dithiocyclopentane and 

triphenylamine units. This provides an opportunity to explore in some detail the 

photo-stability of a multi-functional molecular assembly designed for a particular 

purpose (i.e., an optical pH probe). The importance of auto-catalysis is recognised 

here. A further point of interest concerns the stepwise breakdown of the overall 

molecule. This means that a well-designed supermolecule continues to be effective 

even after several components have degraded. In fact, our main target compounds 

shows an impressive turnover number of ten million. 

By way of Chapter 7, we return to our main theme of exploring the molecular 

photophysics of donor-acceptors systems able to exchange conformation in the 

ground state. Rather than employ more rotors, we have examined dyads 

assembled around amide linkages that are subject to cis-trans isomerization. 

Amides have great relevance for biology and are used frequently as bridges for 

donor-acceptor systems. It is not often, however, that the geometry of the amide is 

taken into account. Using two sets of BODIPY-based dyads, we assess how the 

geometry around the amide linkage affects the dynamics of light-induced charge 

or energy transfer between appended BODIPY units in fluid solution. The essential 

point to emerge from this work is that the amide-containing linker facilitates an 

unusually broad distribution of separation distances between the chromophores.  
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Chapter 1. Introduction 

Rheology, often simplified to refer specifically to viscosity, continues to be an 

important research subject in academia and industry alike. There are many 

recognised types of fluids; pseudoplastic, Newtonian and dilatant amongst 

many others, Figure 1.1. Once the type of fluid (Newtonian or non-Newtonian) is 

identified, one needs to consider how temperature, pressure and other 

environmental factors might affect the properties of solvents (or fluids in general). 

For example, can varying the temperature of the medium create the same effect 

as varying the pressure applied to the solvent molecules? All of the above make 

studying viscosity a very topical, meaningful and challenging subject.1-4 There are, 

in fact, numerous ways to measure viscosity in the laboratory and in the 

workplace. Mostly, these methods are fairly empirical and measure relative 

viscosity. This is suitable for most industrial applications, such as paint 

spraying, but refer to some kind of local standard. In other applications, such 

as inkjet printing, the viscosity of the medium is critical for successful 

performance but it is too high to use flow methods for accurate determination. 

In such cases, rotating viscometers are used to measure the shear viscosity 

under application of a high load. Again, the result is rather empirical and 

based on local knowledge. Typical viscometers require a large volume of 

sample but can be made fully automatic. Even so, such methods cannot be 

used under remote or hazardous conditions. There are few, if any, adequate 

instruments for measuring viscosity in biological media, such as intact 

membranes, or to extract real information on how drugs or disease affect 

local viscosity.  

Molecular probes, examples being dicyanovinyl julolidine (DCVJ), triphenyl-

methane (TPM) and boron dipyrromethene (BODIPY) dyes, have been identified 

as potential molecular-scale viscometers. All of these dyes have a rotating entity 

(such as an unhindered phenyl ring) that is credited with inducing the sensitivity 

towards viscosity. However, not every fluorophore with a rotating group can be a 
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molecular viscosity probe; examples of this are Rhodamine B/6G. Spinning of a 

molecular fragment in relation to the remaining structural scaffold needs to be 

accompanied by an easily registered event that can be quantified in real time. Many 

different spectroscopic detection protocols could be imagined, and indeed do work 

with molecular-scale viscometers, but are often time consuming or expensive. A 

simple and relatively inexpensive protocol can be built around fluorescence 

spectroscopy where a specific rotation is related to emission quenching. An 

obvious example of this situation relates to the so-called twisted internal charge-

transfer (TICT) state, where excitation of a neutral molecule is followed by rapid 

intramolecular charge transfer. During the charge-transfer step, one (or both) of 

the redox partners undergoes a substantial change in geometry. Thus, the relative 

fluorescence yield measures indirectly the ability of the molecule to acquire the 

optimum geometry for charge transfer. In turn, the local environment imposes a 

barrier to conformational exchange and, with careful calibration, the amount of 

fluorescence detected under controlled conditions can be used to measure the 

local viscosity. It is rarely that easy in practice.  

 

Figure 1.1. The panel on the left demonstrates different types of viscosity, whereas the panel on the 

right shows potential energy surfaces for one of the most popular commercially available viscosity 

probe, the DCVJ dye. The potential energy surfaces have been calculated by Yang and Han (J. Phys. 

Chem. A 2016, 120, 4961−4965). 
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There has been a tremendous expenditure of effort in order to gain further 

understanding of the photophysics of these multi-component molecules 

under dynamic control. One example of this class of molecules concerns 

those BODIPY dyes possessing a phenyl ring attached at the meso-position. 

The prevailing wisdom is that the upper rim of the dye is crucial in controlling 

how these BODIPY-based viscosity probes actually respond to changes in 

the environment. This is entirely logical because the rotor is attached at the 

upper rim but, in trying to dig deeper into the sensory mechanism, we have 

sought to monitor the effects of different types of substituents. For example, 

we have been interested in probing the effect of ancillary substituents 

attached to the lower rim as well as trying to gain further understanding of 

the effects of charge-transfer (CT) and electronic energy transfer (EET) on 

BODIPY rotors. Another important factor of interest is the photochemical 

stability of the fluorophores, especially when used in living cells. Finally, we 

have become interested in how the solvent itself affects the dynamics of 

internal rotation of a probe; for example, we raise the question as to whether 

there is a difference in molecular dynamics of a molecule embedded in a 

hydrocarbon solvent as opposed to an alcohol with a comparable viscosity. 

This is a classical feature of physical chemistry and brings into play protic vs 

aprotic effects. Does hydrogen bonding exert an undue effect on the rotation 

dynamics? The same question can be asked about solvent and/or solute 

polarity. When we started this investigation, little was known about how or 

why gyration of the meso-phenyl ring in certain substituted boron 

dipyrromethene dyes caused severe loss of emission. Several examples of 

putative BODIPY-based molecular rotors had been proposed in the literature but, 

by-and-large, these were close analogues of the same basic molecular framework. 

In effect, the same is true for most other types of molecular-scale rotors and there 

does not exist a clear understanding of the mechanism responsible for emission 

quenching. 

As already mentioned, there are many different methods available for 

viscosity measurements, like the rotational viscometer or capillary 

viscometer, however they all rely on bulk samples. The advantage of using 

a molecular rotor is that it can be used in situ. Great interest has been 
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generated in the possible use of small molecular probes to monitor viscosity 

in bio-systems. Changes in viscosity can have profound effects on cells and 

on the body itself, they are linked to multiple diseases like heart-disease5-7 

and diabetes8 amongst others. It is immediately clear that a simple method 

for measuring viscosity effectively within living cells would be highly 

beneficial in medicine. However, it is just as easy to imagine a molecular 

rotor being used as a probe in the petrochemical industry or for 

environmental studies under remote or hazardous conditions. One example 

of this is the common use of fluorescence for leak detection in underwater 

oil wells; all that is required to find the origin of the leak is a UV light source. 

Taking into account all of the above, it is not surprising that fluorescent 

molecular probes are already of great relevance in industry.9 In such 

applications, it is often sufficient to know that the system works and there is 

less of a need to know the reasons why the probe acts as it does. 

 

1.1 Why BODIPY? 

 

4-Difluoro-4-bora-3a,4a-diaza-s-indacene, 

or BODIPY (Figure 1.2) was first described 

by Kreuzer and Treibs10 in 1968 and 

quickly gained popularity due to its 

excellent photophysical properties.11 

These are characterized by sharp, intense 

absorption and emission transitions, high 

emission quantum yields, small Stokes’ 

shifts and relatively long excited-state 

lifetimes (nanosecond timescales).12,13 A 

further point of interest for using BODIPY-based dyes is that the corresponding 

triplet-excited state is not formed to any appreciable extent by way of intersystem-

crossing. 

Figure 1.2. Molecular formula of the basic 

BODIPY framework, with numbering system. 
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In addition, the basic BODIPY core can be modified easily in order to tune the 

properties to specific requirements. For example, the Stokes’ shift can be 

increased, the transitions made broader, the extent of π-conjugation can be 

increased significantly and hence they are available in an inordinately wide range 

of colours. This is especially significant when monitoring live cells, since the 

BODIPY conjugation length can be extended so that its emission does not overlap 

with the intrinsic emission from biological samples (auto-fluorescence can be 

observed from approx. 300 to 700 nm).14,15 Importantly, they are also characterized 

by good levels of photochemical stability under exposure to visible light.16,17 

Another advantage of using BODIPY dyes concerns their resistance to aggregation 

in solution, as well as high radiative rate constants (ca. 108 s-1).18 Due to all of the 

above advantages, these dyes have already found multiple applications in many 

emerging technologies and are becoming important constituents in solar cells and 

specific ion detectors. New synthetic protocols, together with rapid purification 

procedures, have ensured that a wealth of BODIPY derivatives is now available, 

including optically resolved enantiomers. Other studies have successfully 

incorporated heteroatoms into the framework and extended the conjugation 

pathway by attaching a variety of aryl substituents to different parts of the BODIPY 

nucleus.  

In recent years, there has been an upsurge of interest in using BODIPY-

based rotors for intracellular imaging.19 One of the most important benefits 

of BODIPY as a molecular viscosity probe is that the dye is rarely affected 

by solvent polarity, unlike traditional TICT-based rotors. However, they can 

be modified easily to be sensitive towards local polarity if required. Once 

properly calibrated, the probe should work well in a range of media.20 

Additionally, BODIPY dyes have been used to stain live cells where a 

particular advantage is gained by their low cytotoxicity. However, as with so 

many areas of BODIPY chemistry, there has not been a conclusive study to 

examine the toxicity of this class of dyes.21-23 The same is true for 

photostability. There are several claims that the dyes are resistant to 

photochemical degradation but few actual details are available. 
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Figure 1.3. Figure adapted from Org. Biomol. Chem., 2013, 11, 555, demonstrates cytotoxicity of 

BODIPY referred to as OBEP at different concentrations in living HeLa cells for 12 hours and directly 

compared to commercially available MitoTracker Red. On the right is shown the molecular formula of 

OBEP. 

 

1.2 Molecular Rotors 

1.2.1 Theoretical Background 

 

Traditionally, molecular rotors were designed to 

operate by means of TICT formation, these are 

defined as molecules that form twisted 

conformations under illumination due to rotation of 

one particular fragment of the molecule with respect 

to the remaining part. A prototypic example, which 

was referred to earlier as being the industry 

standard, is DCVJ and its close derivatives, Figure 

1.4.4 There is an excellent review that describes the 

TICT process written by Grabowski et al.24 Here, it 

is stressed that the light-induced conformational change is imposed on the 

molecule by the need to optimize stabilization of the charge-transfer state. Usually, 

Figure 1.4. Molecular formula of 9-     

(2,2-dicyanovinyl) julolidine            

(DCVJ)    dye. 
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the ground state is neutral but the TICT state has an important dipole moment. It 

is quite clear that TICT formation cannot account for the rheological abilities of the 

meso-substituted BODIPY dyes. One theory hypothesizes that the rheological 

properties arise from the differences between the ground and the first-exited singlet 

state potential energy surfaces and that the photophysical behaviour of the 

BODIPY rotor can be explained using already existing models developed for light-

driven isomerization reactions. In this context, we note that the so-called pinhole 

sink model is one of the theories used to explain the viscosity dependence for non-

radiative decay of boron dipyrrin dyes. The crucial difference between the DCVJ 

dyes and BODIPY rotors is that, with the latter compounds, the radiative rate 

constant (kRAD) is not affected by gyration of the rotor. The rotation of the meso-

ring and any subsequent bending out-of-shape of the BODIPY core, amplifies the 

non-radiative rate so that this pathway becomes competitive with radiative 

deactivation of the excited state. This being the case, it becomes crucial to better 

understand the non-radiative pathways.  

As has been stressed earlier, viscosity can be linked to multiple diseases, 

but it is also important for drug delivery, metabolism and cell signalling since 

it is closely related to molecular diffusion. The latter is used to describe the 

diffusive transport of a single molecule. Indeed, the Stokes- Einstein 

equation reflects the relationship between the two terms, Equation 1.1.25  

𝐷𝜂 = 𝑘𝐵𝑇  6𝜋𝑟𝐻⁄  Equation 1.1 

 

Here, D is the diffusion coefficient of a target species, T is the absolute 

temperature, kB is the Boltzmann constant, η is the shear viscosity of the 

solvent and finally rH is the hydrodynamic radius. Traditional methods of 

measuring viscosity are often impractical and need rather substantial 

volumes but they do measure the viscosity of the bulk solvent. In contrast, 

molecular-scale rotors are best suited to measure micro-rheology as 

opposed to macro-rheology (measured by mechanical methods).26 The 

concept of micro-rheology has been introduced because the shear viscosity 

was unable to provide an accurate description of friction between solvent 

molecules and a gyrating rotor, Equation 1.2,27 where η is viscosity, TrL and 
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Tr refer to the reduced solvent and solute temperatures, respectively, r is the 

solute radii and rL is solvent molecular radii. The viscosity, or in the case of 

molecular rotors micro-viscosity, effect arises because of frictional forces 

between the solute and the surrounding solvent. The solvent cage must be 

forced out of the way in order for the rotor to twist about the bond; the same 

principle applies to isomerization reactions. The size of the rotor becomes of 

importance here. The rate of rotation decreases with increased size due to 

the pressure exerted during rotation. Increasing the size of the rotor hinders 

the rotation process, thereby providing a simple means by which to control 

the rate, and thereby serves to shut down the non-radiative pathways. This 

can be used to one’s advantage since, by manipulating the size of the rotor, 

a series of similar probes might be created for applications over narrow 

ranges of specific viscosities.  

 

𝜂𝜇 = 𝑓𝜂 Equation 1.2 

𝑓 = (0.16 + 0.4 𝑟
𝑟𝐿⁄ )(0.9𝑇𝑟𝐿 − 0.25𝑇𝑟) Equation 1.3 

𝑇𝑟𝐿 =  
𝑇 − 𝑇𝑚

𝑇𝑏 − 𝑇
 

Equation 1.4 

 

1.2.2 BODIPY-Based Molecular Rotors 

 

The simplest of all BODIPY-based molecular-scale rotors is undoubtedly 

ROBOD (see below for molecular formula), which is basically the unadorned 

meso-substituted boron-dipyrromethene core, Figure 1.5.28 In terms of its 

sensitivity as a fluorescent reporter of viscosity changes, it is roughly 50% 

more effective than the standard dicyanovinyl julolidine dye (DCVJ) under 

closely comparable conditions. 
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Figure 1.5. Molecular formula for the most basic of BODIPY rotors, referred to throughout as ROBOD.  

 

The fluorescence quantum yield of ROBOD is 0.023 and the corresponding 

singlet lifetime is 0.15 ns in fluid solution at low viscosity. The radiative rate 

constant is 1.5 ˣ 108 s-1 whereas the combined non-radiative rate constant is 

65 ˣ 108 s-1 in methanol at 20oC. The magnitude of the radiative rate constant 

is typical for this class of dye, reflecting the strong oscillator strength, but the 

non-radiative rate constant is greatly magnified compared to the sterically 

constrained BODIPY dye (2) where it is typically in the region of 107 s-1.29  

 

Figure 1.6. Molecular formulae for classical types of meso-sustituted BODIPY dyes often encountered 

in the literature. 

 

It is universally recognised that molecules like (2), where R1 and R2 are 

methyl groups or more bulky analogues, successfully hinder rotation of the 

meso-aryl ring and recover the fluorescence quantum yield. There has been 
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a lot of work carried out on modifying positions 1 and 7 and the effect of 

substitution in either of these sites is now well documented. In contrast, 

molecules such as (3), where R1 and R2 are hydrogen atoms but R3 and R4 

are aryl groups that can extend the conjugation, have not received the same 

amount of attention. Constraining the geometry at the boron atom, 

exemplified by molecule (4), represents a further interesting instance that 

has not been subjected to any significant amount of consideration. A thought-

provoking trend has been identified where substitution at positions 3 and 5 

affects the non-radiative decay. Interestingly, the more conjugation added in 

either of these positions the smaller the effect of the molecular rotor, as 

exemplified by molecules (5) to (10).  

 

 

Figure 1.7. Molecular formulae for some of the more common BODIPY-based rotors reported in the 

literature. QY stands for fluorescence quantum yield. QY for (5) and (6) were reported by Harriman et 

al,29 whereas QY for (7)-(10) were reported by Loudet et al.19 
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Figure 1.8 Diagram to demonstrate method of classification of isomerization reactions in solution. 

 

Compound (5), this being the non-symmetrical derivative, has a fluorescence 

quantum yield in low viscosity solvents, that is even lower than that of 

ROBOD and therefore it can be reasoned that the non-radiative quenching 

event has been enhanced. However, it is quite remarkable to note that for 

the symmetrical dye (6) we observe that the fluorescence emission is 

increased significantly upon addition of the second tolyl ring. It appears that 

asymmetry plays a crucial role in establishing the photophysical properties 

of these seemingly simple compounds. It might be argued that, because of 

some kind of mechanical effect, asymmetry is able to amplify the 

consequences of gyration of the meso-aryl ring. Conversely, moving towards 

the symmetrical derivative curtails this effect and hinders the rotary motion 

of the same meso-aryl ring. 

 

Here, we would like to draw a parallel between BODIPY dyes and the 

corresponding cyanine dyes. It has been shown that symmetrical cyanine 

dyes have higher rotational energy barriers, as well as larger energy gaps, 

when compared to their asymmetrical counterparts. This is the reason why 

the asymmetrical variants of cyanine dyes tend to have faster and more 
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efficient non-radiative decay rates.30 One can observe a trend comparing 

molecules (7)- (10), it appears that once conjugation is further increased in 

either position 3 or 5 the emission increases. However, the emission 

quantum yield can be further increased upon attachment of the same group 

at the remaining position. In molecules (8), (9) and (10) the rotor effect is 

non-existent.  

 

It is apparent that aryl substituents attached to the lower rim of the BODIPY 

dye increase π-conjugation and by doing so serve to push both absorption 

and emission transitions to the lower energy end of the visible spectrum. The 

substituents at the lower rim also appear to squeeze the upper rim and, by 

doing so, the space available for the meso-aryl rotor is affected. In turn, this 

leads to a modulation of the non-radiative rate for decay of the excited-singlet 

state. There clearly is disparity between the symmetrical and asymmetrical 

derivatives. It also appears that the bigger the group appended to the lower 

rim the more substantial becomes the ‘squeezing effect’ on the upper rim. 

This situation serves to reduce the non-radiative rate constant. However it is 

notable that the effect is not simply generated by the lack of symmetry 

although this appears to play an important role. In order to design the most 

sensitive rotors one needs to understand both effects. 
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1.2.3 The Physics of Rotors 

 

Figure 1.9. Molecular formula of Auramine O, a substituted diphenylmethane dye. It exhibits a 

viscosity dependence similar to that of triphenylmethane dyes; whereas on the right is a crystal 

structure of 3-phosphate dehydrogenase from Thermus thermophilus HB8 obtained by Ishijima and 

Yutani (DOI: 10.2210/pdb1vc2/pdb). Auramine O has been used to derive information about the 

surface and binding pocket of enzymes like that pictured.31 

 

Meso-substituted boron dipyrrin (BODIPY) dyes act as molecular rotors due 

to the distortion of their structure imposed by gyration of the aryl substituent. 

The net effect is loss of fluorescence due to the dramatically enhanced non-

radiative route back to the ground state. Crucially, the rotary action bears no 

effect on the radiative rate constant. Rotation around a partially inhibited C-

C bond resembles an isomerization reaction, at least in certain aspects. 

Numerous models have been proposed to explain the enhancement of the 

non-radiative decay in such BODIPY dyes. Most of those treatments propose 

that a non-radiative drain is coupled to S0 and S1 surfaces and that the wave 

packet moves along the surface until it reaches the drain.  

 

Bagchi, Fleming and Oxtoby32 explored electronic relaxation for dyes with no 

activation barrier for internal rotation; e.g., certain triphenylmethane (TPM) 

dyes in low viscosity media. They argued that in those instances where there 

is no barrier, solvent-friction provides the only notable resistance to rotation 

at the excited-state level. They suggested that the rate of decay of the 

http://www.google.co.uk/url?sa=i&rct=j&q=&esrc=s&source=images&cd=&ved=0ahUKEwiInrCNmZbOAhXGcRQKHd1aBxkQjRwIBw&url=http://www.rcsb.org/pdb/explore.do?structureId%3D1vc2&psig=AFQjCNE1cMeoS1bz3DlbSaTMgTct7l26wg&ust=1469796558974355
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excited state is set by a ‘position-dependent sink’. They were able to identify 

three different types of sink: namely, pinhole, Gaussian and Lorentzian sinks. 

A somewhat related theory was introduced by Oster-Nishijama to account 

for internal rotation in diphenylmethane dyes, for which we use Auramine O 

as the main stereotype, Figure 1.9.33,34 An advantage of this compound as a 

fluorescent rotor is that it dissolves readily in water and can be used to 

interrogate biological systems, most notably enzymes. 

 

The issue with employing a model developed for TPM dyes to account for 

rotations relevant to BODIPY-based molecular rotors is that there are some 

obvious structural differences between the two classes. Firstly, the main 

difference is that in TPM dyes there are three rotating phenyl rings, 

compared to one in most BODIPY-based rotors. Secondly, and most 

importantly, the rate of non-radiative decay of boron-dipyrrin dyes is 50-fold 

slower than that of the corresponding TPM dye. This suggests that there 

must be a barrier for accessing the non-radiative drain.28 Both TPM dyes and 

BODIPY-based molecular rotors alike are believed to decay back to ground 

state due to vibronic coupling and not because of light-induced charge 

transfer. The vibration of interest is introduced by the gyrating aryl rings.35 

 

Lindsay et al.36,37 have argued that, after excitation to the S1 state, the meso-

phenyl ring is held at a dihedral angle of 180o to the plane of the BODIPY 

core. This is so the SOMO can be delocalized on to the ring, hence 

increasing conjugation. This is in contrast to the ground state, where the 

preferred dihedral angle is around 49o, at least this is so for ROBOD.28 The 

drawback of Lindsey’s model is that it does not account for the observed 

temperature dependence found for the excited-state deactivation of ROBOD. 

Nonetheless, the Lindsey publication was the first to address the mechanics 

of the rotary action for a BODIPY dye.  
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Figure 1.10. Potential energy diagram created for ROBOD by Harriman et al. (DOI: 

10.1021/cm800702c) in order to explain the temperature effect on non-radiative decay of the first-

allowed singlet-excited state. The red and green curves, respectively, refer to the excited- and ground-

state potential surfaces for rotation around the meso-aryl ring. 

 

Figure 1.10 is a pictorial representation of how the potential energy surface 

might look for a meso-aryl substituted boron-dipyrrin dye. Quantum chemical 

calculations repeatedly point to structural distortion of the BODIPY core that 

accompanies meso-ring rotation. The landscape of the potential energy 

surface is usually adapted by positioning bulky groups at the upper rim so as 

to hinder rotation but this strategy provides little useful insight into the 

mechanics of the rotary action. In a clever modification of the norm, Fan et 

al.38 synthesized a meso-substituted BODIPY dye where the substituent was 

an aldehyde group. They were able to compare the photophysical properties 

of this derivative with those of the corresponding compound where the 

aldehyde group was placed at the 2-position,38 Figure 1.11. 
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Figure 1.11. Molecular rotors designed by Fan et al.,38 where the aldehyde group acts as the rotor 

and the dashed lines highlight the possibility of weak internal H-bonding. In the case of (11), H-

bonding creates a 7-membered ring whereas for (12) it forms a more stable 6-membered cycle. 

 

 

Figure 1.12. Figure adapted from a publication by Fan et al.,38 (a) demonstrates potential-energy 

curves of BV-1 and BCHO at the S0 and S1 states with the dihedral angle around the C-C bond, 

whereas (b) demonstrates the energy gap between the S0 and S1 states of BV-1 (circle) and BCHO 

(triangle) with dihedral angles around the C-C bond. Calculations were performed by means of the 

DFT method [B3LYP/6-31G(d, p)]. BV-1 is molecule (11) whereas BCHO is molecule (12). 
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Molecule (11) behaves like a 

prototypic molecular-scale 

rotor whereas (12) does not 

follow suit. It is important to 

note that methyl groups had 

to be added at positions 1 

and 7 in order to create the 

steric clash which leads to 

the desired structural 

distortion of the BODIPY 

core. Importantly, there is the 

likelihood for weak H-

bonding, for (11) this creates a 7-membered ring whereas for (12) it forms a 

more thermodynamically stable 6-membered ring, Figure 1.11. Fan et al,38 

reported computational modelling studies to indicate that the BODIPY core 

remains planar, regardless of rotation of the aldehyde group at position 2. 

However, for molecule (11) their calculations were consistent with structural 

distortion of the dipyrrin core when the aldehyde was at a torsional angle 

close to 180o. This particular geometry increases the conjugation and 

therefore the energy gap between the first-excited state and the ground state 

decreases. In turn, this enhances non-radiative decay because of the 

energy-gap law.39,40 No such claim can be made for (12). The authors 

concluded that the geometry at the excited state is crucial to the process of 

promoting non-radiative decay. This work appears to support the earlier 

research published by Lindsay et al. mentioned above. Crucially, this work 

demonstrates that, in terms of BODIPY derivatives, quenching of 

fluorescence is specific to rotation of groups appended at the meso-position.  

 

The issue of a viscosity-dependent fluorescence quantum yield is not 

restricted to TPM, DCVJ dyes and BODIPY rotors. Sterically hindered 

stilbenes are further examples of fluorescent compounds where the emission 

quantum yield is highly dependent on the viscosity of the surrounding 

medium. At room temperature, it has been found that trans-stilbenes are 

weakly fluorescent whereas the corresponding cis-derivatives are non-
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fluorescent.41 In the case of cis-stilbenes, steric interactions provide an 

incentive for the excited state to twist around the central C=C bond (i.e., light-

induced isomerization). Rotation around a double bond is formally forbidden, 

nevertheless it occurs readily in fluid solution. The overall process is strongly 

temperature dependent and the rate varies proportionally with inverse 

viscosity of the surrounding medium. In the excited state, this twisting motion 

is responsible for arriving at the geometry from which the radiationless 

transition is favoured.  

 

Separately, Velsko and Fleming42,43 in a classical publication investigated the 

photophysics of diphenylbutadiene (DPB) and observed two decay channels, one 

being associated with high temperatures and the other with low temperatures. This 

situation has not been reported for any BODIPY derivative.43 However, with 

stilbenes there is another complication which appears in the form of accessible 

triplet states reached via intersystem crossing. In a 1971 paper by Muszkat and 

Sharafy,44 it was proposed that internal conversion from S1 to the S0 state in 

stilbenes is due to a process of tunnelling for molecules twisted by 90o about the 

central double bond, Figure 1.16.44,45 However, it is important to note that in his 

original paper Kramers’ dismisses “tunnel-effects” as a possibility.46 In the same 

paper, these authors attributed the noted differences in how the emission 

properties depend on viscosity for the trans- and cis-derivatives to a difference in 

their molar volumes. Again, we foresee no real relevance of this work in terms of 

BODIPY-based rotors. 

An empirical mathematical treatment based on the degree of the statistical 

free volume available in the solvent structure has been used with some 

success to describe the fluidity of liquids, Equation 1.5,47 where kRED is the 

reduced isomerization rate, D and α are constants and finally η is the 

viscosity. 

 

𝑘𝑅𝐸𝐷 =  𝐷 𝜂𝛼⁄  Equation 1.5 
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Of course, this expression is rather crude and does not convey much 

scientific information,47 other than the ability to compare coefficients between 

different systems. Interestingly, Brey et al.48 carried out pressure effect 

studies on trans-stilbene and found that there was a more substantial effect 

in polar solvents than non-polar solvents with the same viscosity.48,49 They 

concluded that the observed activation energy in solution is affected by both 

internal and solvent contributions.43 These experiments highlight the role 

played by the nature of the solvent and also demonstrate that a molecular 

rotor could be used as a pressure monitoring probe, under the right 

conditions. 

 

Figure 1.14. Molecular structures of open and closed-configuration of a merocyanine dye (spiropyran). 

The isomerization process is reversible upon irradiation with visible light, which restores the closed 

spiropyran form. Figure adapted from Nanoscale, 2012, 4, 1321–1327. 

 

Cyanine dyes, as mentioned earlier, represent a further example of 

fluorescent dyes where rotation around a C=C bond (i.e., light-induced 

isomerization) is viscosity dependent, Figure 1.14. As expected, the excited-

state manifold of the cyanine dye decays via fluorescence (with low quantum 

yield) and predominately by way of internal conversion.30,50 Intersystem 

crossing to the triplet state is comparatively slow, in the absence of a spin-

orbit coupler, and the triplet yield is negligible. Light-induced isomerization 

occurs with high probability in many cyanine dyes and the resultant isomer 

can be detected by transient absorption spectroscopy, which is an obvious 
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advantage for experimental studies. This allows the rate of isomerization to 

be measured under quite disparate conditions, thereby building up a wealth 

of information.  

 

 

Figure 1.15. Cyanine dyes; two-mode excited state potential energy surface with ridge (A), ridge valley 

(B), and valley (C), picture adapted from RSC Adv., 2016, 6, 45210–45218. (A) represents barrierless 

isomerization, (B) demonstrates intermediate barrier, and (C) shows potential energy surface where 

there is a significant barrier to isomerization.51 

 

Many cyanine dyes, however, are polar– the so-called merocyanine form – 

and this feature introduces certain complications for understanding the 

isomerization mechanism, Figure 1.15.52 For example, the rate of 

isomerization depends on solvent polarity, as well as viscosity.53-56 In some 

aspects, the dependence of the fluorescence quantum yield on solvent 

viscosity found for BODIPY-based rotors is comparable to the dependence 

of the isomerization rate constant observed with cyanine dyes; the reason 

for this is that both processes involve torsional motion of molecular fragments 

and crucially those movements are influenced by solvent friction.57 The 

BODIPY rotors involve a more subtle internal motion than is pertinent to the 

cyanine dyes and, of course, there are no spectroscopic signatures by which 

to monitor the event in real time, other than by fluorescence. 

 

(A) (B) (C) 
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Figure 1.16. Potential energy diagram reported for a typical stilbene dye, adapted from Turro, N., 

University Science Books. The x-axis represents dihedral angle for the connecting double bond and 

the y-axis is total energy. The ground state potential surface is shown as a green curve while the 

corresponding excited-state surface is illustrated by the red curve. 

 

 

 

 

 

 

 

 

 

Figure 1.17. Potential energy diagram reported for certain cyanine dyes by Velsko and Fleming, 

Chem. Phys. 1982, 65, 59. The x-axis represents dihedral angle for the connecting double bond and 

the y-axis is total energy. The ground state potential surface is shown as a green curve while the 

corresponding excited-state surface is illustrated by the red curve. 
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Figure 1.17 shows a pictorial representation of a potential energy diagram of 

the type frequently used to demonstrate the isomerization process relevant 

to cyanine dyes.58 The symbol ‘t’ is used to refer to a twisted intermediate 

along the isomerization pathway. It is characterized by fast deactivation to 

reform the ground state. In contrast, ‘S0’ is the ground state for the normal 

conformer and ‘P0’ refers to the photo-isomer. Kramers’ treatment, also 

referred to as the Fokker-Planck equation, might be used to interpret the 

rates of isomerization, including non-radiative decay of BODIPY-based 

rotors.46,59 This theory has been popular with physicists for many decades 

and has proved to be applicable for cyanine dyes as well as certain stilbene 

derivatives. The treatment uses Brownian motion dynamics, which are driven 

by thermal forces, and by means of the fluctuation-dissipation theorem can 

be linked to temperature and friction.46,60,61 Activation restrictions for the 

twisting process undergone by cyanine dyes and stilbenes, which must 

accompany isomerization, bear certain resemblances to the rotation of the 

meso-aryl ring found with the BODIPY-based rotors. In particular, solvent 

viscosity will affect the rate at which solvent cages are able to rearrange so 

as to accommodate the twisting motion (i.e., internal rotation) and this means 

the solvent specific barrier, which is present in all media, is higher in more 

viscous solvents.62 Despite the possible similarities between isomerization 

and the so-called rotor effect, there have been no serious attempts to apply 

Kramers’ theory to internal rotation in BODIPY dyes. 

 

In certain cases, it has been demonstrated that, for a particular dye molecule, 

the emission lifetime depends not only on viscosity but also on the identity of 

the solvent when compared to different solvents having the same viscosity. 

This is known as an iso-viscosity plot. One reason for this situation might be 

because of specific solvent-solute interactions, such as H-bonding.63 Clearly, 

this complicates interpretation of experimental kinetic data because it means 

that attention must be given to controlling temperature, pressure, polarity, 

viscosity and chemical composition of the solvent. For this reason, most 

studies that attempt to vary solvent viscosity do so by employing a 

homologous series of solvents, such as the linear alcohols. It might be 
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mentioned in passing that there have been very few studies were the solvent 

viscosity is increased by adding a soluble polymer. 

𝑘 = (𝜔𝑟 2𝜋𝜔𝑏)[((𝜉2 4) +  𝜔𝑏
2)1/2 − 𝜁 2⁄ ]⁄⁄ exp (− 𝐸0 𝑅𝑇⁄ ) Equation 1.6 

 

Equation 1.6 above is known as Kramers’ treatment. Here, ζ is the frictional 

parameter, ωr is the frequency of the reactant well, ωb is the barrier 

frequency, and finally E0 is the activation energy for the rotation.58,64 

𝑘(𝜁 ⟶ 0) ≅ (𝐸0 𝑘𝑏𝑇)𝜁exp (−𝐸0 𝑘𝑏𝑇)⁄⁄  Equation 1.7 

 

Equation 1.7 corresponds to Kramers’ estimate of what happens to the rate 

constant at very low friction. This latter expression predicts that ζ becomes 

smaller as the rate constant decreases. In order to analyse experimental 

results, it is common practice to relate ζ to shear viscosity, η. 

𝑘 =  𝑘𝑇𝑆𝑇 = (𝜔𝑟 2𝜋) exp (−𝐸0 𝑘𝐵𝑇)⁄⁄  Equation 1.8 

 

Equation 1.8 is a transition state result, it applies when the frequency of the 

barrier (ωb) is greater than the friction parameter (ξ). When the kTST limit is 

reached, the barrier is sharp and therefore it is unlikely the particle will spend 

long enough on the barrier top to be affected by frictional forces. 

However, the situation when the friction parameter is significantly greater 

than ωb is known as the Smoluchowski limit (SL), Equation 1.9. 

k ≡ 𝑘𝑆𝐿 = (𝜔𝑟𝜔𝑏 2𝜋𝜁)⁄ exp(−𝐸0 𝑘𝑏𝑇)⁄  Equation 1.9 

 

The inverse friction dependence described in Equation 1.9 occurs when the 

barrier is relatively flat and the motion at the top of the barrier is pretty much 

diffusive.64 However, it has been shown that the SL is not always 

observed.42,43 The activation energy (E0) can be estimated from the slope of 

an Arrhenius-type plot of 1/T against ln(k). Reported deviations to Kramers’ 
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theory are often attributed to differences between the bulk viscosity of the 

solvent and the local viscosity in the vicinity of the solute.62,65 This is a 

particular problem for large solutes or in cases where charge transfer is 

involved. Another commonly encountered challenge is set by non-Markovian 

friction and multiple models have been developed to try to overcome this 

issue, most notably the so-called Grote-Hynes approach.66 One 

disadvantage of compensating for this situation is that additional terms are 

added to the basic equation to account for specific features. In the end, the 

treatment becomes cumbersome and even intractable.57,67 

 

Kramers’ theory appears to break down at high viscosities; this was 

addressed by Grote and Hynes66 (as well as the non-Markovian behaviour). 

These authors extended Kramers’ theory by including the frequency reliance 

on friction. 

𝑘 = (𝜆𝑟 𝜔𝑏)(𝜔0 2𝜋) exp(−𝐸0 𝑘𝐵𝑇)⁄⁄⁄  Equation 1.10 

  

Where: 

(𝜆𝑟 𝜔𝑏) = (𝜔𝑏 𝜆𝑟) + ∫ 𝜉(𝑡) exp(−𝜆𝑟𝑡) 𝑑𝑡
∞

0

=  𝜅𝐺𝐻⁄⁄  

 

Equation 1.11 

 

𝜅𝐺𝐻 is a transmission coefficient obtained by solving Equation 1.11, where I 

is the moment of inertia. 

1 − 𝜅2 − (𝜅 𝐼𝜔𝐵⁄ )𝜁(𝜅𝜔𝑏) = 0 Equation 1.12 

 

The parameters E0 and ω0 can be obtained by plotting ln(k(T)/к(T)) against 

1/T. In fact, E0 can be estimated from the slope whereas ω0 can be obtained 

from the intercept. The plot should be linear provided the intrinsic barrier is 

only weakly dependent on polarity.68 Kramers’ theory was not developed with 

molecular probes in mind. However, it is, to this day, the most 
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comprehensive theory available for analysis of the behaviour of molecular 

rotors such as ROBOD. 

1.2.4 Measurements and Calibration 

 

In order to quantify the degree of success of any particular molecular rotor, 

the most common procedure is to measure its emission quantum yield and/ 

or excited-state lifetime in a series of solvents possessing similar chemical 

properties but differing viscosity. This protocol provides the simplest means 

by which to compare rates of non-radiative decay with solvent viscosity. It 

also provides access to the limiting ‘on’/ ‘off’ levels of fluorescence that 

determine the ease of use of the rotor. A series of linear alcohols or linear 

alkanes is often used for these measurements. Viscosity is known to change 

with temperature and pressure and therefore it is necessary to fix these 

variables. Activation energies for the rotary process should be measured if 

at all possible and, in principle, this can be done by conventional Arrhenius-

type studies. However, viscosity is strongly dependent on temperature, but 

not always in a linear manner. The solution to this problem is to select 

solvents where the viscosity is the same fixed value but at different 

temperatures. Now the temperature effect can be isolated from the viscosity 

effect. Because some rotors respond to changes in polarity, it is important to 

conduct trial studies to eliminate this effect. This is done by using solvents of 

the same polarity but disparate viscosity and vice-versa. Most studies in the 

literature have relied on empirical rate expressions to quantify the 

relationship between fluorescence yield and solvent viscosity. 

 

For example, BODIPY-based molecular rotors have been established to be 

more sensitive viscosity probes than industry standards like 9-dicyanovinyl 

julolidine.69 

𝑘𝑁𝑅 =  𝜐 𝜂𝛼⁄ exp(−𝐸𝐴 𝑅𝑇⁄ ) Equation 1.13 
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This claim is made on the basis of Equation 1.13,42 where η is viscosity, α is 

a coefficient that is used to determine the sensitivity towards viscosity, 𝜐 is a 

limiting pressure exerted by the rotor, EA is a barrier for internal rotation and 

finally T is the absolute temperature. This model allows for an additional 

activationless non-radiative decay channel to compete with emission and 

barrier-controlled rotation.42 The term α is crucial here as it determines the 

degree of sensitivity of the probe and is easily established from a log-log plot 

of viscosity vs. non-radiative decay rate constant. It has been shown that α 

for the simplest BODIPY-based rotor, i.e. ROBOD, is 0.41.29 However, it is 

even higher for (5) (α=0.62).29 In contrast the same coefficient for the DCVJ 

dye mentioned above is approximately 0.3 under the same conditions.69 We 

will show later that there is further opportunity to increase the sensitivity of 

BODIPY-based rotors as we explore the influence of substitution at the 3,5- 

positions. The Förster-Hoffmann equation70 is another popular way of 

measuring the effectiveness of molecular viscometers, Equation 1.14.  

ln(𝜙𝑓) = 𝐶 + 𝑥𝑙𝑛(𝜂) Equation 1.14 

 

The experimental quantum yield can be 

replaced with the excited-state lifetime 

since the latter is easier to measure in 

vivo. In the Förster-Hoffmann equation, x 

is the sensitivity parameter. It is the slope 

of the log-log plot of viscosity vs. lifetime 

(or quantum yield). This approach 

predicts the perfect rotor to have an ‘x’ 

value of 0.6.71 However it is important to 

note that this is only a very crude 

estimate and Equation 1.13 gives a better 

representation of the viscometer’s behaviour. 

 

There are two commonly used approaches to creating a calibration curve: 

notably using the excited-state lifetime or the relative emission intensity. 

Figure 1.18 Molecular formula for the 

BODIPY- Nile Red ratiometric probe.
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Intensity is the less reliable of these methods. This is simply because it is 

easily influenced by local conditions and by concentration. If intensity is the 

preferred way to measure the viscosity, one must use a reference dye that 

is known to be insensitive to changes in the local environment, such as 

temperature and viscosity. A common choice for the control emitter is the 

coumarin family of dyes.72 This allows for a ratiometric approach. Coumarin 

and BODIPY dyes will allow for two distinct emission spectral profiles, the 

emission from the latter will change with viscosity unlike that of the coumarin 

dye which is expected to remain constant. The ratio of emission intensities 

under controlled excitation conditions at preselected wavelengths is 

independent of probe concentration and therefore a ratiometric probe is self-

referencing. A good example of this is provided by the work of Kang et al.73 

where Nile Red is used as a reference for a BODIPY-based rotor, Figure 

1.18. Additionally, this bichromophore can be used to monitor polarity since 

Nile Red is sensitive to solvent polarity but the photophysics of BODIPY are 

independent of the solvent dielectric constant.  

 

A more reliable method to monitor viscosity by means of fluorescence is to use the 

excited-state lifetime. The emission lifetime is concentration independent, however 

it is more difficult to analyse. This can be done using fluorescence lifetime imaging 

microscopy, FLIM.20,74 It provides images based on the time taken for decay from 

the excited state instead of relying on fluorescence intensity.75 FLIM is capable of 

not only measuring the lifetime by time-correlated, single photon counting (TCSPC) 

but also anisotropy; time resolved fluorescence anisotropy imaging (TR- FAIM). 

With this method, it is straightforward to produce a calibration curve of viscosity 

against lifetime. However, the method has its disadvantages, for example it can be 

relatively time consuming. Also, lifetime decay curves are not always mono-

exponential! Most importantly, the technique requires specialist equipment and a 

well-trained operator. Unlike measuring fluorescence intensity, lifetime or quantum 

yield, it is unlikely that this method can be used outside of a research environment.  
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Figure 1.19. Examples of images taken of HeLa cells stained with a BODIPY dye collected using the 

FLIM technique. Pictures are reproduced from a publication by Ziessel et al.76 

 

1.3 Electronic Energy Transfer 

Electronic energy transfer (EET) is an essential process in Nature in respect of 

photosynthesis and in DNA repair enzymes, amongst others.77 Moreover, it has 

also found multiple applications in modern technologies like organic light-emitting 

diodes (OLEDs)78 and artificial photon collecting systems. There are two common 

mechanisms: (1) Dexter-type EET (i,e., through-bond interactions) which is 

strongly distance dependent and involves significant overlap of wave-functions on 

donor and acceptor species. (2) Förster-type EET (i.e., through-space interactions) 

which can occur over longer distances and involves Coulombic coupling between 

remote reactants. The two mechanisms often contribute to the overall EET rate 

and resolving the individual processes can be a challenging process in some 

cases. The Dexter EET mechanism sometimes involves ‘super-exchange 

interactions’. This takes place when a bridge (B) in a donor-bridge-acceptor system 

is electronically conductive and able to delocalise and mix its orbitals with those of 

either D or A. In general, EET can be considered as the radiationless transfer of 

electronic energy from a donor (D) to an acceptor (A) at distances extending from 

10 to 100 Å.79 It can involve inter- or intramolecular processes. As a result of 
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efficient EET, emission originates exclusively from the acceptor and the singlet 

lifetime (ԏs) of the donor moiety is effectively reduced to zero. 

 

Figure 1.20. Example of an EET based sensing scheme adapted from Chem. Commun., 2011, 47, 

611–631. A quantum dot (QD) with excitation energy of 405 nm, cyanine 3.5 (green) and cyanine 5 

(red) dyes are arranged according to their excitation energy in order to facilitate efficient energy 

transfer. FRET refers to Förster Resonance Energy Transfer. 

1.3.1 Förster Resonance Energy Transfer (FRET) 

Förster Resonance Energy Transfer or 

FRET was proposed by Theodor 

Förster80,81 in 1946 as a dipole- dipole 

interaction between two chromophores, 

one acting as an energy donor and the 

other as an energy acceptor. The crucial 

condition for FRET to take place relates 

to the overlap integral, JDA, between the 

donor emission spectrum and the 

acceptor absorption spectrum; for a well-

designed D-A system there is no overlap between the acceptor emission and donor 

excitation spectra (N.B. re-absorption leads to ‘reverse’ FRET). The term JDA is a 

thermodynamic factor, it increases (and with it the rate of EET) with high molar 

absorption coefficient (ε) of the acceptor and small Stokes’ shift (SS). The rate of 

Figure 1.21. Illustration of the donor- acceptor 

spectral overlap. 

λEX= 405 nm 

λEM= 669 nm 
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EET can be estimated by means of Fermi’s Golden Rule (Equation 1.15) where 

VDA is the coulombic electronic coupling matrix element (Equation 1.18), к is the 

orientation factor, s is the screening factor (Equation 1.16) and JDA is the overlap 

integral (Equation 1.17). 

𝑘𝐸𝐸𝑇 =  
2𝜋

ℏ
 × |𝑣𝐷𝐴|2  ×  |𝜅2|  ×  𝑠2  ×  𝐽𝐷𝐴 

Equation 1.15 

𝑠 =  
3

2𝑛2 + 1
 

Equation 1.16 

𝐽𝐷𝐴 =  𝐴𝐵 ∫
𝐹𝐷(𝑣)

𝑣3
 ×  

𝜀𝐴(𝑣)

𝑣
 𝑑𝑣 Equation 1.17 

𝑉
𝐷𝐴= 

𝜇𝐷×𝜇𝐴

𝑅𝐷𝐴
3 ×(4𝜋𝜀𝑜)

 
Equation 1.18 

 

When the distribution of donor and acceptor orientations is random, к2 can 

be assumed to be equal to 2/3.80 However, for D-B-A type systems it can be 

anywhere between 0 and 4. In fact, к is at its highest when the transition 

dipole moments vectors are aligned parallel to each other and conversely at 

its lowest when they are orthogonal to each other. The rate of FRET is also 

dependent on the refractive index of the solvent (n), and the distance (RDA) 

between the centres of the transition vectors associated with donor and 

acceptor.
82

 The rate of EET can be manipulated by changing the mutual 

orientation of these transition dipoles. 

FRET has frequently been used as a ‘molecular ruler’ by which to measure 

distances in proteins, nucleic acids and many other biological structures.83 

This can be achieved because, according to Förster theory, the rate constant 

is proportional to the inverse sixth power of the distance (1/RDA
6) between 

donor and acceptor.82 One of the main characteristics of FRET is the critical 
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Förster distance, R0. This is the distance at which the FRET efficiency is precisely 

50%, Equation 1.19.84 

𝐸% = 𝑅0
6 (𝑅0

6 + 𝑅𝐷𝐴
6⁄ ) Equation 1.19 

The probability of EET is determined by taking a lifetime or quantum yield 

ratio of a donor-acceptor system and a corresponding isolated donor, 

Equation 1.20.  

𝑃𝐸𝐸𝑇 =  1 − (𝜏𝐷−𝐴 𝜏𝐷) = 1 − (𝜙𝐷−𝐴 𝜙𝐷)⁄⁄  Equation 1.20 

 

 

 

 

Figure 1.22. Frontier molecular orbital diagram for Förster-type electronic energy transfer. 

 

1.3.2 Dexter Energy Transfer 

 

Dexter-type electronic energy transfer is also referred to as ‘electron exchange’85 

because it can be compared easily to Marcus theory.86-88 Figure 1.20 provides an 

example of a molecule that undergoes EET by way of the electron exchange 

mechanism. Such EET processes tend to occur over shorter distances than are 

often found for FRET, because of the demand for overlap of donor and acceptor 

wave-functions. However, when considered in terms of the super-exchange 

mechanism in donor-bridge-acceptor multi-component molecules, the length scale 

for Dexter-type EET is expanded by a considerable amount and distances in the 

D* A* A D 
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region of 50 Å are not uncommon. The Dexter mechanism can be applied to explain 

singlet-singlet energy transfer, but it is more commonly used to describe triplet-

triplet EET events. 

 

 

 

 

 

 

Figure 1.23. Frontier molecular orbitals to account for Dexter-type EET for the singlet-singlet 

mechanism. 

 

Equation 1.21 describes the rate of EET according to the Dexter mechanism, 

where L is the sum of the van der Waals radii, JDA is the spectral overlap 

integral and RDA is the edge-to-edge distance between the donor and 

acceptor. The term VDA describes electronic mixing between orbitals on 

donor and acceptor and is distance dependent, VDA∝ exp ((−𝛽 2)𝑅𝐷𝐴)⁄ . Here, 

β is referred to as an attenuation factor, it is dependent on the product of 

atomic orbital coefficients, 𝛾, and on the energy difference between the donor 

orbital and the corresponding bridge orbital,89 𝛽 = 2 𝑅0ln | Δ𝐸 𝛾⁄ |⁄ . Through-

bond EET such as that proposed by Dexter exchange is usually temperature 

dependent. This is because of a discrepancy between the reorganisation 

energy and the thermodynamic driving force.90 

𝑘𝐷𝐸𝑋𝑇𝐸𝑅 =
2𝜋

ℏ
𝐽𝐷𝐴𝑉𝐷𝐴exp (−2𝑅𝐷𝐴 𝐿)⁄  

Equation 1.21 

 

 

D* A* A D 
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1.3.3 Spectroscopic Gradient 

 

EET occurs from a chromophore absorbing at shorter wavelength (this being the 

donor) to one absorbing at longer wavelength (this being the acceptor). However, 

it is common, especially in natural systems and ever more frequently in artificial 

systems, that there are several layers of disparate chromophores arranged to 

facilitate a cascade of EET events. When the chromophores are arranged 

correctly, the net result is an energy funnel.91,92 A good example of such elaborate 

light-harvesting systems is provided by a multi-layered dendrimer.91 It is important 

that, on progressing from the exterior to the interior of the core, that each 

generation is bathochromically shifted compared to the preceding layer and that 

good spectral overlap is preserved at each interface. In general, one wants to take 

the same precautions as for simpler donor-acceptor systems to avoid back EET 

and loss of significant amounts of energy.  

 

 

Figure 1.24. Schematic representation of a dendrimer engineered for multiple EET events from 

periphery to core, picture adapted from Annu. Rep. Prog. Chem., Sect. C, 2003, 99, 177-241.93 
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………………………………. 

This work focusses on seeking to gain a deep understanding of the photophysical 

processes inherent to multi-functional and/or multi-component supermolecules in 

condensed phase and attention is given only to the fundamental properties. 

Throughout this project we probed the photophysical behaviour of molecular rotors. 

At the beginning we focus on the structural effect of the BODIPY lower rim and on 

what happens when we constrain the geometry at the boron atom. We follow these 

studies with an investigation into the effect of electronic energy transfer and charge 

transfer on to the putative rotor. The photochemical stability of a large molecular 

assembly in condensed phase is also probed. Finally, we return to the solvent 

effect on large molecular assemblies. 

The compounds investigated herein range from relatively small BODIPY-based 

molecules to large molecular assemblies (i.e., dyads, triads and pentads). The 

focus at the beginning is solely on the photophysics of molecular rotors based on 

BODIPY and how relatively small structural modifications can greatly enhance the 

non-radiative decay. We investigate the effect of asymmetry on the fluorescence 

quenching and follow these studies with a series of investigations into BODIPY 

dyes constrained at the boron atom. These are relatively new types of fluorophore 

and there is almost no prior information reported in the literature. 

Fluorescence intensity is strongly concentration dependent; this is a major 

limitation for environmental sensing applications and for devices exposed to a large 

number of photons. Prolonged exposure to intense light gives rise to 

photobleaching of organic dyes and this in turn leads to loss of intensity. To date, 

there has not been a conclusive study into the photostability of BODIPY-based 

dyes. Hence we endeavour to shed more light onto the kinetics of photo-

degradation of such organic dyes. The photodegradation process is followed by a 

range of techniques, notably 700 MHz 1H NMR and UV-vis spectroscopy. 

Finally, we return to the study of molecular dynamics in condensed phase with two 

groups of closely-spaced bichromophores. We interrogate the effects of solvent on 

the photophysics of molecular assemblies of two BODIPY-based bichromophores 

bridged by 1,10-phenanthroline. In this case, we are able to show that the nature 

of the solvent controls the geometry of the assembly but that minor changes in the 
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molecular architecture are met by major changes in behaviour. This work has 

relevance to the folding of peptides and small proteins. Encouraged by this result, 

we investigated a second series of bichromophores where the connection is 

provided by a 1,2-diaminocyclohexane ring. The spacer unit is subject to 

conformational exchange and therefore can be probed by excitation energy 

transfer dynamics. 

  



   

 36 

1.4 References 

 (1) Haidekker, M. A.; Theodorakis, E. A. Org. Biomol. Chem 2007, 5, 
1669. 

 (2) Kottas, G. S.; Clarke, L. I.; Horinek, D.; Michl, J. Chem. Rev. 2005, 
105, 1281. 

 (3) Kuimova, M. K. Chimia 2012, 66, 159. 

 (4) Advanced Fluorescence Reporters in Chemistry and Biology I: 
Fundamentals and Molecular Design; Springer Science & Business Media, 2010. 

 (5) Luby-Phelps, K. Int. Rev. Cytol. 2000, 192. 

 (6) Chien, S.; Usami, S.; Bertles, J. F. J. Clin. Invest. 1970, 49, 623. 

 (7) Lobo, A. J.; Jones, S. C.; Juby, L. D.; Axon, A. T. J. Clin. Pathol. 
1992, 45, 54. 

 (8) Nadiv, O.; Shinitzky, M.; Manu, H.; Hecht, D.; Roberts, C. T.; 
LeRoith, D.; Zick, Y. Biochem. J 1994, 298, 443. 

 (9) Ryder, A. G. In Reviews in Fluorescence 2005; Geddes, C. D., 
Lakowicz, J. R., Eds.; Springer US: Boston, MA, 2005, p 169. 

 (10) Treibs, A.; Kreuzer, F.-H. Justus Liebigs Annalen der Chemie 1968, 
718, 208. 

 (11) Ulrich, G.; Ziessel, R.; Harriman, A. Angew. Chem. Int. Ed. Engl. 
2008, 47, 1184. 

 (12) Ziessel, R.; Ulrich, G.; Harriman, A. New J. Chem. 2007, 31, 496. 

 (13) Harriman, A.; Izzet, G.; Ziessel, R. J. Am. Chem. Soc. 2006, 128, 
10868. 

 (14) Schönenbrücher, H.; Adhikary, R.; Mukherjee, P.; Casey, T. A.; 
Rasmussen, M. A.; Maistrovich, F. D.; Hamir, A. N.; Kehrli, M. E.; Richt, J. A.; 
Petrich, J. W. J. Agric. Food. Chem. 2008, 56, 6220. 

 (15) Menter, J. M. Photochem. Photobiol. Sci. 2006, 5, 403. 



   

 37 

 (16) Harriman, A.; Stachelek, P.; Sutter, A.; Ziessel, R. Photochem. 
Photobiol. Sci. 2015, 14, 1100. 

 (17) Hinkeldey, B.; Schmitt, A.; Jung, G. Chemphyschem: 2008, 9, 2019. 

 (18) Ziessel, R.; Ulrich, G.; Haefele, A.; Harriman, A. J. Am. Chem. Soc. 
2013, 135, 11330. 

 (19) Loudet, A.; Burgess, K. Chem. Rev. 2007, 107, 4891. 

 (20) Levitt, J. A.; Kuimova, M. K.; Yahioglu, G.; Chung, P.-H.; Suhling, 
K.; Phillips, D. J. Phys. Chem. C 2009, 113, 11634. 

 (21) Alford, R.; Simpson, H. M.; Duberman, J.; Hill, G. C.; Ogawa, M.; 
Regino, C.; Kobayashi, H.; Choyke, P. L. Mol. Imaging 2009, 8, 341. 

 (22) Zhang, S.; Wu, T.; Fan, J.; Li, Z.; Jiang, N.; Wang, J.; Dou, B.; Sun, 
S.; Song, F.; Peng, X. Org. Biomol. Chem. 2013, 11, 555. 

 (23) Li, Z.; Chen, Q.-Y.; Wang, P.-D.; Wu, Y. RSC Adv. 2013, 3, 5524. 

 (24) Grabowski, Z. R.; Rotkiewicz, K.; Rettig, W. Chem. Rev. 2003, 103, 
3899. 

 (25) Brillo, J.; Pommrich, A. I.; Meyer, A. Phys. Rev. Lett. 2011, 107, 
165902. 

 (26) Khair, A. S.; Brady, J. F. J. Rheol. 2008, 52, 165. 

 (27) Benniston, A. C.; Harriman, A. J. Chem. Soc., Faraday Trans. 1994, 
90, 2627. 

 (28) Alamiry, M. A. H.; Benniston, A. C.; Copley, G.; Elliott, K. J.; 
Harriman, A.; Stewart, B.; Zhi, Y.-G. Chem. Mater. 2008, 20, 4024. 

 (29) Bahaidarah, E.; Harriman, A.; Stachelek, P.; Rihn, S.; Heyer, E.; 
Ziessel, R. Photochem. Photobiol. Sci. 2014, 13, 1397. 

 (30) Cao, J.; Wu, T.; Hu, C.; Liu, T.; Sun, W.; Fan, J.; Peng, X. Phys. 
Chem. Chem. Phys. 2012, 14, 13702. 

 (31) Ivanov, M. V.; Klichko, V. I.; Nikulin, I. R.; Asryants, R. A.; 
Nagradova, N. K. Eur. J. Biochem. 1982, 125, 291. 



   

 38 

 (32) Bagchi, B.; Fleming, G. R.; Oxtoby, D. W. J. Chem. Phys. 1983, 78, 
7375. 

 (33) Oster, G.; Nishijima, Y. J. Am. Chem. Soc. 1956, 78, 1581. 

 (34) Gautam, P.; Harriman, A. J. Chem. Soc., Faraday Trans. 1994, 90, 
697. 

 (35) Duxbury, D. F. Chem. Rev. 1993, 93, 381. 

 (36) Kee, H. L.; Kirmaier, C.; Yu, L.; Thamyongkit, P.; Youngblood, W. 
J.; Calder, M. E.; Ramos, L.; Noll, B. C.; Bocian, D. F.; Scheidt, W. R.; Birge, R. 
R.; Lindsey, J. S.; Holten, D. J. Phys. Chem. B 2005, 109, 20433. 

 (37) Li, F.; Yang, S. I.; Ciringh, Y.; Seth, J.; Martin, C. H.; Singh, D. L.; 
Kim, D.; Birge, R. R.; Bocian, D. F.; Holten, D.; Lindsey, J. S. J. Am. Chem. Soc. 
1998, 120, 10001. 

 (38) Zhu, H.; Fan, J.; Li, M.; Cao, J.; Wang, J.; Peng, X. Chem. Eur. J. 
2014, 20, 4691. 

 (39) Bixon, M.; Jortner, J.; Cortes, J.; Heitele, H.; Michel-Beyerle, M. E. 
J. Phys. Chem. 1994, 98, 7289. 

 (40) Englman, R.; Jortner, J. Mol. Phys. 1970, 18, 145. 

 (41) Turro, N. J. Modern Molecular Photochemistry; University Science 
Books, 1991. 

 (42) Velsko, S. P.; Fleming, G. R. Chem. Phys. 1982, 65, 59. 

 (43) Velsko, S. P.; Fleming, G. R. J. Chem. Phys. 1982, 76, 3553. 

 (44) Sharafy, S.; Muszkat, K. A. J. Am. Chem. Soc. 1971, 93, 4119. 

 (45) Whitten, D. G. Acc. Chem. Res. 1993, 26, 502. 

 (46) Kramers, H. A. Physica 1940, 7, 284. 

 (47) Korppi-Tommola, J. E. I.; Hakkarainen, A.; Hukka, T.; Subbi, J. J. 
Phys. Chem. 1991, 95, 8482. 

 (48) Brey, L. A.; Schuster, G. B.; Drickamer, H. G. J. Chem. Phys. 1979, 
71, 2765. 



   

 39 

 (49) Brey, L. A.; Schuster, G. B.; Drickamer, H. G. J. Am. Chem. Soc. 
1979, 101, 129. 

 (50) Sanchez-Galvez, A.; Hunt, P.; Robb, M. A.; Olivucci, M.; Vreven, T.; 
Schlegel, H. B. J. Am. Chem. Soc. 2000, 122, 2911. 

 (51) Ma, F.; Yartsev, A. RSC Adv. 2016, 6, 45210. 

 (52) Wong, B. M.; Ye, S. H.; O'Bryan, G. Nanoscale 2012, 4, 1321. 

 (53) C. Benniston, A.; Harriman, A. J. Chem. Soc., Faraday Trans. 1998, 
94, 1841. 

 (54) C. Benniston, A.; Harriman, A.; McAvoy, J. Chem. Soc., Faraday 
Trans. 1997, 93, 3653. 

 (55) Harriman, A. J. Photochem. Photobiol., A Chem. 1992, 65, 79. 

 (56) Benniston, A. C.; Harriman, A.; McAvoy, C. J. Chem. Soc., Faraday 
Trans. 1998, 94, 519. 

 (57) Levitus, M.; Negri, R. M.; Aramendia, P. F. J. Phys. Chem. 1995, 
99, 14231. 

 (58) Aramendia, P. F.; Negri, R. M.; Roman, E. S. J. Phys. Chem. 1994, 
98, 3165. 

 (59) McCaskill, J. S.; Gilbert, R. G. Chem. Phys. 1979, 44, 389. 

 (60) Hänggi, P.; Talkner, P.; Borkovec, M. Rev. Mod. Phys. 1990, 62, 
251. 

 (61) Pollak, E.; Talkner, P. Chaos 2005, 15, 026116. 

 (62) Sun, Y. P.; Saltiel, J. J. Phys. Chem. 1989, 93, 8310. 

 (63) Sundström, V.; Gillbro, T. Chem. Phys. 1981, 61, 257. 

 (64) Bagchi, B. Int. Rev. Phys. Chem. 1987, 6, 1. 

 (65) Harju, T. O.; Erostyák, J.; Chow, Y. L.; Korppi-Tommola, J. E. I. 
Chem. Phys. 1994, 181, 259. 

 (66) Grote, R. F.; Hynes, J. T. J. Chem. Phys. 1980, 73, 2715. 



   

 40 

 (67) Skinner, J. L.; Wolynes, P. G. J. Chem. Phys. 1978, 69, 2143. 

 (68) Ferreira, J. A. B.; Costa, S. M. B.; Vieira Ferreira, L. F. J. Phys. 
Chem. A 2000, 104, 11909. 

 (69) Allen, B. D.; Benniston, A. C.; Harriman, A.; Rostron, S. A.; Yu, C. 
Phys. Chem. Chem. Phys. 2005, 7, 3035. 

 (70) Förster, T.; Hoffmann, G. Z. Phys. Chem. 1971, 75, 63. 

 (71) Raut, S.; Kimball, J.; Fudala, R.; Doan, H.; Maliwal, B.; Sabnis, N.; 
Lacko, A.; Gryczynski, I.; Dzyuba, S. V.; Gryczynski, Z. Phys. Chem. Chem. 
Phys. 2014, 16, 27037. 

 (72) Yoon, H.-J.; Dakanali, M.; Lichlyter, D.; Chang, W. M.; Nguyen, K. 
A.; Nipper, M. E.; Haidekker, M. A.; Theodorakis, E. A. Org. Biomol. Chem., 
2011, 9, 3530. 

 (73) Yang, Z.; He, Y.; Lee, J. H.; Chae, W.-S.; Ren, W. X.; Lee, J. H.; 
Kang, C.; Kim, J. S. Chem. Commun. 2014, 50, 11672. 

 (74) Kuimova, M. K.; Botchway, S. W.; Parker, A. W.; Balaz, M.; Collins, 
H. A.; Anderson, H. L.; Suhling, K.; Ogilby, P. R. Nat. Chem. 2009, 1, 69. 

 (75) Suhling, K.; French, P. M. W.; Phillips, D. Photochem. Photobiol. 
Sci. 2005, 4, 13. 

 (76) Didier, P.; Ulrich, G.; Mely, Y.; Ziessel, R. Org. Biomol. Chem., 
2009, 7, 3639. 

 (77) Alamiry, M. A. H.; Hagon, J. P.; Harriman, A.; Bura, T.; Ziessel, R. 
Chem. Sci. 2012, 3, 1041. 

 (78) Seino, Y.; Sasabe, H.; Pu, Y.-J.; Kido, J. Adv. Mater. 2014, 26, 
1612. 

 (79) Speiser, S. Chem. Rev. 1996, 96, 1953. 

 (80) Forster, T. Farad. Discuss. 1959, 27, 7. 

 (81) Munoz-Losa, A.; Curutchet, C.; Krueger, B. P.; Hartsell, L. R.; 
Mennucci, B. Biophys. J. 2009, 96, 4779. 

 (82) Stryer, L.; Haugland, R. P. Proc Natl Acad Sci U S A 1967, 58, 719. 



   

 41 

 (83) Woolley, P.; Steinhäuser, K. G.; Epe, B. Biophys. Chem. 1987, 26, 
367. 

 (84) Berney, C.; Danuser, G. Biophys. J. 2003, 84, 3992. 

 (85) Dexter, D. L. J. Chem. Phys. 1953, 21, 836. 

 (86) Marcus, R. A. Rev. Mod. Phys. 1993, 65, 599. 

 (87) Marcus, R. A.; Sutin, N. Biochim. Biophys. Acta 1985, 811, 265. 

 (88) Marcus, R. A. Annu. Rev. Phys. Chem. 1964, 15, 155. 

 (89) Eng, M. P.; Albinsson, B. Chem. Phys. 2009, 357, 132. 

 (90) Gust, D.; Moore, T. A.; Moore, A. L.; Devadoss, C.; Liddell, P. A.; 
Hermant, R.; Nieman, R. A.; Demanche, L. J.; DeGraziano, J. M.; Gouni, I. J. Am. 
Chem. Soc. 1992, 114, 3590. 

 (91) Andrews, D. L.; Bradshaw, D. S.; Jenkins, R. D.; Rodriguez, J. 
Dalton Trans. 2009, 10006. 

 (92) Andrews, D. L. J. Mater. Res. 2012, 27, 627. 

 (93) Juris, A. Ann. Rep. Progr. Chem. C 2003, 99, 177. 

  



   

 42 

 

  



   

 43 

 

Chapter 2. Fluorescent Molecular Rotors 
Based on the BODIPY Motif: Effect of 
Remote Substituents 

 

2.1 Introduction 

 

The fluorescence properties of boron dipyrromethene (BODIPY) dyes have been 

reported by many research groups and used to fabricate a diverse range of 

applications. As described in the introduction, one such application concerns using 

the fluorescent dye to monitor changes in local viscosity. This particular feat is 

achieved by designing a BODIPY-based dye to have a phenyl ring at the pseudo-

meso position and to omit any alkyl substituents from the upper rim of the dipyrrin. 

The phenyl ring can rotate, or at least gyrate, around the dipyrrin unit but it is 

subject to some steric blocking by the 1,7-hydrogen atoms. In fact, the effects of 

the meso-phenyl ring on the fluorescence yield and lifetime for certain BODIPY 

derivatives have been well documented by many authors and a substantial number 

of research papers has been produced.1-3 This strategy of modifying the degree of 

friction between the rotary phenyl ring and the 1,7-hydrogen atoms has formed the 

basis for all putative molecular rotors based on this type of dye. In particular, the 

effect of remote substituents on the BODIPY fluorescent rotors has attracted scant 

attention. As outlined in the introduction, it is well known that rotation of the meso-

phenyl ring is not directly responsible for the enhanced non-radiative decay of the 

excited-singlet state. In essence, in order for the phenyl ring to complete a full 

rotation, the dipyrrin backbone has to buckle slightly and it is this structural 

deformity that opens up the channel for radiationless return to the ground state. 

Realizing this, it becomes possible to design new molecular rotors by structural 

modification away from the meso-position. It might be mentioned that many 
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researchers have used substituents attached to the meso-phenyl ring to adapt the 

solubility and lipophilicity of the dye.4 

As a starting point to designing a new range of molecular rotors, or more 

specifically, examining in more detail the mechanism for the rotor behavior, we 

studied the effect of adding bulky substituents in positions 3 and 5 of the BODIPY 

backbone (lower rim of the boron dipyrromethene unit). To our surprise, it was 

found that they can greatly influence the ability of the probe to assess the local 

rheology and indirectly to function as a crude temperature indicator.5 We will show 

that a BODIPY dye can be manipulated such that the meso-ring has no effect on 

the nonradiative decay.  

 

Figure 2.1. Molecular formulae of the compounds presented in this chapter. 

 

Figure 2.1 shows the molecular formulae of the two compounds under 

investigation: PHEN1 and PHEN2, as well as the popular control compound; 

ROBOD (fully characterized in RSC Adv., 2012, 2, 981-9859). Figure 2.2 shows 

molecular formulae of additional control compounds: CORE and BOD (BOD has 

been characterized by previous members of the MPL using the same technique 

and instrumentation).6 CORE is the only compound in this chapter that lacks the 

meso-phenyl group, however it has the ancillary tolyl groups at the 3,5-positions. 

It is common knowledge that groups appended at positions 3 and 5 can increase 

conjugation and shift both absorption and emission wavelengths towards the red.7-

9 The effect of these substituents on the basic structure and more importantly on 
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the geometry of the dipyrrin upper rim has failed to attract much attention. We 

demonstrate here that the symmetry of a boron dipyrromethene dye is crucial for 

controlling the ability of the dye to probe the local environment.  

 

Figure 2.2. Molecular formulae of the compounds used as controls. 

 

Figure 2.3. Energy-minimized geometries computed for PHEN1, left, and PHEN2, right.  
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2.2 Results and Discussion 

2.2.1 Spectroscopic Data 

 

Figure 2.4. Absorption and emission spectra recorded for PHEN1, on the left, and PHEN2, panel 

on the right, in MTHF at room temperature. 

 

The absorption and emission spectra recorded for PHEN1 and PHEN2 are shown 

below in Figure 2.4. Spectra were measured in 2-methyltetrahydrofuran (MTHF) at 

room temperature. The absorption and emission spectra for both PHEN1 and 

PHEN2 are typical for BODIPY dyes in fluid solution. A small Stokes’ shift is 

observed for both dyes. There is a reasonably good mirror symmetry for PHEN1, 

however the lowest energy absorption transition for PHEN2 appears to be 

somewhat broader than that of a typical BODIPY dye. This is a consequence of 

incorporating the second tolyl ring at the 5-position. The absorption and emission 

spectra recorded for CORE are very similar to those found for PHEN1 and PHEN2, 

with the only significant difference being a slight broadening of the emission 

spectral profile as shown in Figure 2.5. 
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The photophysical properties of all the 

compounds were measured in MTHF at 

room temperature and the main findings 

are collected in Table 2.1. Data were also 

collected under the same conditions in 

dichloromethane (DCM) and are included 

in Table 2.2, however there are no 

significant differences between the two 

solvents. At first glance, we observe that 

each tolyl ring shifts the absorption and 

emission maxima to the red by 

approximately 30 nm. This can be observed by comparing absorption maxima for 

ROBOD, which has no tolyl rings at the lower rim of the dipyrrin unit, with the 

corresponding absorption maxima for PHEN1 (one tolyl attached to the lower rim) 

and PHEN2 (tolyl rings at positions 3 and 5). The molar absorption coefficients, ε, 

for all five compounds are comparable and typical of this class of dye. A modest 

Stokes’ shift (SS) is observed for all the compounds studied here and remains 

independent of solvent polarity. While analyzing data in Table 2.1, PHEN2 

emerges as the most interesting compound. It has a meso-ring yet its 

photophysical properties are not too dissimilar from those of CORE. They are 

certainly unusual for a molecular rotor; PHEN2 with a fluorescence quantum yield 

of 0.28 certainly would not be considered as an effective molecular probe, unlike 

PHEN1. The only structural difference between the two compounds concerns the 

one extra tolyl ring at the lower rim of the BODIPY core. It is important to note that 

PHEN1 is actually a more efficient rotor than is ROBOD, this can be easily 

observed by comparing the respective non-radiative rate constants (kNR). Thus, the 

non-radiative rate constant for PHEN1 is nearly twice that of ROBOD. What is even 

more striking is the comparison of kNR for PHEN2. It appears that substitution of 

BODIPY core at the 3,5- positions can have profound effects on the performance 

of the molecular rotor.  

Figure 2.5 Absorption and emission                   

spectra recorded for CORE in MTHF at                 

room temperature. 
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It might be stressed that we were not expecting this type of behavior. It is clear that 

the 3,5-aryl substituents should affect the absorption and fluorescence maxima 

because of increased conjugation.10 It is not obvious that these same substituents 

will affect the properties at the dipyrrin upper rim and, in particular, modulate the 

dynamics of meso-ring rotation. These dyes are essentially non-polar so we can 

eliminate charge-transfer effects from playing any role in the non-radiative decay 

processes. We can now examine in more detail the effects of the peripheral tolyl 

groups.  

Table 2.1. Summary of the photophysical data recorded for the studied compounds in MTHF at room 

temperature. 

 ROBOD BOD PHEN1 PHEN2 CORE 

λmax/ nm 502 525 531 559 547 

εmax/ M-cm-1 71 000 74 000 59 100 62 235 62 100 

λFlu/ nm 530 547 564 602 588 

SS/ cm-1 1050 765 1105 1280 1280 

ΦFlu 0.023 0.78 0.013 0.28 0.92 

ԏS/ ns 0.15 5.4 0.092 2.1 6.6 

kRAD/ 108 s-1 1.5 1.45 1.42 1.3 1.4 

kNR/ 108 s-1 65 0.4 110 3.5 0.12 

Table 2.2. Summary of the photophysical data recorded for the studied compounds in DCM at 

room temperature. 

 ROBOD BOD PHEN1 PHEN2 CORE 

λmax/ nm 502 525 531 559 547 

εmax/ M-cm-1 71 000 74 000 59 100 62 235 62 100 

λFlu/ nm 528 544 557 697 582 

SS/ cm-1 980 665 880 1140 1100 

ΦFlu 0.021 0.77 0.01 0.24 0.87 

ԏS/ ns 0.16 5.4 0.07 2.06 6.4 

kRAD/ 108 s-1 1.31 1.43 1.43 1.16 1.36 

kNR/ 108 s-1 61 0.43 141 3.7 0.2 
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2.2.2 Temperature Dependence 

 

In order to investigate the effect of the 3,5-aryl substitution on a BODIPY-based 

molecular rotor, temperature dependence studies were carried out. These were 

performed in MTHF using an Oxford Instruments optical cryostat. The primary 

purpose of these experiments was to examine the variation of ΦF as a function of 

temperature.11 All results were corrected for solvent contraction during freezing.12 

 

Small spectral shifts accompany 

freezing of the solvent but the 

vitrification of MTHF is not a simple 

physical process. Indeed, the 

solvent freezes over a small range 

of temperatures but also forms an 

isotropic syrup in addition to a 

clear optical glass. In general, not 

much is known about the freezing 

process. Now, ΦF recorded for 

CORE is not affected by 

decreasing the temperature from 

295K to 77K. On the other hand, ΦF measured for BOD appears to be constant at 

temperatures below 200K but varies slightly at higher temperatures. It seems that 

there is a minor activated route for deactivation of the excited-singlet state for BOD. 

A similar conclusion was raised previously on the basis of pressure-dependent 

studies. The temperature effect on the non-radiative rate constants for the target 

compounds has been investigated under the same conditions as used for the 

reference compounds, Figure 2.7. It was found that lowering of the temperature 

had a far greater effect on the non-radiative rate constant (kNR) for PHEN1 than for 

PHEN2, Table 2.3. However, both of these compounds exhibit similar trends in the 

variation of ΦF to that found for ROBOD. This finding tends to confirm the 

conclusion that these compounds operate as fluorescent rotors.  

Figure 2.6. Temperature dependence observed for 

the emission spectra recorded for PHEN2 in MTHF. 
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The total variation in ΦFlu found for PHEN1 over this temperature range is 

approximately 75-fold, in contrast to that of PHEN2 is only about 3-fold.The 

variation of PHEN1 is far greater than that recorded for ROBOD. For each studied 

compound, ΦF approaches unity in the glassy matrix around 100K. The remaining 

compounds (CORE, BOD) show some increase of kNR as the temperature 

increases, however the effect is of a much smaller magnitude. Figure 2.6 

demonstrates this effect quite clearly; the non-radiative rate constants for PHEN1 

(dark blue) and ROBOD (yellow) clearly change significantly with temperature. 

These compounds display typical rotor behaviour (i.e. the non-radiative constant 

increases linearly with the temperature).11 The insert shows in more detail what 

happens to the other three compounds PHEN2 (grey), BOD (orange) and CORE 

(light blue) as the temperature changes. Looking closely at the behaviour of 

PHEN2 it can be concluded that it is that of a molecular rotor; it follows the same 

trend as PHEN1 and ROBOD. The only difference is the magnitude of the effect 

as described earlier. 

 

 

Figure 2.7. Effect of temperature on the nonradiative rate constant. The rate constants are 

expressed in units of 109 s-1. 
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Table 2.3. Effect of temperature on the respective non-radiative rate constants. The rate 

constants are expressed in units of 109 s-1. 

Temp/ K CORE BOD PHEN2 ROBOD PHEN1 

140 0.0085 0.0195 0.0015 0.022 0.03 

150 0.012 0.021 0.017 0.065 0.12 

160 0.0107 0.019 0.048 0.174 0.35 

170 0.01 0.017 0.085 0.395 0.71 

180 0.01 0.0175 0.106 0.616 1.2 

190 0.013 0.017 0.1315 1.116 1.71 

200 0.014 0.017 0.1335 1.438 2.43 

210 0.012 0.0185 0.156 1.806 3.18 

220 0.012 0.023 0.161 2.2 4 

230 0.014 0.021 0.2 2.75 4.9 

240 0.0096 0.023 0.208 3.22 6.28 

250 0.0115 0.0245 0.236 4.03 7.1 

260 0.0125 0.0305 0.263 4.19 8.37 

270 0.013 0.037 0.286 5.08 9.6 

280 0.009 0.046 0.3335 6.34 10.1 

290 0.012 0.052 0.343 6.5 10.73 

 

We can consider that increased π-electron delocalization between the BODIPY 

core and the ancillary tolyl rings in the 3,5- positions is the main reason for the 

observed red shifts for absorption and emission spectra. This behaviour is 

observed for both PHEN1 and PHEN2 as well as for CORE but is not evident for 

either of the compounds lacking the 3,5-tolyl rings, i.e. ROBOD and BOD. It can 

be supposed that the degree of conjugation between the respective -systems will 

depend on the mutual orientations, being at a maximum when the dihedral angle 

is close to zero. For the target compounds studied here, the possibility of increased 

conjugation was examined by means of molecular orbital calculations carried out 
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at the B3LYP/6-31G+G(d)/PCM level. The main findings are summarized as 

follows: We found that the core aryl rings on the lower rim of the BODIPY core 

adopt a dihedral angle of approx. 50o for the lowest-energy conformation, this 

applies to all three derivatives (PHEN1, PHEN2 and CORE). However, some 

modest instability can be observed at approx. 20o, caused by close proximity of the 

ortho-hydrogen atom on the tolyl ring(s) and a fluorine atom; 1.6 Å. The rotation at 

the connecting C-C bond is otherwise unconstrained. The barrier for complete 

rotation of the tolyl ring(s) introduced by the steric clash is approximately 50 kJ mol-

1. However, there is essentially no barrier for gyration of the aryl rings over a wide 

angular variation.  

The electronic interaction between the aryl ring and the BODIPY nucleus depends 

on the mutual orientation, which is set in part by steric factors. This effect was 

studied in detail using a small series of BODIPY-based bichromophores, where the 

connection point was varied. It was found that the level of excitonic coupling, as 

determined by the splitting of the lowest-energy absorption transition into two 

peaks, varied markedly among the various bichromophores. For these 

compounds, rotation around the connection is more restricted than for the aryl-

BODIPY derivatives because of the presence of alkyl substituents. [The results of 

this study are provided as part of the Appendix.] Here, we could show that the 

dihedral angle between the side-by-side bichromophores was largely responsible 

for the degree of excitonic splitting. There are clear analogies between the two sets 

of compounds, although the bichromophores provide the more obvious 

interactions. For the aryl-BODIPY derivatives, the dihedral angle will help 

determine the energy of the absorption and emission transitions.  

Returning now to the effect of temperature on the fluorescence properties for the 

putative molecular rotors, we note that neither the Strickler-Berg expression nor 

the Englman-Jortner energy gap law allows for a strong temperature effect on the 

rate of decay of the excited state.13,14 The refractive index will change with 

temperature, as will the density of the solvent, but the effect is not so pronounced. 

Because the molecules are non-polar, there is no reason for the Stokes’ shift to 

vary with temperature. Furthermore, it was found that, in all cases, the fluorescence 

quantum yield is essentially independent of temperature in the glassy region. To 

accommodate this latter effect, we introduce Equation 2.1; where k0 refers to an 
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activationless rate constant, kACT is the corresponding activated term and TG is the 

glass transition temperature of MTHF, 100 K. The activation barrier, EB, is 

considered to contain important contributions from both changes in viscosity and 

internal rotation. It was found that Equation 2.1 gives a good representation of the 

experimental data for each compound, except CORE. For this latter compound, 

kNR is essentially independent of temperature across the region of interest. 

𝑘𝑁𝑅 =  𝑘0 + 𝑘𝐴𝐶𝑇  exp (−
𝐸𝐵

𝑅[𝑇 − 𝑇𝐺]
) 

Equation 2.1 

 

 

Table 2.4. Summary of the parameters associated with Equation 2.1. Data for ROBOD and BOD 

taken from literature.5 

 ROBOD BOD PHEN1 PHEN2 CORE 

k0 / 107 s-1 17 1.8 12 1.9 1.2 

kACT / 109 s-1 36.5 5.9 51.0 0.8 NA 

EB / kJ mol-1 2.6 7.7 2.3 1.4 NA 

 

Analysis of the experimental data 

(Table 2.4) demonstrates that there 

is a large activation barrier for 

BOD. Most likely, this is because 

the internal rotation is blocked due 

to the presence of the relatively 

bulky methyl groups. For the 

remaining compounds, the 

magnitude of the barrier height 

decreases with increasing effective 

mass of the dipyrrin unit. The core 

tolyl groups, attached at the lower rim, cause slight curvature of BODIPY core, 

which is at its maximum as the two units become co-planar. Double substitution, 

and also electronic excitation, increases this curvature and forces the meso-aryl 
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Figure 2.8. Pinhole sink model as adapted for 

BODIPY rotors. 
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ring out of the plane of symmetry. At the excited-state level, this structural distortion 

will stretch and eventually tear the S1 surface so as to create a pinhole through 

which the exciton can escape back to the ground state, Figure 2.8.15 This pinhole 

is not equivalent to the transition state in isomerization reactions and as a 

consequence, it is difficult to characterize.16-19 Nevertheless the experimental 

evidence strongly supports this model. We will return to this point after 

consideration of how the solvent viscosity affects the photophysical properties of 

the molecular rotor. 

2.2.3 Viscosity Dependence 

 

The easiest way by which to vary the 

viscosity of the system is to use a series 

of similar solvents that vary in molecular 

mass. One such series is the linear 

alcohols, where the molar mass 

correlates nicely with the bulk viscosity. 

This is not an ideal way to vary viscosity 

but, in fact, all such experiments are 

flawed to various degrees.20 For example, 

changing temperature or applied 

pressure are alternative strategies but cause other changes at the same time. Also, 

it should be stressed that bulk viscosity refers to interactions between adjacent 

solvent molecules whereas the fluorescence studies are intended to probe solvent-

solute interactions. Concepts such as micro-viscosity have been introduced to 

overcome these limitations but, what looks like a straightforward experiment, can 

be difficult to analyze correctly.21 

The photophysics of PHEN1 and PHEN2 were recorded in a homologous series of 

linear alcohols at room temperature, Table 2.6. ROBOD and BOD were 

investigated by other group members using identical experimental techniques. 

Across the series of solvents, the shear viscosity can be changed by a factor of 6-

fold.22 The target compounds are readily soluble in these solvents and exhibit no 

signs of self-association. Changes in viscosity have no obvious effect on the 

Figure 2.9. Effect of solvent viscosity on the 

non- radiative rate constant measured in a 

series of linear alcohols at room temperature. 
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photophysical properties derived for BOD. This compound is strongly fluorescent 

and behaves nicely across all the solvents. The weakly activated process identified 

from the temperature-dependence studies is not evident from the viscosity related 

work. For an effective molecular rotor, we anticipate that the changes in viscosity 

will lead to progressive increases in emission quantum yield and excited-state 

lifetime due to the increased frictional forces experienced by the gyrating phenyl 

ring. This behaviour is indeed observed for ROBOD, PHEN1 and PHEN2.  

Across this series of solvents, there is a reasonably linear relationship between kNR 

and shear viscosity, η, as considered in the form of log-log plots, Figure 2.9 and 

Figure 2.10, but with differing gradients and intercepts. Indeed, the experimental 

data collected at 20 0C can be considered in terms of Equation 2.2,23 where 𝜈 

corresponds to a limiting pressure exerted by the rotor, α is a coefficient that 

effectively describes the sensitivity towards viscosity, and EA is a barrier for internal 

rotation.24 It is possible to determine the value for 𝛼 from the slope of the linear log-

log plot, whereas EA can be estimated from the intercept to the same plot. We 

observe that both PHEN1 and PHEN2 display small gradients, however it is quite 

clear that the gradient derived for PHEN2 is steeper and therefore this compound 

is considerably more sensitive to changes in solvent viscosity. Because of the log-

log plot, the derived parameters are subject to significant error and the analysis 

assumes a common value for  across the series of compounds. This latter point 

is difficult to verify by experiment and, in our understanding, the magnitude of  will 

depend on interactions between the rotor and solvent.25,26 The solute fits in a cavity 

within the solvent structure but we have not seen any indications for strong 

interaction between dye and solvent. In contrast, recent work with aza-BODIPY 

dyes where the N atom is substituted at the meso-position has shown that alcohols 

coordinate to the aza site and promote non-radiative decay.27 Perhaps the 3,5-aryl 

groups serve to modify the shape of the cavity and thereby influence but we are 

not able to address this possibility. Furthermore, there is no information in the 

literature that could be used to expand this discussion. 

𝑘𝑁𝑅 =
𝜐

𝜂𝛼
exp (−

𝐸𝐴

𝑅𝑇
) 

Equation 2.2 
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For the prototypic rotor ROBOD, α has a value of 0.41, which is similar to that 

determined earlier for a closely related dye,28 but this falls to 0.31 for the 

symmetrical PHEN2. In contrast, α determined for the asymmetrical PHEN1 is 

0.62, which is the highest such value found for any BODIPY-based rotor and is far 

superior to that measured for the industry standard, DCVJ dye,29 under the same 

conditions (α=0.31).30 Overall, PHEN1 performs remarkably well as a fluorescent 

rotor, in marked contrast to PHEN2. The two control compounds, CORE and BOD 

show no significant viscosity dependence. 

  

Figure 2.10. Effect of solvent viscosity on the non-radiative rate constant measured in a series 

of linear alcohols for PHEN1 (blue) and PHEN2 (red) at RT. 
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Table 2.5. Data collected in viscosity experiment for PHEN1 at 20 0C. 

 log(η) QY ԏ/ ns 
kRAD/ 

108 s-1 
kNR/ 

109 s-1 log(kNR) 

Methanol -0.257 0.014 0.13 1.11 7.58 9.88 

Ethanol 0.037 0.021 0.18 1.15 5.44 9.74 

Propanol 0.290 0.026 0.25 1.04 3.90 9.59 

Butanol 0.403 0.035 0.32 1.08 3.02 9.48 

Pentanol 0.540 0.040 0.39 1.02 2.46 9.39 

 

Table 2.6. Data collected in viscosity experiment for PHEN2 at 20 0C. 

 log(η) QY ԏ/ ns 
kRAD/ 

108 s-1 
kNR/ 

109 s-1 log(kNR) 

Methanol -0.257 0.25 1.74 1.44 4.31 9.88 

Ethanol 0.037 0.31 2.0 1.53 3.47 9.74 

Propanol 0.290 0.32 2.27 1.41 3.00 9.59 

Butanol 0.403 0.38 2.3 1.64 2.71 9.48 

Pentanol 0.540 0.44 2.4 1.83 2.34 9.39 

 

Several parameters combine to define the performance of the dye in terms of its 

ability to function as a fluorescent rotor, including α. Table 2.7 demonstrates how 

the fluorescence quantum yield changes with viscosity for three dyes with different 

α value (DCVJ, ROBOD and PHEN1). The relative values determined for α can be 

considered as a crude measure of the volume of solvent that will be affected by the 

geometry change undertaken by the solute.31 Additionally, in the specific case of 

BODIPY dyes, only a few solvent molecules are affected and the geometry change 

is considered to be either minor or highly localized. Symmetrical dyes, such as 

ROBOD and PHEN2, are susceptible to buckling of the dipyrrin core but this is 

mostly restricted to the upper rim. Asymmetrical dyes, such as PHEN1, undergo 

more substantial structural distortion during rotation and this will engage more 

solvent molecules.  
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Table 2.7. Effect of solvent viscosity on three dyes with different α value. 

 

α QY 

 Methanol Propanol Pentanol 

 0.3 0.0007 0.0009 0.0013 

 0.4 0.038 0.057 0.082 

 0.6 0.014 0.026 0.4 

 

 

 

 

 

 

 

Figure 2.11 Simulation of the radiationless rate constants for rotors with differing α values, where both 

viscosity and the activation barrier remain constant.  

10

10.1

10.2

10.3

10.4

10.5

10.6

0 0.2 0.4 0.6 0.8 1

ln
k

N
R

α

PHEN1 

ROBOD 

DCVJ  



   

 59 

2.3 Conclusions 

 

Molecular-scale sensors based on fluorescence detection are recognized as being 

promising materials for certain applications where conventional devices might be 

inappropriate. We have considered the design of putative BODIPY-based dyes as 

sensors for the remote monitoring of changes in rheology, notably viscosity. Our 

interest has been to develop improved analogues by considering modifications to 

the molecular framework that might not be obvious candidates for affecting the 

rotary mechanics. The results outlined above indicate that improved performance 

might be achieved by incorporating substituents at remote sites on the BODIPY 

fluorophore. Aryl substituents attached at the lower rim of the dipyrrin unit serve to 

push the absorption and emission maxima towards the red region, via increased 

π-conjugation, and to squeeze the upper rim. The latter situation affects the space 

available for the meso-aryl rotor and applies some level of control for the rate of 

non-radiative deactivation of the first-excited singlet state. The disparity between 

the symmetrical and asymmetrical derivatives is most unexpected and clearly 

opens up the way to design new and improved sensors. By this route, one can 

imagine a range of targeted molecular rotors for high, medium and low viscosity 

regimes. 

One of the key discoveries in the BODIPY field has been the recent introduction of 

strategies whereby the B-F bonds can be replaced with B-O or B-C bonds. This 

approach provides access to a rich variety of derivatives where secondary groups 

can be accommodated away from the dipyrrin unit. It also gives us the opportunity 

to engage the boron atom in cyclic structures that might be a unique way to apply 

stress to the dipyrrin upper rim. In this way, the dynamics for meso-aryl ring rotation 

might be addressed by structural variations at the boron atom. In particular, we 

raise the following question: Could tethering the boron atom with a rigid strap 

further enhance the non-radiative decay?  
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Chapter 3. Rapid Internal Conversion in 
N,B,O-Strapped Boron Dipyrromethene 
Derivatives 

 

3.1 Introduction 

 

Here we present three boron-dipyrromethene, BODIPY, derivatives constrained at 

the boron centre by means of a 5-membered strap (N,B,O-strap). An advantage of 

the N,B,O-strapped dyes is that the redox properties might be varied over a wide 

range by substitution at the N atom. This site also provides a simple means by 

which to anchor the dye to a surface or biological entity. With the strap in place, 

these new compounds are non-fluorescent even when light-induced charge 

transfer between dye and strap is highly unfavourable on thermodynamic 

grounds.The motivation for this project was based on recent publications by Raymo 

et al.,1-4 where they propose charge transfer (CT) from a 5-membered catecholate 

ligand strapped to the BODIPY core at the boron atom as being responsible for the 

emission quenching. Our previous research has suggested that substitution at the 

lower rim, in conjunction with constraining the geometry at the upper rim, can have 

a significant effect on the photophysics of BODIPY dyes.5 Hence, we decided to 

investigate the interplay between geometry effects and charge transfer in 

compounds designed specifically for this purpose. The new compounds include a 

derivative strapped with an amine (i.e., 2-aminophenol as the bridging ligand) at 

the boron centre, which should quench the fluorescence by way of charge transfer. 

This compound is easily transformed with acetyl chloride to give the corresponding 

amide derivative (i.e., using 2-acetamidophenol as strap), which we expect to be 

fluorescent since light-induced charge transfer will be switched off. To confirm this 

type of behaviour, a second amide derivative was synthesized. Our expectations 

were not realized!   
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Figure 3.1. Molecular formulae of the two target compounds AA27 on the left and on the right AA112. 

 

In the case of AA27, the strap is built around an electron-donating amine, whereas 

both AA55 and AA112 possess straps constructed from an amide (Figure 3.1 and 

Figure 3.2). Otherwise, there are no significant changes in the structure. The 

compounds are reasonably soluble in common organic solvents and appear to be 

stable with respect to cleavage of the strap.  

 

 

Figure 3.2. Molecular formulae of AA55, the additional amide-strapped compound studied in this 

chapter. 
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3.2  Results and Discussion 

3.2.1 Spectroscopic Data 

 

Figure 3.3. (a) Absorption and emission spectra of AA27 in spectrophotometric grade MTHF at 

room temperature and (b) absorption and emission spectra of AA112 recorded under the same 

conditions. 

 

The absorption and emission spectra of all three compounds display the 

characteristics of a typical BODIPY chromophore; most notably, a sharp absorption 

band, λmax= 533 nm, and a relatively small Stokes’ shift indicating that emission 

occurs from an excited-singlet state S1 having a comparable geometry to that of 

the ground state S0. Surprisingly, each of the three molecules demonstrates an 

unusually low fluorescence quantum yield, Table 3.1. All measurements were 

carried out in spectrophotometric grade MTHF but for AA27 measurements were 

also performed in toluene. This was done to identify whether light-induced charge 

transfer might play a major role in quenching of the fluorescence.6,7 We observed 

no difference in the emission quantum yield measured in toluene compared to a 

more polar solvent like MTHF.8 This leads us to believe there are other underlying 

factors governing the emission quantum yield, at least for this compound. 

Table 3.1 summarizes the main photophysical properties for these compounds. 

The molar absorption coefficients are much smaller than normally found for a 

BODIPY dye and these give rise to Strickler-Berg radiative rate constants that are 

about half what is regarded as typical for this class of dye; the low fluorescence 

yield might render the Strickler-Berg analysis somewhat doubtful.9 The low 
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emission yields are supported by short excited-state lifetimes. In fact, the emission 

decay profiles were complex, indicating a very short-lived species with a lifetime 

too close to the instrumental response function for proper analysis. The short 

component is estimated to be somewhat less than 50 ps in each case. The longer-

lived component is present at low intensity and we are mindful of the possible 

involvement of fluorescent impurities. We will return to the possible involvement of 

a longer-lived species later in the chapter. Data analysis was advanced by the 

availability of an ultra-short LED excitation source (FWHM = 75 ps) from PTI-

Horiba. Using this pulsed LED ( = 515 nm) for excitation, the shorter-lived 

components in the decay records could be measured with more confidence (Table 

3.1). 

To accommodate the very low emission quantum yields and short lifetimes, we 

note that the non-radiative rate constants are unusually high for all three 

compounds. We also draw attention to the very small Stokes’ shifts but note the 

reasonably good mirror symmetry between absorption and emission spectra. For 

each compound, it was possible to show good agreement between absorption and 

excitation spectra. It might also be noted that the synthetic chemist was requested 

to further purify these samples until we obtained consistent results. 

 

Table 3.1. Spectroscopic data collected for the three N,B,O-strapped compounds in MTHF at room 

temperature; N.B. kSB is the calculated radiative rate constant. 

 

𝛌𝐀𝐁𝐒/ 

nm 

𝛌𝐄𝐌/ 

nm 

SS/ 

cm-1 𝐐𝐘𝐅𝐋𝐔 𝛕𝐅𝐋𝐔 /ns 

𝐤𝐑𝐀𝐃/ ×

𝟏𝟎𝟖s- 

𝐤𝐍𝐑 / ×

𝟏𝟎𝟏𝟎s-1 

𝐤𝐒𝐁/ ×

𝟏𝟎𝟖s- 𝒇 

εMAX/ 

M-cm- 

AA27 533 540 243 0.003 0.025 0.5 1.7 1.08 0.18 36 500 

AA112 533 543 345 0.001 0.030 0.2 2.5 0.71 0.12 28 320 

AA55 533 549 546 0.004 0.048 1 2.5 0.69 0.12 27 653 

 



   

 67 

That the N,B,O strap participates in fluorescence quenching was confirmed by 

photo-acid treatment in MTHF solution. The photo-acid generator used here was 

N-Hydroxynapthalimide triflate, which is activated by illumination with near-UV 

light. It was noted that strong fluorescence accompanies release of protons into 

the system. The photo-acid generator was added to the sample solution in 

methanol and sonicated until fully dissolved. The solutions were then exposed to 

UV light for a period of 30 seconds, Figure 3.5. All three samples have displayed 

significant recovery in terms of emission quantum yield and fluorescence lifetime; 

the QYF of AA27 increased to 86% whereas that of AA55 to 27%, Table 3.2.  

 

Table 3.2. Spectroscopic data collected for all three compounds in MTHF at room temperature 

after addition of photo-acid generator (N-Hydroxynapthalimide triflate). 

 

𝛌𝐀𝐁𝐒 / 

nm 

𝛌𝐄𝐌/ 

nm 

SS/ 

cm-1 𝐐𝐘𝐅𝐋𝐔 

𝛕𝐅𝐋𝐔 / 

ns 

AA27 533 542 312 0.86 5.95 

AA112 533 540 243 0.26 5.15 

AA55 533 540 243 0.37 4.3 
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Figure 3.4. Cartoon representation of constrained (left-hand side) and unconstrained (right-hand 

side) BODIPY dyes where the redox-active strap eliminates fluorescence (hvF) by virtue of 

intramolecular charge transfer (CT). 

 

We also carried out an experiment where we created a room temperature glass 

using sucrose-octa-acetate. A concentrated solution of each of the three 

compounds in spectrophotometric grade acetone was prepared ready to be added 

to a sample vial full of sucrose octa-acetate powder placed in a water bath set to 

100oC. Once the powder was fully melted, the sample was incorporated into the 

viscous, clear liquid. After dissolving, the sample vial was taken out of the water 

bath and placed in beaker full of cold water; this in turn solidified the solution 

creating a room-temperature glass. We expected to observe fluorescence recovery 

under those conditions, however this was not the case, Figure 3.6.10-12 

 

 

Figure 3.5. On the left is the solution of AA27 with and without photo-acid generator, whereas on 

the right is the equivalent experiment carried out with AA55. 
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In case of classical rotors the emission is recovered in a room-temperature glass 

because the non-radiative decay is strongly dependent on the gyration of a meso-

phenyl ring, Figure 3.6.13,14 However, in the case of the strapped compounds 

studied here, the emission is not recovered; this combined with the results of the 

photo-acid test strongly suggests that the non-radiative pathway is due to a 

structural effect built into these molecules by the means of the 5-membered strap 

at the boron atom.  

 

Figure 3.6. Picture on the left demonstrates the effect of immobilising AA27 and AA55 in a room 

temperature glass made with sucrose octa-acetate, whereas on the right we have the same glass 

formed in the presence of PHEN1 and PHEN2. These latter compounds are known to function as 

molecular-scale rotors. 
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3.2.2 Electrochemistry 

 

Light-induced, intramolecular charge transfer from the N,B,O strap to the excited 

state of the BODIPY unit offers a cursory explanation of the photophysics observed 

with these compounds. In order to calculate the thermodynamic driving force for 

intramolecular, light-induced charge transfer from the strap to the BODIPY core, 

cyclic voltammetry was carried out for all compounds dissolved in deaerated 

acetonitrile containing background electrolyte, Bu4N.PF6 (0.1M), at room 

temperature.15 A glassy carbon working electrode was used in conjunction with a 

platinum counter electrode and a Ag/Ag+ reference electrode. Ferrocene was used 

as internal calibration. The main results are summarized in Table 3.3.  

 

Table 3.3. Summary of the electrochemical properties recorded for AA27, AA55 and AA112 in 

acetonitrile containing nBu4N.PF6 as supporting electrolyte. 

 

E0(ox)/V 

ΔE /mV 

E0(red)/V 

ΔE /mV HOMO/ eV LUMO/ eV 

AA27 

0.23 (irr.) 

0.90 (irr.) -1.58 (irr.) 5.65 3.17 

AA55 

0.77 (64) 

1.17 (irr) -1.46 (81) 5.52 3.28 

AA112 

0.80 (irr.) 

1.29 (irr.) -1.55 (210) 5.55 3.2 
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Figure 3.7. Kohn-Sham distributions computed for the relevant orbitals; running from left to right, 

HOMO, HOMO(-1) and LUMO for AA27.  

 

On oxidative scans, AA27 exhibits two irreversible waves with peaks at 0.23 V and 

0.9 V vs Ag/Ag+. The first oxidative wave is clearly at too low potential to refer to 

oxidation of BODIPY and is unambiguously assigned to one-electron oxidation of 

the strap. Indeed, the second one-electron oxidation wave can be attributed to 

removal of an electron from the BODIPY core. The reductive process can be 

assigned to one electron reduction of the BODIPY core, this assignment is done 

with the aid of quantum mechanical calculations and literature data, Figure 3.7.16,17  

 

 

 

 

 

 

 

Figure 3.8. Kohn-Sham distributions computed for the relevant orbitals; running from left to right, 

HOMO, HOMO(-1) and LUMO for AA112. 

HOMO HOMO-1 LUMO 

HOMO HOMO-1 LUMO 
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AA55 exhibits two oxidative waves with peaks at 0.77 V and 1.73 V vs Ag/Ag+, the 

wave centred at the 0.77 V is electrochemically reversible with ΔE= 64 mV. 

Quantum chemical calculations indicate that both the LUMO and HOMO are 

localized on the BODIPY unit while HOMO(-1) resides on the amide-based strap. 

In turn, AA112 has two oxidative waves at 0.80 V and at 1.29 V and one quasi-

reversible reductive wave at -1.55 V, ΔE= 210 mV. Quantum chemical calculations 

again indicate that both the LUMO and HOMO are localized on the BODIPY unit 

while HOMO(-1) resides on the amide-based strap, Figure 3.8. This assignment is 

supported by the observation that the difference between ERED and EOX (ΔEOP = 

2.36 eV) lies close to the optical transition energy (ΔEXS = 2.29 eV) measured as 

the crossover point between normalized absorption and emission spectra. 

 

 

 

 

 

 

Figure 3.9. Kohn-Sham distributions computed for the relevant orbitals; running from left to right, 

HOMO, HOMO(-1) and LUMO for AA55. 
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Figure 3.10. Cyclic voltammogram of AA55 recorded in anhydrous deaerated acetonitrile (0.1M 

nBuN.PF6). Scan rate 0.15 Vs-1.  

 

The cyclic voltammetry used in conjunction with spectroscopic data is used to 

determine the thermodynamic driving force (ΔGCT) for light-induced charge-

transfer in each of the three compounds. Using Equation 3.1 it was determined that 

the driving force for the charge transfer from the amine strap to the excited-singlet 

state of BODIPY18 for AA27 is -0.48 eV, whereas for the amide-strapped BODIPY 

dyes it is equal to 0.38 eV and 0.56 eV for AA55 and AA112 respectively. 

Therefore, it can be concluded that light-induced charge transfer is only possible 

for AA27. Here the driving force is sufficient to promote effective charge transfer 

from the amine to the BODIPY core. It might be noted that the distance between 

these reactants is short but the geometry is not conducive for fast electron transfer. 
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∆𝐺𝐶𝑇 = 𝑒(𝐸𝑜𝑥 − 𝐸𝑟𝑒𝑑) − 𝐸𝑥𝑠 − 𝐸𝑒𝑠 − 𝐸𝑠𝑜𝑙 Equation 3.1 

𝐸𝑒𝑠 =
𝑒2

(4𝜋𝜀0)𝜀𝑠𝑅𝐶𝐶

 Equation 3.2 

𝐸𝑠𝑜𝑙 =
𝑒2

8𝜋𝜀0

(
1

𝑅𝐷

+
1

𝑅𝐴

)(
1

𝜀𝑟𝑒𝑓

−
1

𝜀𝑠

) Equation 3.3 

 

The parameters used in Equation 3.1-Equation 3.3 include the excited-state 

energy, Exs = 2.29 eV. This was derived from the intersection of normalized 

absorption and fluorescence spectra. There was no need to correct for the 

difference in solvent dielectric constant as all investigations were carried out in 

acetonitrile, εs = εref = 35.94.8 The molecular dimensions were derived from X-ray 

structures obtained by our Crystallography Laboratory, Table 3.4. 

 

Table 3.4. Compilation of intramolecular distances obtained using X-Ray structures, RD is the 

radius of the donor, RA is the radius of the acceptor whereas RCC is the centre-to-centre distance 

between donor and acceptor. 

 RD/ Å RA/ Å RCC/ Å 

AA27 1.16 2.98 4.64 

AA55 1.43 2.98 4.3 

AA112 2.12 2.36 4.05 
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Figure 3.11. (a) X-Ray structure obtained for AA112; X-ray structures were used to calculate RCC 

distances for all three samples investigated. (b) View from above of the same X-ray structure 

showing small curvature of the BODIPY core. 

 

Aside from the unusual fluorescence properties, these strapped BODIPY 

analogues display small Stokes’ shifts, low molar absorption coefficients and red-

shifted absorption maxima when compared to an unsubstituted BODIPY dye. For 

a conventional BODIPY-based dye, successive replacement of the B-F bonds with 

B-OCH3 groups has no effect on the energies of either absorption or fluorescence 

maxima.19,20 This realization points towards some important geometrical factor as 

being responsible for the weak absorption profile and it is important to recall that 

the X-ray structures indicate slight curvature of the dipyrrin backbone, Figure 3.11. 

The quantum chemical calculations replicate this disruption from planarity of the 

BODIPY nucleus but it is difficult to identify a simple means by which to quantify 

the extent of curvature, especially since the distortion is not evenly spread over the 

dipyrrin, Figure 3.12. The same studies carried out for the unsubstituted BODIPY 

dye indicate that it is planar and highly symmetrical. This slightly displaced 

geometry is expected to reduce connectivity along the conjugation path and 

thereby lower the absorption coefficient.  However, the strap is not directly involved 

in the conjugation path and changing the nature of the strap does not affect the 

magnitude of the optical bandgap. As such, the basic conjugation length is 

considered to be much the same for each of the strapped compounds.  

  

(a) (b) 
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In fact, the calculations indicate a marked change in the internal electronic 

properties of the dipyrrin units for the strapped analogues when compared to the 

unsubstituted BODIPY dye. This is conveniently registered by the Mulliken charge 

(μM) for the dipyrrin N atoms. For an unsubstituted BODIPY dye, the charges are 

balanced and indicate electro-negative N atoms (μM = -0.303) but for AA112 (μM = 

-0.278) the charges are raised to a less negative value. The amine derivative, 

AA27, leads to asymmetry for these charges due to the N lone pair being localized 

above the plane of the dipyrrin nucleus. Here, the individual μM values are -0.277 

and -0.247, both values being more positive than found for the unsubstituted 

BODIPY dye. Interestingly, the calculated charges for AA55 (μM = -0.277 and -

0.270) differ slightly from those determined for AA112 and indicate slight 

asymmetry caused by the side-chain positioning itself over the dipyrrin. As such, 

the red-shifted absorption transition and low εMAX values found for the strapped 

analogues can be attributed to the changes in the atomic orbital coefficients for 

contributors to the effective conjugation length.  

 

 

Figure 3.12. Computed molecular geometry for AA55.  
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3.2.3 Fluorescence Quenching in the Glassy Matrix 

 

The fluorescence quantum yield determined for each of the strapped BODIPY 

derivatives is approximately constant in the rigid glass at temperatures below 110 

K and the averaged values are collected in Table 3.5. These values range from 

0.08 for AA112 to 0.02 for AA55 and show no correlation with the thermodynamic 

driving forces calculated for light-induced, intramolecular charge transfer in fluid 

solution. Our expectation that charge transfer for AA27 will be switched off in the 

glassy matrix is based on the acceptance that the charge-transfer state will be 

subject to a destabilization energy of ca. 0.8 eV on vitrification of the medium, 

Figure 3.13.21 This value was determined experimentally for certain porphyrin-

quinone dyads and confirmed for a bis-porphyrin dyad. It might not be considered 

relevant to the strapped BODIPY dyes investigated here, especially given the close 

proximity of the redox units. However, calculation of the destabilization energy 

expected for formation of a radical ion pair in MTHF at 80K using the procedure 

described by Wasielewski et al.,21-23 which follows that introduced by Weller,24 we 

reach a value of 0.83 eV. Thus, the poor emission yields determined for the 

strapped BODIPY dyes in the rigid glass are unlikely to be due to light-induced 

charge transfer. 

 

Figure 3.13. Potential energy diagram proposed to account for the photophysical properties 

determined for the strapped BODIPY-based in a rigid MTHF glass at low temperature and 

illustration of the effect of destabilization of the charge-transfer state on moving from fluid solution 

(CTSRT) to the rigid glass (CTSGLASS). 
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Each compound exhibits a small Stokes’ shift, indicating that emission occurs from 

an excited-singlet state S1 having a comparable geometry to that of the ground 

state S0. The observation that fluorescence in solution is thermally activated is 

most unusual and means that S1 is being repopulated from a lower-energy trap ST 

by way of a Boltzmann-type barrier crossing process.25 To accommodate all the 

photophysical observations, we propose an S1 potential energy surface with a 

shallow minimum corresponding to the S0 geometry. Without this, it is difficult to 

explain the small Stokes’ shift. The exciton can easily escape from the well to 

sample the potential surface but becomes trapped in a deeper well that is coupled 

in a radiationless manner to the ground state. The fluorescence yield now 

increases with increasing temperature, reflecting the fraction of entombed excitons 

able to return to the emissive trap. This situation will establish an equilibrium with 

the exciton shuttling between the two traps, with radiative decay from the shallow 

trap and radiationless decay occurring primarily from the deeper one. Since 

fluorescence is weak in all cases, it follows that internal conversion from the deeper 

trap is fast relative to re-population of the emitting state. 

Because ɸF is essentially independent of temperature in the glassy matrix, we raise 

the general approximation that there is no significant thermal repopulation of the 

emitting state under these conditions. In other words, the observable fluorescence 

corresponds to prompt emission. In support of this hypothesis, it was found that 

time-resolved fluorescence decay profiles could be analyzed satisfactorily in terms 

of single-exponential fits for AA112 and AA55 in the glassy matrix. The derived 

lifetimes are included as part of Table 3.5 and appear to be in line with the quantum 

yields. For AA112, the emission lifetime at 80K is less than 60 ps. Now, taking kRAD 

as being numerically identical to that measured in fluid solution and further 

assuming that there is no direct internal conversion from the shallow trap to the 

ground state, it becomes possible to estimate the rate constant (kNR) for 

radiationless escape from the deeper trap, Figure 3.13. This simplified scheme, 

pertinent only to the glassy matrix, is illustrated by way of Figure 3.13 and the 

derived kNR values are collected in Table 3.5. The magnitude of kNR depends on 

the nature of the strap. Since kNR determines the amount of prompt fluorescence, 

it follows that this rate refers to the process that populates the deeper trap and not 
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the actual rate (kG) at which trapped excitons return to the ground state. 

Presumably, in the glassy matrix, kG exceeds kNR in each case. 

 

Table 3.5. Parameters derived for deactivation of the excited-singlet state in the glassy matrix at 

temperatures below 120K. 

 AA27 AA112 AA55 

ΔG/ eV(a) -0.56 +0.46 +0.25 

ΔG/ eV(b) +0.27 +1.29 +1.08 

ɸF
(c) 0.0017 0.084 0.020 

𝝉𝒔/ ns(d) <0.06 0.95 0.38 

kRAD / 107 s-1 5 7 7 

kESC / 108 s-1 300 8 35 

 

(a) Thermodynamic driving force for light-induced intramolecular charge transfer calculated for 

MTHF solution at 20 0C.  

(b) Thermodynamic driving force for light-induced intramolecular charge transfer calculated for 

glassy MTHF at 80K.  

(c) Fluorescence quantum yield measured at 80K for the compound in glassy MTHF. 

(d) Fluorescence lifetime measure at 80K for the compound in glassy MTHF. 
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3.2.4 Fluorescence Quenching in Liquid Solution 

 

The above model is not applicable to fluid solution because for each compound 

there is a gradual recovery of emission on raising the temperature. The most 

obvious case is that found for AA27, where ɸF increases progressively with 

temperature from the onset of melting, Figure 3.14. 

 

 

Figure 3.14. Effect of temperature on the fluorescence quantum yield measured for AA27 in 

MTHF; the filled circles refer to measurements made above the glass transition temperature (TG) 

while the empty circles refer to the glassy matrix. At temperatures below TR, the glass is 

considered to be rigid. The solid line drawn through the data points represents a fit to Equation 

3.7. 

In the case of the two amide derivatives, the onset for thermally activated 

fluorescence is apparent at temperatures above the glass transition temperature, 

Table 3.6.26,27 To accommodate thermal repopulation of the emitting state, it is 

necessary to introduce an activated process that competes with emptying the 

deeper trap by way of internal conversion. This situation leads to the model 

illustrated in Figure 3.15. The only change from the low-temperature limit is to 

include reverse population of the S1 level by way of barrier crossing, where E is 

the barrier height and kDS is the corresponding rate constant, which can be 

obtained from Equation 3.6. The fit to data collected for AA27 is robust (Figure 

3.16) and leads to the parameters collected in Table 3.6. In order to optimize the 
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fit, it is necessary to allow for recycling between the two traps. The actual number 

of cycles (ñ) will increase with increasing temperature, at least according to the 

model and our simulations. The remaining parameters are allowed to float, allowing 

estimation of the barrier height as being 6 kJ/mol. The rates for occupying (kNR) 

and emptying (kG) the deeper trap are comparable but the key variable is the rate 

(kDS) for return population of the emitting state. The importance of this latter term 

can be judged by the realization that ɸF increases by a factor of ca. 2-fold on 

progressing from the melting point to room temperature. 

 

  

Figure 3.15. (a) A model proposed to accommodate an activated process that competes with 

emptying the deeper trap by way of internal conversion. (b) Here we demonstrate how the 

curvature of the S1 state can vary and thereby modulate the barrier height and kDS.  

 

  

(a) (b) 
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Table 3.6. Summary of the parameters derived from fitting the temperature dependent emission 

yields in fluid solution. 

 

kNR / 

ns-1 

E / 

J mol-1 

kDS / 

ns-1 

kG / 

ns-1 

𝝉𝒑 / 

ps(a) 

𝒏̃(b) 

AA27 56 5 970 60 2.9 17 & 370 1.67 

AA112 32 7 385 60 1.5 29 & 715 2.93 

AA55 21 5 400 15 1.5 44 & 710 1.39 

 

(a) 𝝉𝒑 predicted singlet lifetimes obtained using TADF model. 

(b) 𝒏̃ mean number of cycles at room temperature. 

An important point emerging from the temperature dependence recorded for AA27 

is that passing from fluid solution to an isotropic glass (TG = 137 K) and finally to a 

rigid glass (TRG = 91 K) does not cause a marked change in ɸF. This indicates that 

the potential energy surface for the emitting state S1 is essentially flat for this 

molecule.27,28 It is also apparent that the main cause of fluorescence quenching is 

not due to light-induced charge transfer and, instead, we attribute the fast 

deactivation of S1 to a rupturing of the potential energy surface imposed by the 

N,B,O strap. 

Before considering the other compounds, we will explain our fitting procedure: 

Equation 3.4 allows us to determine the mean number of cycles (𝑛̃) at any 

individual temperature. Re-cycling is between the S1 state and the trap, where ɸFLU 

is a quantum yield at the temperature of interest and ϕFLU
LT  is the lower limit to the 

quantum yield found at low temperature. The number of cycles is also related to 

the probability of reaching the deeper trap (ɸT) and the probability that the exciton 

will return to the emitting state (ɸS). The non-radiative decay is first estimated using 

ϕFLU
LT  and it is assumed to be activationless (Equation 3.5). Note that we have 

omitted direct internal conversion from the emitting state to the ground state as a 

means for simplifying the situation. Once the number of cycles is determined (𝑛̃) 
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for a range of temperatures it can be used to obtain the quantum yield for return to 

the emitting state at each temperature. This parameter is in turn used to obtain kG, 

kDS and ΔE by fitting data at all temperatures (Equation 3.6). In order to check the 

quality of our fit we used the above parameters to recover the lifetime values. This 

was done to ensure the fit is self-consistent.  

After establishing crude values for the rate constants and barrier height, the next 

stage of analysis involved fitting the temperature dependent emission quantum 

yields determined in fluid solution. In so doing, we equate the (extrapolated) lower 

limit for emission in the fluid solvent as arising from prompt fluorescence. This 

number is needed to start the iterative fitting procedure since it forces a value for 

kNR (Equation 3.8). The entire data set is now analysed in terms of Equation 3.7, 

which uses a Taylor expansion with up to 5 terms. Initial estimates for the unknown 

parameters are input according to the above analysis. Iteration was continued until 

convergence – see Figure 3.14 for an example. Again, the derived rate constants 

and barrier height were used to compute the two fluorescence lifetimes and, if two 

sets of values gave comparable statistical fits, a decision on the validity of the data 

was made on the basis of the agreement between observed and computed 

lifetimes. 

𝑛̃ =  
𝜙𝐹𝐿𝑈

𝜙𝐹𝐿𝑈
𝐿𝑇 − 1 =  

𝜙𝑇 × 𝜙𝑆

1 − 𝜙𝑇𝜙𝑆

 Equation 3.4 

𝜙𝑇 =
𝑘𝑁𝑅

(𝑘𝑁𝑅 + 𝑘𝑅𝐴𝐷)
 

Equation 3.5 

𝜙𝑆 =  
𝑘𝐷𝑆𝑒−Δ𝐸/(𝑅𝑇)

𝑘𝐺 +  𝑘𝐷𝑆𝑒−Δ𝐸/(𝑅𝑇)
 

Equation 3.6 

𝜙𝐹𝐿𝑈 =  𝜙𝑃𝐹[1 + (𝜙𝑇𝜙𝑆) + (𝜙𝑇𝜙𝑆)2 + (𝜙𝑇𝜙𝑆)3 + ⋯ ] Equation 3.7 

𝜙𝑃𝐹 =
𝑘𝑅𝐴𝐷

(𝑘𝑅𝐴𝐷 + 𝑘𝑁𝑅)
 

Equation 3.8 

 



   

 84 

In order to check the quality of our fit we used the above parameters to recover 

the lifetime values. If we assume there is no internal conversion from S1 to the 

ground state (GS), the only processes available to S1 are fluorescence (kRAD) and 

escape to the trap (kNR). The only activated process is repopulation of S1 from the 

trap. The rate constant is kDS and the barrier height is E. 

There should be two lifetimes. The shorter lifetime represents prompt 

fluorescence but includes a term for escape to the trap. The longer lifetime refers 

to repopulation of the S1 state and is given as: 

 

𝑘1 =
1

𝜏1

=
𝑘𝐺 + 𝑘𝐷𝑆𝑒𝑥𝑝−

Δ𝐸
𝑅𝑇(1 − 𝜙𝑇)

1 + 𝑘𝐷𝑆𝑒𝑥𝑝−
Δ𝐸
𝑅𝑇𝜒

 Equation 3.9 

Here, kG refers to the rate constant for radiationless decay from the trap to the 

ground state. The other term is defined as: 

𝜒 =
1

𝑘𝑅𝐴𝐷 + 𝑘𝑁𝑅

 
Equation 3.10 

 

The other lifetime (i.e., the faster process) is given simply as: 

𝑘2 =
1

𝜏2

=
1

𝜒
+ 𝑘𝐷𝑆𝑒𝑥𝑝−

Δ𝐸
𝑅𝑇  

Equation 3.11 
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Table 3.7. Example of a simulation carried out for AA112 using Equation 3.4 to obtain the mean 

number of cycles (𝑛̃) at a particular temperature. 

Temperature/ K ɸFLU 𝒏̃ ɸS 

180 0.00024 0.1429 0.1255 

190 0.00026 0.2381 0.1931 

200 0.00031 0.4762 0.3239 

210 0.00031 0.4762 0.3239 

220 0.00033 0.5714 0.3651 

230 0.00039 0.8571 0.4634 

240 0.00056 1.6667 0.6275 

250 0.00067 2.1905 0.6893 

260 0.00064 2.0476 0.6746 

270 0.00061 1.9048 0.6584 

 

A likewise robust fit is obtained for AA55 over the same temperature range (Figure 

3.16), with the derived parameters being collected in Table 3.6. Again, it is 

necessary to allow for recycling between the two traps with a mean value obtained 

from Equation 3.4. Compared to AA27, the analytical fit suggests a slightly deeper 

trap, withE increasing to 6.7 kJ/mol, but with minimum change among the derived 

rate constants. This is further confirmation that fluorescence quenching is not due 

to intramolecular charge transfer. Nonetheless, there is a 2.5-fold increase in ɸF 

between the glass melting and reaching room temperature, Figure 3.16. A notable 

difference between AA55 and AA27 relates to the observation that the former 

shows partial fluorescence recovery in the rigid glass. In fact, ɸF falls precipitously 

as the glass melts (Figure 3.16) and there is excellent accord between the loss of 

emission for AA55 and the solvent reorientation time measured via the 

fluorescence properties of oxazine-4.29,30 We interpret this behaviour in terms of 

the S1 potential surface being slightly more curved than that found for AA27 such 

that the wave-packet encounters a slight barrier on the way to reaching the trap. 

Because of this curvature, the barrier appears marginally deeper and kDS increases 

slightly.  
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The situation for AA112 is more complex, despite the fact that there is minimal 

difference between the two amides in terms of structure. This compound is the 

least fluorescent, reaching a lower limit of 0.0002 at low temperature, but shows 

the most recovery (i.e., a factor of 4-fold) at room temperature. The inherently low 

ɸF, together with a common kRAD, indicates that kNR must be considerably higher 

than that derived for AA55, Table 3.6. Analysis of the high temperature regime 

(Figure 3.16) produces parameters differing from those derived above (Table 3.6), 

although the analysis is less robust because there are fewer data points. The main 

features of this analysis are: (i) the elevated barrier height derived, (ii) the higher 

kNR, (iii) the higher kDS, and (iv) the increased number of cycles. The second point 

is forced by the low fluorescence inherent to AA112 while an unusually high kDS is 

required to account for the relatively high crop of thermally-activated fluorescence. 

In turn, the mean recycling number is a consequence of the slow rate for emptying 

the trap. Thus, the derived values are highly correlated. 

 

Figure 3.16. Effect of temperature on the fluorescence quantum yield measured for (a) AA55 and 

(b) AA112 in MTHF. For (a) the grey curve accompanying the low temperature data points is the 

solvent relaxation time determined using oxazine-4 to reflect the melting of the glass while the 

black curve running through the data points is a non-linear least-squares fit to Equation 3.7 with 

the parameters listed in Table 3.6. For (b), the solid black line running through the data points is a 

non-linear least-squares fit to Equation 3.7 while the inset shows the low temperature region with 

the solvent relaxation time accompanying the experimental data points. 
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One consequence of the thermally-activated repopulation of the emitting state is 

that the time-resolved emission profiles should exhibit short- and long-lived 

components.26 This is not the case at 80K, where single-exponential decay records 

are recovered after deconvolution of the instrument response function. The 

analysis carried out for AA27 at room temperature shows the presence of a longer-

lived component with a lifetime of 390 ± 60 ps that contributes ca.15% to the total 

signal. Again, this slower component is attributed to thermally-activated, delayed 

fluorescence arising via repopulation of the shallow trap from the deeper trap. The 

reason for the poor precision regarding analysis of this latter component is because 

multiple recycling will extend the lifetime but complicate the fitting procedure.  

The situation is similar for both AA112 and AA55 and there is a longer-lived 

component present in the time-resolved decay records. In both cases, the 

fractional contribution of the longer-lived component was small and could not be 

determined with much accuracy because the shorter-lived component is not well 

resolved from the instrument response function collected at room temperature. 

Both studies indicate a small amount of relatively long-lived emission, with lifetimes 

of 300 ± 120 and 635 ± 110 ps, respectively, for AA112 and AA55. These 

components appear consistent with repopulation of the shallow trap but require 

more detailed analysis. Our choice of excitation wavelength is somewhat restricted 

and we are mindful of trace impurities complicating the signals.  

 

3.3 Conclusions 

The main finding to emerge from this investigation concerns the realization that the 

lack of fluorescence inherent to these strapped BODIPY-based chromophores is 

not a consequence of intramolecular charge transfer. In fact, the OFF signal for 

these proton-sensing probes is insensitive to the thermodynamic driving force for 

light-induced charge transfer from strap to BODIPY core. Our understanding of the 

photophysical properties of these compounds is based on the strap imposing steric 

constraints on the dipyrrin unit that rupture the potential energy landscape for the 

excited state, thereby introducing pinholes that trap the migrating wave-packet. 
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Escape from the trap to the ground state potential surface appears to be fairly slow 

and allows return to the emitting state. The latter situation is characterized by 

thermally-activated, delayed fluorescence but the yield is kept low by the poor 

radiative probability of the excited state. An interesting observation relates to the 

effect that the strap has on the internal electronic properties of the BODIPY core. 

Effectively, the strap modulates both the energy and the oscillator strength of the 

absorption transition, thereby providing a novel approach for fine-tuning the opto-

electronic properties of the chromophore. The compounds function as excellent 

fluorescent sensors for protons but cleavage of the strap is irreversible and is 

considered to be a practical option. 
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Chapter 4. Electronic Energy Transfer and 
Charge Transfer in Molecular Dyads and 
Triads Built Around a BODIPY-Based Dye 

 

4.1 Introduction 

 

Our investigations into the mechanics of BODIPY-based molecular rotors has 

resulted in the elaboration of several new principles relating to the general effects 

of constraining the boron atom within a cyclic structure. This type of confinement 

has important consequences for the optical properties of the chromophore due to 

changes in the effective conjugation length and the internal electronics. Indeed, the 

strap can be used to fine-tune the opto-electronic properties of the chromophore, 

thereby pushing the absorption transition towards lower energies. The latter is 

recognized as being significant for the future development of advanced prototypes 

that might offer practical applications as rheology sensors. As an alternative 

strategy, we now consider the advantages of designing multi-component molecular 

systems where the rotor is not illuminated directly. The main purpose of such an 

approach is to enlarge the Stokes’ shift such that excitation and detection are made 

easier. It might be recalled that most BODIPY-based dyes, and especially the 

strapped analogues, are subject to a rather small Stokes’ shift. This is not a 

problem in the laboratory but could cause difficulties if these compounds are to be 

used in industrial settings. Our reasoning here is to design new molecular systems 

where the BODIPY dye is activated indirectly by way of intramolecular electronic 

energy transfer (EET) from a suitable energy donor. This is not entirely original and 

there have been numerous studies of EET involving BODIPY-based dyes, both 

from our laboratory and from other research groups. As a refinement to the basic 

strategy, we sought to invoke the idea of competition between EET and light-

induced charge transfer as a further means by which to improve the selectivity of 

the sensor (see Figure 4.1). Now, we address the first part of the project by 
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exploring EET and charge-transfer in some BODIPY-based molecular 

architectures. 

 

Figure 4.1. Pictorial representation of the prototypic rheology sensor based on indirect excitation and 

competing charge transfer. 

 

In searching for a suitable energy donor to use with our BODIPY-based dyes, we 

have identified the diketopyrrolopyrrole (DPP) unit as being a promising candidate. 

These dyes are well known in industry as stable, light-fast materials that are used 

as pigments in many applications. The dyes are symmetrical and easily 

functionalised so as to generate a range of colours. Like many simple organic 

molecules, the DPP family of dyes are also electro-active. In starting the project, 

we obtained a small series of multi-component reagents built around an expanded 

BODIPY chromophore, equipped with a DPP residue, Figure 4.6. The basic 

building blocks are identified in Figure 4.4. The key component is REF1, which is 

a functionalised DPP dye that will act as the principle 

energy donor. It is interesting to note that REF1 is 

highly fluorescent in the solid state, as shown 

opposite, which is quite unusual. In order to simulate 

light-induced charge transfer chemistry, a further two 

reference compounds have been examined, Figure 

4.4. Here, redox-active terminals have been added to 

the basic DPP unit so as to construct a simple 

molecular dyad. The donor ability of the amino-based 

Figure 4.2. KBr disc prepared with 

addition of REF1. 
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terminal has been varied by the introduction of methoxy- groups. Both reference 

compounds make use of an ethyne bridge to interconnect the reactants. 

 

Figure 4.3. Computed structure obtained for DYA1, the basis set used was DFT/B3LYP/6-31G. 

 

To extend the series, an expanded BODIPY dye has been identified as being a 

suitable partner, Figure 4.5. This compound is abbreviated throughout the chapter 

as ACC. It should be noted that the usual B-F bonds have been replaced with 

polyethylene glycol residues intended to assist solubility of the dye in organic 

solvents. The absorption maximum has been pushed towards longer wavelength 

by the simple strategy of attaching styryl groups to the 3,5-positions of the dipyrrin 

unit. The styryl units are further functionalised with solubilising groups. In fact, we 

have not encountered problems with dissolving ACC in weakly polar organic 

solvents but it is known that the DPP residue is not especially soluble. The 

solubilising groups, therefore, become important when considering the multi-

component molecular systems comprising a boron-dipyrromethene dye covalently 

linked to a diketopyrrolopyrrole (DPP) derivative and triphenylamine (TPA) 

fragments, Figure 4.6. The final molecules are quite large and required extensive 

purification by column chromatography by our colleagues at Strasbourg. A critical 

design feature involved trying to ensure that each component retains its own 

identity so that fundamental photophysical processes, such as energy and charge 

transfer events, can be resolved. Understanding the mechanistic details for these 

crucial processes is essential for the successful design of viable molecular 

systems, for example functional cascade molecules designed to emulate 

photosynthetic systems1 and artificial light collectors.2 As illustrated above, DPP3 

takes the role of secondary chromophore with the specific intention of extending 
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the Stokes’ shift. In turn, molecular systems with larger Stokes’ shifts prove 

themselves more useful for techniques like fluorescence microscopy and flow-

cytometry.4  

 

Figure 4.4. Molecular formulae for the three DPP-based donors discussed in this chapter. REF1 is a 

synthetic precursor used to prepare the elongated versions. For REF2 and REF3, R refers to the same 

solubilising function shown for REF1. 

 

 

Figure 4.5. Molecular formula of the BODIPY-based energy acceptor studied in this chapter. The 

alkynylene-silyl function is used to assemble the molecular triads and, because it is attached at the 

pseudo-meso position, it is not expected to interfere with the photophysical properties of the BODIPY 

unit. The poly(ether) chains are added to assist solubility in organic solvents. Note that the styryl 

groups are intended to push the lowest-energy absorption transition to lower energy. 
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Figure 4.6. Molecular formulae of the BODIPY-based molecular dyad and the two corresponding 

molecular triads comprising a terminal BODIPY unit and a central DPP fragment. DYA1 lacks the 

terminal redox-active donor. The two molecular triads differ in terms of the ionisation potential of the 

terminal electron donor. In all cases, the excitation energy of DPP lies well above that of ACC. 
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4.2 Results and Discussion 

4.2.1 Spectroscopic Data 

 

Figure 4.7. On the left-hand side we have normalised absorption spectra recorded for REF1 (blue) 

ACC (red) and DYA1 (black). On the right-hand side we have absorption and emission spectra 

recorded for TRI2. All spectra were measured at RT in spectrophotometric grade dichloromethane. 

 

The molecular assemblies investigated herein were constructed by logical 

attachment of a DPP derivative (REF1), a blue BODIPY dye (ACC) and either 

triphenylamine (REF2) or methoxy-triphenylamine (REF3). The optical properties 

of the three molecular systems were recorded primarily in spectrophotometric-

grade 2-methyltetrahydrofuran (MTHF). They were compared against the relevant 

reference compounds; specifically, ACC is used as a control compound by which 

to better understand the properties of the BODIPY unit and REF1, REF2 and REF3 

were used as control compounds for the DPP residue. The lowest-energy 

absorption transition observed for ACC is relatively narrow and easily recognised 

in the spectrum, this is also the case for DYA1. This is to be expected as most 

BODIPY dyes are characterised by sharp absorption transitions. The emission 

spectrum is a reasonably good mirror image of the lowest-energy absorption 

transition.  
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Table 4.1: Photophysical measurements made for ACC, DYA1, TRI1 and TRI2 as well as for the DPP 

derivatives: REF1, REF2 and REF3. All measurements were made using spectrophotometric grade 

MTHF. SS refers to the Stokes’ shift. 

 REF1 REF2 REF3 ACC DYA1 TRI1 TRI2 

λABS /nm 475 498 511 644 645 645 644 

λEM/nm 542 586 586 665 664 663 661 

SS/cm-1(a) 2 600 3 020 2 500 490 440 420 400 

ε/ M-1 cm-1 17 400 51 900 51 200 145 500 114 641 138 680 93 410 

ΦFLU 0.84 0.43 0.7 0.67 0.28 0.29 0.05 

ԏ/ ns 6.9 3.3 2.4 4.8 4.7 4.6 4.8 

kRAD/ x 108 
s-1 1.2 2.2 2.9 1.4 0.6 0.6 0.09 

kNR/ x 108 
s-1 8.8 7.8 7.1 0.6 1.5 1.5 1.9 

(a) Stokes’ shift values quoted within margin error of +/- 10 cm-1. 

 

The absorption and emission maxima recorded for the dyads are not red shifted 

relative to the BODIPY reference, as one might expect. The absorption spectrum 

of DYA1 (Figure 4.7) appears to be a sum of the relevant individual components 

and therefore this suggests strongly to us that the donor and acceptor are not in 

significant electronic communication. The situation is a bit more complicated for 

both TRI1 and TRI2 (Figure 4.7) where absorption due to the TPA fragment 

overlaps with the high-energy absorption bands associated with BODIPY and 

DPP5-7 and this makes for a more challenging spectral deconstruction.  

Table 4.1 summarizes the main photophysical data collected at room temperature 

for all the molecules. The emission maxima move towards higher energy ever so 

slightly (i.e. are blue shifted) along the series. The Stokes’ shift (quoted in 

wavenumbers) decreases steadily as the structure of the dyad becomes more 

complicated. The molar absorption coefficients are consistent with those 

determined for many different BODIPY dyes.8 However, the molar absorption 

coefficient determined for TRI2 is lower than that of the other two dyads and of that 

found for the BODIPY reference, ACC. In fact, the BODIPY reference dye has the 

strongest absorption coefficient. Lifetime measurements suggest there is no 
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quenching of the BODIPY-based first-excited singlet state since the singlet 

lifetimes for all molecular assemblies and the reference (ACC) are closely 

comparable.  

The radiative rate constants for the dyads studied are smaller than those usually 

associated with BODIPY dyes and that of the BODIPY reference. The fluorescence 

quantum yields for the BODIPY-based acceptor present in the dyad and triads 

were determined experimentally; the excitation wavelength used was 490 nm, at 

this wavelength the BODIPY dye does not absorb appreciably. Therefore, all of the 

emission observed is due to electronic energy transfer from the complementary 

donor. It is worth pointing out that the DPP reference (REF1) does not respond to 

the internal heavy-atom effect, i.e. no reduction of either quantum yield (QY) or 

lifetime observed due to the presence of the bromine atoms. The heavy-atom effect 

promotes inter-system crossing and this in turn diminishes the emission from the 

singlet-excited state.9,10 The introduction of amino groups for compounds TRI1 and 

TRI2 might be expected to introduce intramolecular charge-transfer (CT) 

character. There does appear to be evidence for significant CT in TRI2 as the QY 

has been severely quenched, but this does not appear to be the case for TRI1. The 

reason for this might be a superior electron-donating ability of TPA(OMe)2 

appended to DPP in TRI2 compared to TPA alone, as is present in TRI1.5 However, 

no significant broadening of the S0→S1 transition can be observed. 

As mentioned above, the fluorescence quantum yield measurements were made 

via indirect population of the emitting state. This implies efficient EET along the 

molecular axis. Indeed, this situation was confirmed by comparing excitation and 

absorption spectra recorded in MTHF solution at room temperature. In each case, 

absorption by the DPP donor results in emission by the BODIPY acceptor. We will 

return to this point at a later stage but it might be worth stressing that intramolecular 

EET provides a simple means for improving the fraction of the solar spectrum that 

can be harvested by the molecular dye. It is most unlikely that any single compound 

will collect a significant fraction of the solar region while a cocktail of dyes will 

function as a group of emitters. The notion of providing a cascade of EET events 

along a logical gradient is a synthetic strategy that overcomes the problems 

associated with a mixture of dyes.   
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4.2.2 Electronic Energy Transfer 

 

The rates of electronic energy transfer have been analyzed using Equation 4.1 to 

Equation 4.4.11-14 These equations are based on the Förster dipole-dipole 

interaction theory and provide the simplest approach to estimating rates of EET. 

To be valid, the reactants must be only weakly coupled and there must be no 

exchange interactions occurring by way of through-bond coupling. Our intention 

here is to enquire whether the coulombic mechanism can give a reasonable 

representation of the EET efficiency. 

𝑘𝐸𝐸𝑇 =  
2𝜋

ℏ
 |𝑉𝐷𝐴||𝜅2|𝑠2𝐽𝐷𝐴 Equation 4.1 

𝑉
𝐷𝐴= 

𝜇𝐷×𝜇𝐴

𝑅𝐷𝐴
3 ×(4𝜋𝜀𝑜)

 
Equation 4.2 

|𝜇𝐴
2| =  

3000 𝑙𝑛10ℏ𝑐𝑛 

8𝑁𝐴𝜋3𝑓2
∫(

𝜀𝐴

ṽ
)𝑑ṽ Equation 4.3 

𝜅2 = (𝑠𝑖𝑛𝜃𝐷𝑠𝑖𝑛𝜃𝐴𝑐𝑜𝑠𝜙 − 2𝑐𝑜𝑠𝜃𝐷𝑐𝑜𝑠𝜃𝐴)2 Equation 4.4 

 

Here, s is a screening factor in this case equal to 3.97, JDA is the spectral overlap 

integral, μD is the transition dipole moment of the donor, μA is the transition dipole 

moment of the acceptor and finally RDA is the centre-to-centre separation distance 

between the donor and acceptor. The orientation factor 𝜅2 is estimated using a 

computed structure.  
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Table 4.2. Summary of variables calculated for the DY1, TRI1 and TRI2 using Equation 4.1 to 

Equation 4.4. 

 JDA/ cm-1 𝐑𝐃𝐀/ Å 𝝁𝑫/ D 𝝁𝑨/ D 
VDA/ 
cm-1 𝜿𝟐 

𝒌𝑬𝑬𝑻/ 

× 𝟏𝟎−𝟏𝟐s-1 

DYA1 0.004 16 2.00 3.45 14 0.2 2.8 

TRI1 0.006 16.6 3.09 3.45 20 0.2 9.7 

TRI2 0.007 18.1 4.15 3.45 20 0.6 3.3 

 

One of the key features of the Förster theory for EET that has proved to be 

invaluable over the decades is the sensitivity to molecular structure. This relates to 

the strong dependence of the rate of EET on the specific orientation of transition 

dipole moment vectors associated with donor and acceptor and with their mutual 

separation. This means that, provided the mechanism is valid for the system under 

study, the EET probability can be used to estimate structural features. Many 

biological entities have been examined in this way, although it might be stressed 

that the theory was not developed for the study of closely-spaced molecular dyads. 

Kuhn15 modified the basic theory to account for coulombic interactions between 

pairs of cyanine dyes and thereby introduced the concept of extended dipoles. This 

was done to avoid using the centre-to-centre distances since this could be 

misleading at short separations. The Kuhn approach has many uses in the field of 

conjugated polymers and long, linear molecules. As the reactants approach each 

other, there is less likelihood that conventional Förster theory will hold and several 

research groups have questioned the validity of using the ideal dipole 

approximation for molecular dyads. One way around this problem is to divide the 

transition dipole moment into individual contributions associated with the actual 

atoms on the donor and acceptor chromophores. This approach is good for cases 

where the vector is difficult to assign. The limiting case of this approach is the 

transition density cube method introduced by Fleming,16,17 where the transition 

dipole moment is divided into tiny cubes and a matrix is created to account for 

interaction between millions of cubes, Figure 4.8. Clearly, the reliability increases 

as the reliance on a single value is relaxed but the complexity of the calculation 

increases enormously.  



   

 101 

Figure 4.8. Cartoon to demonstrate different approaches to dealing with the specific orientation of 

transition dipole moment vectors associated with donor (blue) and acceptor (red) and with their mutual 

separation. (a) demonstrates the Förster ideal dipole approximation, (b) represents the Kuhn extended 

dipole approach, (c) scheme to demonstrate the approach based on dividing the transition dipole 

moment into individual contributions associated with the actual atoms on the donor and acceptor 

chromophores, and finally (d) the transition density cube method introduced by Fleming. 

 

Excitation spectra recorded for the dyads and triads are highly suggestive of 

efficient EET along the molecular axis from DPP to ACC. Emission from the DPP 

fragment is largely quenched and EET appears to be fully competitive. In fact, it is 

estimated to be over 90% efficient. Analysis in the spectral region where donor 

emission is anticipated failed to identify a donor component, however it has been 

red-shifted relative to REF1, λEM = 542 nm, for isolated donor, whereas the 

emission from the donor substituent in DYA1 is of lower energy, λEM = 590 nm. 

This points towards electronic interaction of the donor entity with the bridging unit. 

The emission quantum yields for the ACC component in DYA1, TRI1 and 

especially TRI2 appear lower than those of the isolated control compound. This is 

especially surprising when the EET is estimated to be very effectual. However 

there is a strong possibility for competing charge transfer from the terminal amine 

units to the DPP, this is discussed further at a later stage. 

Returning now to the results of the calculations, we see that the ideal dipole 

approximation predicts very fast EET from DPP to ACC in these multi-component 

molecules. In each case, the rate is anticipated to exceed 1 ps-1, in line with our 

(a) (b) 

(c) (d) 
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analysis of the excitation spectra. Thus, the molecules are ideally set up for efficient 

intramolecular EET and easily fulfill the requirement for an extended Stokes’ shift. 

Within the confines of the ideal dipole approximation, it appears that EET is most 

efficient for TRI1 followed by TRI2 and finally by DYA1. TRI1 has the highest rate 

of EET due to multiple contributing factors18,19 the optimal centre-to-centre distance 

and a more substantial spectral overlap integral due to increased conjugation. It is 

also interesting to note that there is less likelihood for light-induced charge transfer 

from the TPA unit to DPP for TRI1 than for the analogous TRI2. 

These qualitative results indicate that it is a viable proposition to equip a molecular 

rotor with an ancillary photon capturing facility. We note that DPP is far from ideal 

in this respect because its absorption spectral profile is relatively weak. None-the-

less, it serves to demonstrate the potential use of such ancillary units as a means 

to separate excitation from emission. We now turn our attention to the acceptor 

unit and enquire as to the suitability of using this expanded BODIPY dye in 

molecular devices. Much less is known about the photophysical properties of these 

styryl-based BODIPY dyes compared to the conventional analogues. We have 

conducted a series of measurements aimed at clarifying the sensitivity of ACC to 

environmental effects. 

4.2.3 Temperature Effect 

 

The design of an effective molecular-scale rotor demands access to fluorophores 

that remain insensitive to all other environmental factors except the one of interest. 

In particular, in the absence of the rotor, the fluorophore must be highly tolerant of 

changes in temperature and solvent polarity. When dealing with a new fluorophore, 

it is important to assess the likelihood that these environmental effects could be 

problematic. It might be stressed that the Strickler-Berg20 expression, as used to 

calculate the radiative rate constant, does not contain direct links to either 

temperature or solvent polarity. The refractive index does depend on temperature 

but the effect is rather shallow. However, the corresponding non-radiative rate 

constant could easily be sensitive to the nature of the environment. 
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To investigate the effect of temperature on the photophysical properties of DYA1, 

a solution was prepared using spectrophotometric grade MTHF and cooled to 80 

K in an optical cryostat. The temperature effect is clear; the emission intensity 

increases steadily for both components as the temperature rises, Figure 4.9. A 

small red shift is observed over the temperature region where glassy MTHF melts, 

i.e. the amorphous phase between 110 and 140 K. However, a blue shift is 

observed once past the glass transition temperature.  

 

Figure 4.9. Temperature effect recorded for DYA1 in MTHF over the range 80-290 K. The excitation 

wavelength was 465 nm, which corresponds to excitation into the DPP chromophore. The intensity 

increases with increasing temperature. 

 

The fluorescence quantum yields were corrected for changes in density and 

refractive index as the temperature is varied.21 However, for the BODIPY-based 

acceptor there is a clear trend in that the emission quantum yield increases with 

increasing temperature. This is most unusual, as typically the opposite trend is 

observed. This is because processes competing with EET, such as light-induced 

electron transfer, are switched off at low temperature. The same tendency is 

observed for the DPP-based donor in MTHF. As the temperature falls slowly, the 

fluorescence intensity decreases and the emission peak becomes sharper. There 

is also a change in the emission maximum, recorded in units of wavenumber, as 

the temperature changes, Figure 4.10. Indeed, the emission maximum nicely 

tracks the melting of the solvent– the glass transition temperature is seen clearly 

as a minimum in the energy curve. In the high temperature region, where the 

solvent is fluid, there is a progressive increase in the energy of the transition as the 
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temperature rises. Similar effects have been reported previously for conducting 

polymers and attributed to temperature-induced changes in molecular 

conformation. 

 

Figure 4.10. Effect of temperature on the emission energy recorded for the BODIPY-based acceptor 

unit present in DYA1 in MTHF. The excitation wavelength was 475 nm. 

 

Over the temperature range where MTHF remains fluid, there is a good correlation 

between the energy of the emission maximum and temperature as displayed in the 

form of Equation 4.5.22,23 Here, E0 refers to the optical bandgap at low temperature 

and, from the fit (Figure 4.11), has a value of 1.83 eV. The term ΔE is a fitting 

parameter that is related to the effective conjugation length of the molecule in the 

high temperature limit.  

𝐸00(𝑇) =  𝐸0 +
∆𝐸

exp (
𝜀

𝑘𝐵𝑇
)
 

Equation 4.5 

 

The form of Equation 4.5 has been developed for better understanding the 

temperature dependence of polymers and oligomers constructed from materials of 

interest in organic solar cells. The variation in the optical bandgap with increasing 

temperature can be ascribed to an increasing tendency for the styryl groups to 

move out of planarity with the dipyrrin unit. It is interesting to note that further 

cooling after the freezing point (T = 137 K) causes the optical bandgap to increase 

slightly. The solvent hardens over the temperature range from 137 K to ca. 105 K 
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before forming a rigid glass at around 100 K. Our results suggest that the bandgap 

is independent of temperature in the rigid glass but slightly affected by the 

contraction of the solvent in the isotropic region. 

An alternative explanation is that the emission maximum depends on solvent 

polarity. This possibility arises because the dielectric constant of the solvent 

evolves with temperature. To exclude this as being the factor responsible for the 

blue shift noted on increasing the temperature, a small series of solvents were used 

to study the photophysical properties of ACC. This study will be described later in 

the chapter.  

 

Figure 4.11. Correlation between the energy of the emission maximum (E00) and temperature as 

displayed in the form of Equation 4.5.  

 

Returning to the experimental data presented in Figure 4.9, we might suppose that 

there is some kind of solubility problem as the temperature decreases. This issue 

could be a consequence of the long polyethylene glycol chains attached to the 

BODIPY dye since we have not encountered the same problem with other dyes. It 

is possible that the polyethylene glycol chains are interacting with other BODIPY 

molecules forming small agglomerates. To this effect, we measured the 

fluorescence quantum yield for the BODIPY reference, ACC, over the same range 

of temperature. It follows the same pattern as found for the dyad. This further 

suggests that the polyethylene glycol chains might be responsible for inducing 

quenching of emission. It also indicates that the temperature effect is not 
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associated with changes in the EET probability. It might be noted that solutions of 

ACC in MTHF did not give rise to laser scattering. 

In order to test this solubility hypothesis, a micellar solution of DYA1 was prepared 

using Triton X-100 neutral micelles. The basic idea was that the BODIPY segment 

of the molecule would be incorporated into the interior of the micelle and this would 

prevent ‘aggregation’ of dye molecules. If this were so, we would expect to see an 

increase in the emission quantum yield. This however did not work as planned. 

The QY for DYA1 embedded in the micelle solution turned out to be relatively low 

at 11%. 

Another experiment designed to either prove or disprove this so-called solubility 

hypothesis involved depositing a solution of DYA1 in a long chain alcohol solvent, 

in this case octanol, on a nylon membrane filter. The membrane was left to dry on 

top of an oven for a few hours and the emission spectrum of the compound was 

recorded. The pore size of the membrane filter was 0.2 μm. The molecules trapped 

inside the membrane pores are expected to quickly aggregate; this, in turn, would 

lead to diminishing emission from the fluorophore. 
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Figure 4.12. Emission spectrum recorded for DYA1 after deposition on a nylon membrane. 

 

The membrane-bound dye exhibits a broad emission spectrum with clear signs of 

scattering, Figure 4.12. The emission maximum lies at 610 nm, which is 

considerably red shifted in contrast to the donor reference compound, where the 
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peak is found at 542 nm. The peak is blue-shifted relative to fluorescence recorded 

for monomeric ACC in solution. One possibility for the emission spectral profile 

seen in the membrane is that the ACC units are in sufficiently close contact to 

undergo excitonic coupling. In this case, according to the Kasha theory,24-26 the 

monomer absorption transition is split into higher and lower energy transitions. 

Emission is usually observed only from the lower energy transition and could be 

responsible for the band seen at around 725 nm. This is red-shifted relative to the 

monomer emission found in solution. Forming a dimer would affect the 

fluorescence quantum yield and would also have important implications for EET 

from the DPP terminal. Since the fluorescence maximum found for DPP depends 

on the nature of the surrounding medium, it is possible that the 610 nm band found 

in the membrane is due to the donor. 

4.2.4 Solvent Effects 

 

The photophysical properties of the three dyads were investigated in a small range 

of solvents in order to examine the effect of solvent polarity on the emission 

quantum yield and excited-state lifetime. The experiments were performed by 

direct excitation into the DPP unit at 465 nm but with the emission being collected 

from the ACC residue at longer wavelength. The idea behind the experiment is that 

fast EET along the molecular axis will populate the excited-singlet state localised 

on ACC. In competition to intramolecular EET, the excited state of DPP might enter 

into charge-transfer interactions with the terminal amine donors. In this respect, 

DYA1 can be considered to take the part of a control compound since it lacks the 

donor functions. 
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Figure 4.13. Relationship between the emission quantum yield (ɸFLU) and the solvent static dielectric 

constant (εS) as recorded for DYA1 at room temperature. Excitation populates the DPP unit but 

emission is recorded for the ACC acceptor portion of the molecule. The line drawn through the data 

points bears no theoretical significance. 

 

Figure 4.13 shows the relationship observed between solvent static dielectric 

constant (S) and the fluorescence quantum yield as recorded for DYA1. As the 

solvent dielectric constant increases the measured quantum yield decreases. The 

relationship is approximately linear within the limited data set. This is supported by 

the experimentally determined excited-state lifetimes, Table 4.3. Over the same 

series of solvents, there are only minor changes in the energies of the absorption 

and fluorescence maxima and no real variation in the magnitude of the Stokes’ 

shift (Table 4.3). Furthermore, the radiative rate constant remains essentially 

independent of solvent polarity, except for the situation found with heptyl cyanide 

which seems strangely anomalous, with a mean value of 11 × 107s-1. As a 

consequence, it appears that the non-radiative decay rate constant is responsible 

for the observed loss of emission in more polar solvents (Table 4.3). The effect is 

relatively minor but, taken in terms of a molecular-scale rotor, undesirable since it 

introduces a sensitivity to the nature of the environment. The polarity effect is not 

caused by competing light-induced charge transfer and, since the quantum yield 

and lifetime vary in the same manner, it is related to the photophysics of the ACC 

unit. That is to say, the reduced quantum yield does not arise from partial switching-

off of the intramolecular EET process. If this were the case, the quantum yield 

would appear to decrease but the lifetime would remain fixed. 
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Table 4.3. Photophysical data collected for DYA1. EtOAc stands for ethyl acetate, SS stands for 

Stokes’ shift, ε is dielectric constant, QY is fluorescence quantum yield. 

Solvent ε27 
λABS

/ nm 
λEM/ 
nm 

SS/ 
cm-1 QY 

ԏ/ 
ns 

kRAD/
ˣ107 
s-1 

kNR/ 
ˣ108 
s-1 

Toluene 2.4 650 665 347 0.19 4.3 4.4 1.9 

Chloroform 4.9 648 664 372 0.26 4.9 5.3 1.5 

EtOAc 6.0 642 660 425 0.31 4.8 6.5 1.4 

MTHF 6.9 645 662 398 0.28 4.7 5.9 1.5 

DCM 10.7 647 664 396 0.2 3.9 5.1 2.1 

Heptyl 
Cyanide 17.3 645 666 489 0.23 2.1 10.9 3.7 

Acetone 21.4 642 664 516 0.11 2.5 4.4 3.6 

Butyronitrile 24.6 644 662 422 0.13 2.7 4.8 3.2 

 

Table 4.3 summarizes the data obtained for DYA1. The lifetime decreases as the 

dielectric constant increases. The changes in absorption and emission maxima are 

negligible. We also observe only very small changes in the corresponding Stokes’ 

shift. This suggests no substantial change in geometry and polarity between 

ground and excited states.28 Since the Stokes’ shift is independent of solvent 

polarity, it can be concluded that there is no CT character at the S1 level of the 

acceptor.29 There is no obvious trend emerging in either absorption or emission 

maxima. The small variations observed for DYA1 due to multiple with its local 

environment like H-bonding, Figure 4.14.30 The solvent effect might be expected 

to be more significant in the more complicated cases, shifts are expected in the 

emission spectrum. However, absorption spectra are not as sensitive to solvent 

effects.  
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Figure 4.14. Illustration of the different ways solvent can affect the emission from a fluorophore. Image 

adapted from ‘Principles of Fluorescence’ by J.R. Lakowicz, 2006.30  

 

The quantum yields and lifetimes follow the same trend in as much as they increase 

as the solvent polarity decreases. Except for heptyl cyanide, which is clearly 

anomalous, the radiative rate constants are essentially independent of solvent 

polarity. This is not the case for the corresponding non-radiative rate constant, 

which increases steadily as the solvent polarity increases. Exactly the same trend 

is exhibited by the two more complicated dyads. We note that there are other ways 

to express solvent polarity but the scarcity and spread of data precludes a detailed 

comparison of the different quantitative measures of the solvent properties. The 

data, however restricted, can be used to argue that there is a competing process 

in polar media that leads to loss of emission from the acceptor unit. Much the same 

behaviour is observed for the two triads, Figure 4.15 and Figure 4.16, where it 

appears that the loss of emission occurs over a range of weakly polar solvents but 

tends towards saturation in more polar media. The underlying trends are obscured 

to a large extent by the spread in the data, perhaps caused by specific solvent 

effects or multiple effects. In all cases, the excited-state lifetime and quantum yield 

respond in the same way to variations in solvent polarity. For ACC, there is no 

obvious reason why the radiative rate constant should depend on solvent polarity 

since the chromophore is not particularly polar. The loss of fluorescence, therefore, 

is attributed to increased significance of the non-radiative process. This has 

nothing to do with the presence of the terminal donor units. Such behaviour has 

been reported for other systems where light-induced charge transfer is 
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thermodynamically hindered. Thus, in cases where G = 0 in nonpolar solvent, the 

process can be promoted by moving towards a polar medium.31 With this in mind, 

we have examined the likelihood for light-induced charge transfer between the 

chromophores using electrochemical data. 

 

Figure 4.15. Effect of solvent dielectric constant (εS) on the fluorescence quantum yield (ɸFLU) 

recorded for TRI2.  

 

 

Figure 4.16. Relationship between the singlet-excited state lifetime (ԏS) measured for TRI1 and the 

solvent dielectric constant (εS). 

 

Cyclic voltammograms were recorded by our collaborators in Strasbourg and 

published as part of the synthetic details in J. Org. Chem. 2015, 80, 6737. The half-

wave potentials were measured in deaerated dichloromethane at room 

temperature; a Pt working electrode was used and the background electrolyte was 

Bu4N.PF6 (0.1 M). The output is presented in Table 4.4. At the time of recording 
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the electrochemistry, no proper assignments could be made but we were able to 

complete this task using our computed molecular orbital description for the multi-

component molecules and also for the reference compounds.  

 

Table 4.4. Compilation of the electrochemical data collected in deaerated dichloromethane at 

room temperature. Electrolyte used was nBu4N.PF6.  Potentials were standardized versus 

ferrocene (Fc) as internal reference32 and are quoted relative to SCE. 

 

E0’(ox, soln) (V), 

ΔE (mV) 

E0’(red, soln) (V), 

ΔE (mV) 

 

DYA1 

 

 

+0.67 (60), 

+1.09 (irr.) 

 

-1.15 (90) 

-1.25 (60) 

 

 

TRI1 

 

+0.66 (60), 

+0.92 (70), 

+1.16 (60) 

 

-1.20* (irr.) 

 

 

TRI2 

 

+0.64* (60), 

+1.19 (irr) , 

+1.36 (70) 

+1.50 (irr.) 

-1.14 (60), 

-1.23 (60), 

-1.75 (irr.) 

 

DYA1 exhibits two oxidation waves, the one at +0.67 V vs SCE is attributed to one-

electron oxidation of the BODIPY unit whereas the one at +1.09 V vs SCE is 

assigned to one-electron oxidation of the DPP dye. Interpretation of the oxidative 

patterns becomes more complicated for TRI1 because of the appended TPA unit. 

This latter fragment has a half-wave potential of +1.16 V vs SCE. Oxidation is 

further complicated when TPA is replaced with TPA(OMe)2 in TRI2. Here, we 

observe a two-electron wave centred at +0.64 V vs SCE that is thought to be two 

overlapping waves corresponding to the successive oxidation of the BODIPY and 

TPA(OMe)2 units.  
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The reduction of TRI1 consists of an irreversible, two-electron peak centred at -

1.20 V vs SCE. This has been assigned to overlapping waves associated with the 

individual reduction of the BODIPY and DPP units. For TRI2, we see two reduction 

peaks in close proximity, both of which are electrochemically reversible. These 

waves are accredited to formation of the radical anions of the BODIPY and DPP 

residues. This is also the case for DYA1. 

Our interest in the electrochemistry of these compounds rests with the concept of 

light-induced charge transfer along the molecular axis. Our collaborators in 

Strasbourg had recorded the cyclic voltammograms as part of their work on the 

synthesis and characterization of the various compounds. We have interpreted the 

cyclic voltammograms in as much as it is possible to delineate individual processes 

when separate units are oxidized or reduced at comparable potentials. The 

electrochemistry results can now be utilized to calculate thermodynamic driving 

forces for light-induced electron transfer between the various subunits, Equation 

4.6.33-35  

∆𝐺𝐶𝑇 = 𝑒(𝐸𝑜𝑥 − 𝐸𝑟𝑒𝑑) − 𝐸𝑥𝑠 − 𝐸𝑒𝑠 − 𝐸𝑠𝑜𝑙 Equation 4.6 

 

On the basis of all available evidence, it can be concluded that charge transfer 

between DPP and BODIPY units is unlikely to occur in non-polar solvents, Figure 

4.17. However, there is a favourable driving force for charge transfer between the 

TPA and DPP units; we find ΔG values of -0.029 eV for TRI1 and -0.49 eV for TRI2. 
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While analyzing the data it also appears that light-induced charge transfer from 

TPA to BODIPY unit is favourable with ΔG = -0.2 eV but only for TRI2.  

 

Figure 4.17. Scheme to demonstrate the range of processes occurring in TRI1 and TRI2. The 

manifestation of charge transfer from BODIPY to DPP unit is strongly solvent dependent. 

 

The key finding to emerge from these studies is that light-induced electron transfer 

from the excited-singlet state of ACC to the nearby DPP is very weakly exergonic 

in dichloromethane solution. The driving force, calculated in the absence of 

electrostatic effects, is close to zero (Figure 4.17). None-the-less, because there 

are no competing processes that shorten the excited-singlet state lifetime of the 

ACC unit, intramolecular charge transfer will contribute towards deactivation of the 

excited state. Under these conditions where the thermodynamics are so finely 

balanced, the environmental terms will make a major contribution to the overall 

driving force for charge transfer. These terms, EES and ESOL, refer to the 

electrostatic energy, calculated from Equation 4.7 where RCC is the centre-to-

centre separation distance between ACC and DPP units, and a correction for the 

reduction potentials being measured in a different solvent. This latter term can be 

calculated from Equation 4.8, which was first developed by Weller.36 As with all 

expressions concerned with electrostatic effects, the energy terms tend to saturate 

as S approaches 12. Strongly polar solvents offer no further benefit. This is 

precisely the effect that we see underlying Figure 4.18 where either the 
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fluorescence quantum yield or excited-state lifetime decrease with increasing 

dielectric constant. As such, we attribute the polarity effects noted for the acceptor 

unit present in the dyad and triads as being due to light-induced charge transfer 

from ACC to DPP. The rate is relatively slow, because of the weak driving force, 

but accounts for about 50% of the exciton population in polar media. 

𝐸𝐸𝑆 =
𝑒2

(4𝜋𝜀0)𝜀𝑠𝑅𝐶𝐶

 
Equation 4.7 

𝐸𝑆𝑂𝐿 =
𝑒2

8𝜋𝜀0

(
1

𝑅𝐷

+
1

𝑅𝐴

)(
1

𝜀𝑟𝑒𝑓

−
1

𝜀𝑠

) 
Equation 4.8 

 

 

Figure 4.18. A simulation to demonstrate how the driving force for charge separation (ΔGCS) varies 

with solvent dielectric constant (εs), simulation performed for a DPP-BODIPY based system, inspired 

by work by J.W. Verhoeven et al. on the interplay between structure and environment of the charge-

separated state.37 
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4.3 Conclusions 

 

In this chapter we have sought to enquire into the possibility of equipping a 

prototypic molecular-scale rotor with improved optical properties, most notably the 

capability to absorb over a wide spectral window. Our reasoning is that a cheap, 

practical sensor would need to avoid the necessity for highly selective excitation 

wavelengths. The approach taken has involved constructing a molecular dyad 

comprising two complementary chromophores, in this case DPP and an expanded 

BODIPY dye, that communicate by way of rapid intramolecular EET. In this way, 

there is only a single emitter but absorption occurs over much of the visible region. 

The molecules studied here lack the rotor function but this is easily restored by 

omitting the blocking groups on the upper rim of the dipyrrin unit. As a final piece 

of the overall picture, we opted to include a competing light-induced charge-

transfer reaction by attaching terminal amine donors to the DPP chromophore 

(Figure 4.1). The net result is an intricate and elaborate multi-component molecule. 

The performance of these supermolecules was disappointing to say the least. In 

fact, the design actually worked as planned with effective EET and competing 

charge transfer. The problems came about because of restricted solubility, 

probably caused by the overemphasis on the number of poly(ethylene glycol) 

residues added to improve solubility, and undesired charge transfer between the 

chromophores. There is plenty of scope to improve the system by optimizing the 

DPP chromophore5 or by further functionalization of the BODIPY dye.28,38,39 One 

such modification has been described by Ziessel et al.5 where they replaced the 

phenyl rings attached to the DPP core by thiols in order to improve the 

photochemical stability of the material. 

The limited solubility of the arrays at low temperature could be overcome by further 

synthesis and this feature might not be insurmountable. More importantly, we 

observed that a new channel has been opened that favours intramolecular charge 

transfer between the primary chromophores. The rate of this latter process is slow, 

because of poor thermodynamics, and does not prevent using emission from the 

final acceptor for sensing applications. The real problem is that we have introduced 

a marked sensitivity towards changes in the polarity of the local surroundings. In 
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effect, the supermolecule could be used only in non-polar media. Undeterred by 

these difficulties, we introduce a larger molecular edifice in the next chapter and 

consider in more detail the interplay between the various subunits. This is done in 

order to gain a better understanding of the intricate processes at play. Obtaining 

control over these various short-circuits and competing processes is essential if we 

are to properly design and implement multi-component molecules capable of 

performing useful tasks under illumination. 
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Chapter 5. A Bifurcated Molecular Pentad 
Capable of Sequential Electronic Energy 
Transfer and Intramolecular Charge 
Transfer 

 

5.1 Introduction 

 

In attempting to mimic certain features of natural photosynthesis, especially with 

respect to the fundamental processes leading to charge separation, an inordinately 

wide diversity of molecular systems has been examined. In the main, these 

materials are intended to exhibit directed electronic energy transfer (EET) along 

the molecular axis by way of positioning chromophores according to their 

respective excitation energies, creating a molecular funnel.1-4 Other molecular 

systems have been designed to duplicate the efficient light-induced charge transfer 

(CT) inherent to the natural reaction centre complex.5-7 In studying such molecules, 

much fundamental information has been learned about the factors that control the 

dynamics of EET and/or CT in artificial systems, although many of the subtleties of 

the living organism have evaded capture in the form of an artificial analogue. Less 

attention has been given to the study of molecular architectures that successfully 

combine EET and CT at the same site, even though certain structures are able to 

achieve this feat. In particular, the vast plethora of molecular dyads, triads, tetrads, 

etc. known to realise a cascade of EET steps contains few examples where the 

terminal energy acceptor is linked to a redox centre in such a way that charge-

transfer chemistry can take place. We now describe a large molecular pentad 

(PEN) as a prototype of this generic field of hybrid EET/CT molecular 

multicomponent assemblies. Our specific interest in such molecular systems is to 

engineer photochemical heat engines that might be suitable for solar heating of 

domestic water supplies. To be successful, this approach requires serious input 
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from an engineering viewpoint but here we highlight only the underlying chemistry. 

Other researchers in our group are developing the appropriate circuitry for coupling 

the photochemistry to a heat sink. Our biggest concern relates to the stability of 

multi-component organic molecules under continuous illumination with sunlight. In 

natural photosynthesis, the elaborate light-harvesting machinery is protected 

against light-induced damage by repair mechanisms and photo-regulation 

processes. In the long term, it will be necessary to build such complex features into 

artificial analogues but we are not yet at that stage of development. Our approach 

here is to design a system with multiple components but to ensure that rapid 

electronic energy transfer occurs to generate an excited state resident on the 

terminal acceptor. This strategy keeps the excited state lifetimes very short for all 

components except for the final acceptor. In principle, this will be the only 

component susceptible to photochemical damage. We now enquire if this premise 

is met. 

The target system (1) comprises two individual control compounds, Figure 5.1. 

Specifically, (1) consists of two pyrene (PYR) residues attached via the boron atom 

to a conventional boron dipyrromethene (BODIPY) dye. The latter unit is well 

known to serve as an acceptor for excitation energy localised momentarily on one 

of the pyrene fragments. In contrast, (2) is an expanded boron dipyrromethene dye, 

which will be referred to as ExBOD throughout this chapter, intended to function 

as the final acceptor for excitation energy transferred along the molecular axis. 

Compound (2) differs from BODIPY by way of increased π-conjugation provided 

by the styryl functions attached at the 3,5-positions to BODIPY through the 

respective pseudo-meso site. This type of connection, when used in conjunction 

with methyl groups at the 1,7-positions, ensures that each meso-phenylene ring 

lies essentially orthogonal to the dipyrrin core. The styryl fragments are equipped 

with a triphenylamine (TPA) residue that is known to be rather easily oxidised in 

polar solvents. The final piece of the structure consists of a dithiocyclopentane 

(DTC) unit intended to act as a conduit for charge transfer from TPA to ExBOD. 

The overall molecule, (3), referred to as PEN throughout this chapter, adopts a 

bifurcated geometry because of the nature of the connections and possesses a 

fully extended length of 47 Å. This molecule is surprisingly soluble in common 

organic solvents at room temperature and maintains electronic isolation for each 
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of the five critical components. The three main chromophores, namely PYR, 

BODIPY and ExBOD, combine to harvest light over the wavelength range from 

250 to 800 nm while the DTC fragments provide additional protection against 

incoming UV photons. The chromophores have been arranged according to their 

respective excitation energy levels, creating a clear spectroscopic gradient 

(PYR>BODIPY>ExBOD) to favour a cascade of EET steps following from selective 

excitation of pyrene. 

 

Figure 5.1. Molecular formulae of the two control compounds: donor (PYR-BODIPY), acceptor 

(ExBOD) and the combined donor-acceptor molecule (PEN). 

  

(1) PYR-BODIPY 

(2) ExBOD 

(3) PEN 
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5.2  Results and Discussion 

5.2.1 Photophysical Data 

 

 

Figure 5.2. Left panel: absorption spectra recorded for (1) in black, (2) in red and (3) in green in 

dichloromethane. Right panel: Absorption and emission spectra recorded for ExBod in DCM solution. 

 

Absorption and emission spectra were recorded in DCM for all three compounds. 

The spectrum derived for PEN is a sum of its individual components and this 

demonstrates that there is little if any electronic communication between PYR-

BODIPY (black curve) and ExBOD (red curve), Figure 5.2. The strong absorption 

transitions associated with pyrene at 276, 286, 351 and 371 nm can clearly be 

observed with PEN as well, however they are contaminated with absorption from 

ExBOD. Within the PYR-BODIPY there is contamination of pyrene transitions by 

BODIPY itself.8 Looking at the absorption spectral profile recorded for PEN it is 

impossible to identify transitions associated with either TPA or DTC fragments. 

This mutual electronic isolation is most likely achieved because of the orthogonal 

phenyl rings. The far-red emission spectra and lifetimes of ExBOD and the final 

PEN molecule were recorded by Dr Anna Gakamsky, Edinburgh Photonics. A fully-

corrected, high radiance integrating sphere was used to determine the 

fluorescence quantum yield as there is no reliable reference for the far-red region.9-

11 The PYR-BODIPY reference compound has been characterized previously by 

Harriman et al.12  
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Table 5.1 summarizes the photophysical properties of the studied compounds. 

PYR-BODIPY appears to have typical properties expected of a BODIPY-type dye. 

It is well known that EET from pyrene to BODIPY is very efficient, occurring with a 

probability close to unity for closely-spaced reagents,13,14 while exciting into a 

pyrene unit no emission associated with it appears, all of the emission appears to 

come for the S1 state of the BODIPY core.  

The properties of ExBOD are more unusual. According to the energy- gap law, we 

expect the non-radiative rate constant to increase as the energy gap decreases.15-

18 It appears that both ExBOD and PEN follow this trend, as the rate of non-

radiative decay is quite high for both compounds and approximates to 40 × 108 s-

1 while the radiative rate constant is rather low at ≈ 0.5 ×  108 s-1. The only emission 

observed for PEN is that from ExBOD and there is none observed from the 

donating PYR-BODIPY unit. This suggests to us that the probability of EET is close 

to unity, even though the overlap integral is relatively small. The emission quantum 

yield and excited-state lifetime recorded for ExBOD and PEN are closely 

comparable. 

Table 5.1 Summary of photophysical data for PYR-BODIPY, ExBOD and PEN in DCM at room 

temperature (RT). 

 PYR-BODIPY ExBOD PEN 

λabs/ nm 501 810 502/ 810 

λem/ nm 517 908 908 

ɸ 0.57 0.013 0.011 

ԏ/ s-1 3.3 0.24 0.26 

kRAD/ 108 s-1 1.7 0.53 0.4 

kNR/ 108 s-1 1.3 41.1 38.1 

SS/ cm-1 618 1332 1332 

f 0.673 0.57  

J   0.0059 
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5.2.2 Photolysis 

 

The photochemical stability of PEN has been studied in deaerated DCM solution 

at ambient temperature. The main aim of the experiment was to establish whether 

it is possible to develop an artificial light-harvesting antenna using this type of 

molecular architecture.19 We have opted to use white light illumination, rather than 

monochromatic light, in order to simulate exposure to sunlight. It is realized that 

this approach exposes any intermediates generated during early stages of 

photodegradation to further reaction. 

 

Figure 5.3. Effect of continuous illumination of PEN with white light in deaerated DCM recorded at 

regular intervals over ten hours. 

 

Looking at Figure 5.3, it is apparent that illumination with white light causes 

bleaching of the ExBOD chromophore at 810 nm as well as simultaneously 

bleaching the peak at 501 nm associated with the BODIPY donor. It has an 

appearance of an auto-catalytic reaction. Multiple isosbestic points can be 

observed. 

The photolysis was carried out in front of the 450W solar light illuminator. The 

solution used for photolysis was thoroughly deaerated and the cuvette holding the 
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sample was sealed. The solvent used was DCM. Figure 5.4 shows that PEN can 

absorb a significant proportion of the solar light emitted by the illuminator. 
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Figure 5.4. Overlap of the absorption spectra recorded for PEN (green curve), ExBOD (blue curve) 

and PYR-BODIPY (black curve) with the output of the 450W solar illuminator used during the 

photolysis process (red curve).  

Equation 5.1 is used to model the auto-catalytic bleaching process observed with 

PEN.20 Here, rate refers to the rate of photo-bleaching at a certain wavelength in 

units of μM min-1. The actual rate at time, t, was determined as the tangent to a 

plot of three consecutive time intervals. The terms k0 and kC refer, respectively, to 

the first-order rate constant for bleaching that would be expected in the absence of 

the auto-catalytic step and to the rate constant for the auto-catalytic process. The 

concentration of chromophore is designated [A] and has units of μM. Analysis 

across the entire spectral window allows derivation of k0 and kC, respectively, as 

being 0.0012 min-1 and 0.0049 M-1 min-1. 

𝑟𝑎𝑡𝑒

[𝐴]
= (𝑘0 + 𝑘𝑐[𝐴0]) − 𝑘𝑐[𝐴] Equation 5.1 

It can also be seen from the spectral traces that bleaching of ExBOD gives rise to 

a broad charge-transfer absorption band centred at 710 nm. Bleaching of the 

710nm absorption band can be approximated to a first-order process with a rate 

constant of 0.0032 min-1. At 502 nm, both ExBOD and PYR-BODIPY make 
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significant contributions to the total absorbance. On longer time scales, the 

BODIPY chromophores undergoes slow bleaching by approximately first-order 

kinetics with a rate constant of 0.0019 min-1. It is not practical to monitor bleaching 

rates for the pyrene chromophore because we determined there was a build-up of 

a permanent product in the near-UV region. This latter species, which importantly 

remains fluorescent, bleaches very slowly under white-light illumination.  

 

Figure 5.5. Example of a kinetic plot for photo-bleaching of PEN in deaerated DCM. It shows a fit to an 

auto-catalytic process for bleaching of the 811 nm band. 

 

Attempts were made to follow the bleaching process for PEN using 700-MHz 1H-

NMR spectroscopy on a dilute solution (ca. 10-4 M). In order to make the 

identification process easier we also recorded the 1H NMR spectra of the reference 

compounds; PYR-BODIPY and ExBOD. From the data, some general conclusions 

can be drawn however the final product is a complex mixture of compounds. It 

appears that the pyrene part of the PEN chromophore is not damaged at a 

significant level, according to analysis of the diagnostic signal of the pyrene moiety 

at 8.63 ppm in deuterated DCM. The most fragile part of the molecule, as might be 

expected, is the ExBOD fragment which undergoes major modifications of the π-

pyrrolic protons. This situation most likely reflects attack of the vinylic system. 

Several new products are formed as can be testified by the presence of at least 
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three new singlets around 6.0 ppm and new peaks likely assigned, in light of 

reference compounds, to the DTC fragments. The high intensity of these latter 

peaks attests to the presence of several products displaying similar molecular 

frameworks and therefore despite the best efforts we could not identify the final 

products of the decomposition reaction. 

 

 

Figure 5.6. Example of 1H NMR collected in CD2Cl2 for PEN, the top panel (red) shows spectrum 

before photolysis, whereas the one on the bottom (green) shows the collected NMR after photolysis. 
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5.2.3 Charge Transfer 

 

Cyclic voltammetry (CV) data collection was carried out by our collaborators in 

Strasbourg for PEN and both of the control compounds: ExBOD and PYR-

BODIPY. The electrochemistry was performed in deaerated dichloromethane at 

RT. The background electrolyte used was nBuN.PF6 (0.1M). The main results are 

summarized in Table 5.2. 

Table 5.2. Electrochemistry was recorded by our collaborators in Strasbourg; Dr. Raymond Ziessel 

and Dr. Alexandra Sutter. Deoxygenated DCM solution was used to determine potentials by cyclic 

voltammetry. The electrolyte used was nBuN.PF6 (0.1M), the solute concentration was ca. 1.5 mM, all 

spectra were collected at RT. Potentials were standardized versus ferrocene (Fc) as internal 

reference.21  

 

E0’(ox, soln) (V), 

ΔE (mV) 

E0’(red, soln) (V), 

ΔE (mV) 

 

PYR-BODIPY 

 

+0.93 (60), 

+1.39 (irr.) -1.42 (60) 

 

ExBOD 

 

+0.38 (60), 

+0.83 (60), 

+1.00 (60) 

-1.00 (70), 

-1.63 (irr.) 

 

PEN 

 

+0.38 (60), 

+0.83 (60) , 

+1.29 (irr.) 

-1.02 (70), 

-1.39 (80), 

-1.80 (irr.) 

 

The electrochemical data show a rich variety of peaks associated with ExBod and 

PYR-BODIPY compounds. For PYR-BODIPY we observe two waves. The 

oxidative wave can be assigned to the reversible formation of the BODIPY π- 

radical cation, which occurs with E1/2 = 0.93 V against the SCE. The second wave 

is associated with the one-electron oxidation of the pyrene units and corresponds 

to E1/2 = 1.39 V vs SCE and is electrochemically irreversible. This is consistent with 

reports in the literature on the electrochemistry of aryl hydrocarbons which form 

dimer π-radical cations.22 Thus, one-electron oxidation of pyrene forms the 
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corresponding -radical cation, which associates with a ground-state pyrene to 

form the dimer radical cation. It is generally believed that this process is driven by 

the solvatophobic effect. On reductive scans, there is only a single wave 

corresponding to formation of the BODIPY π- radical anion. This takes place with 

a half-wave potential of -1.42 V against the SCE. It might be mentioned that 

assignment of these various electrochemical steps was made in Newcastle and is 

based on earlier work with simpler BODIPY-based derivatives. 

Oxidative and reductive scans were also carried out for ExBOD, under the same 

experimental conditions. Here, we found two waves on reductive scans. The first 

reductive wave occurs with a half-wave potential of -1.00 V against SCE. This wave 

is most likely due to reduction of BODIPY to form the π- radical anion. The second 

reductive wave is irreversible and has a peak potential located at -1.63 V against 

SCE. Unfortunately there is insufficient information to assign this irreversible wave 

with confidence. On the oxidative scans, we observe three successive waves. The 

first wave is electrochemically reversible and corresponds to a half-wave potential 

of 0.38 V against SCE. Based on literature precedents and model compounds, we 

can safely assign this wave to the one-electron oxidation of one of the TPA units. 

Unfortunately the other two waves cannot be assigned without further information.  

Finally, the cyclic voltammetry studies made with PEN reveals three oxidative 

waves with half-wave potentials of 0.38 V, 0.83 V and 1.29 V against SCE. The 

situation here is similar to that of ExBOD. Thus, the wave at 0.38 V is most likely 

due to oxidation of one or both of the TPA units, however the other two waves 

cannot be easily distinguished. On the reductive scans, we observe three waves 

with successive half-wave potentials of -1.02 V, -1.39 V and -1.80 V against SCE. 

The first two waves are reversible and can be assigned respectively to the one-

electron reduction of the BODIPY unit in PYR-BODIPY (-1.39 V) and ExBOD (-

1.02 V). The third irreversible wave is associated with ExBOD, however the 

electrochemistry alone does not indicate exactly where on the ExBOD molecule 

the electron resides. 
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Analysis of the cyclic voltammetry results, taken together with the optical 

absorption and fluorescence data, argues against the occurrence of light-induced 

charge transfer between the two BODIPY-based chromophores following selective 

excitation into ExBOD. This situation is confirmed by the observation that both 𝜙𝐹 

and 𝜏𝑆 remain insensitive to the presence of the appended BODIPY unit. Thus, 

although emission from the ExBOD fragment in both the control compound and 

PEN appears to be heavily quenched, this is not because of interaction with the 

nearby BODIPY unit. Instead, quenching of the excited-singlet state of ExBOD, in 

both molecules, is likely to arise from charge transfer from the terminal TPA group, 

Figure 5.7. 

∆GCT = e(Eox − Ered) − Exs − Ees − Esol Equation 5.2 

 

There is a modest thermodynamic driving force (ΔG = -0.15 eV) for this process in 

DCM solution and the interspersed DTC fragment might be expected to function 

as an effective conduit for intramolecular charge transfer along the molecular axis. 

This is because the spacer unit is also redox active and could promote through-

bond charge transfer by way of super-exchange interactions.23 It is also important 

to stress that earlier work24 has described such light-induced charge transfer in 

somewhat related molecular architectures. The thermodynamic driving force was 

calculated using Equation 5.2.25,26 where the excitation energy for PEN is taken to 

be 1.46 eV.  
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Figure 5.7. A scheme to show the various events that follow from selective excitation into the pyrene 

units, where: PYR= pyrene, DTC= dithiocyclopentane, TPA= triphenylamine, CT= charge transfer and 

finally EET= electronic energy transfer.  

 

Pump-probe (FWHM = 120 fs) transient absorption spectroscopy with excitation at 

420 nm carried out with ExBOD in DCM solution in order to further probe the 

transient species. It showed the rapid formation of the S1 state associated with the 

ExBOD chromophore. This assignment can be made on the basis of the 

pronounced bleaching at 815 nm and the appearance of stimulated emission at 

900 nm. Decay of the S1state follows first-order kinetics, with a lifetime of 225 ps, 

to restore the pre-pulse baseline. There is no obvious indication for transient 

formation of charge- separated species and, in particular, the TPA radical cation 

cannot be detected in the spectral window around 740 nm where it is known to 

display a broad but weak absorption band. The indication, therefore, is that charge 

recombination (ΔG = -1.30 eV) occurs too quickly for significant build-up of any 

transient species. In fact, charge recombination is likely to be promoted by super-

exchange interactions with the bridging DTC unit. Similar results were observed 

with PEN in DCM solution following laser excitation at 420 nm. 
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5.2.4 Electronic Energy Transfer 

 

The chromophores present in PEN have been arranged according to their 

excitation energy in order to maximize the probability of EET; PYR> BODIPY> 

ExBOD. The overlap integral, calculated according to Equation 5.3, between PYR-

BODIPY and ExBOD is 0.0059 cm-1. There is no detectable emission from the 

pyrene units and this is indicative of very efficient EET from BODIPY to PYR under 

these conditions. In fact, rapid EET between these same reactants has been 

reported in many other molecular dyads and, in our case, is supported by 

comparison of the excitation and absorption spectra.1,27,28 

𝐽𝐷𝐴 =  𝐴𝐵 ∫
𝐹𝐷(𝑣)

𝑣3
 ×  

𝜀𝐴(𝑣)

𝑣
 𝑑𝑣 

Equation 5.3 

 

Indeed, Figure 5.8 demonstrates excellent agreement between absorption and 

excitation spectra, which we take as a convincing argument for an efficient 

intramolecular EET. In fact it has been estimated to be at least 85% effective. Since 

there is no indication for fluorescence from the pyrene subunit present in PYR-

BODIPY it is possible that an additional non-radiative pathway, such as light-

induced electron transfer, competes with intramolecular EET.7,29,30 

Our interpretation of the electrochemistry results indicates that there is a small 

thermodynamic driving force, ΔG=-0.19 eV, for light-induced CT from the ExBOD 

to the first-excited state of BODIPY in dichloromethane solution. Unfortunately this 

cannot be definitely proved by pump-probe transient absorption spectroscopy due 

to extensive overlap of absorption transitions of the two compounds. This situation 

prevents identification of a suitable excitation wavelength where selective 

illumination can be achieved. As such, the rate constant for intramolecular EET 

has to be estimated from the excitation spectra and this crude approach leads to a 

value of kEET= 3.9 x 1010 s-1. This value seems reasonable in terms of the molecular 

architecture and overlap integrals. 
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Figure 5.8. Comparison of absorption spectrum of PEN (black) and its excitation spectrum (red) in 

DCM, fluorescence wavelength used was 920 nm.  

 

5.3 Conclusions 

 

This work considers the electrochemical, photophysical and photochemical 

properties of a large supermolecule assembled by logical positioning of individual 

subunits. The resultant array absorbs across the entire visible spectral range and 

into the near-IR. Essentially, more than 99% of the absorbed photonic energy is 

converted into heat in less than 1 ns. There are many molecular assemblies that 

degrade excitation energy into heat but an attractive feature of PEN is that it 

absorbs over a very wide spectral range. As such, it possesses the main attributes 

needed for an organic-based photochemical heat engine, provided the material is 

sufficiently stable under prolonged exposure to sunlight. A key feature of this 

molecular array is that photodegradation occurs via a series of steps leading to 

gradual loss of performance. Each of these bleaching steps decreases the fraction 

of solar light that can be harvested but does not curtail the solar heating process. 

The net result is that the array functions for extended periods, especially when 

dispersed in an inert polymer, Figure 5.9.  
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The compound displays a rich variety of electrode-active processes, together with 

highly efficient intramolecular EET along the molecular axis. The ExBOD-based 

acceptor enters into charge-transfer reactions with the terminal amine units, surely 

promoted by super-exchange interactions involving the interspersed DTC unit, 

such that fluorescence is kept to a modest level. On exposure to sunlight, photons 

can enter the system at any of the principle chromophores but inevitably reach the 

ExBOD site and thereby enter into the CT reaction. The so-formed CT state 

deactivates quickly, at least relative to its rate of formation, thereby serving the 

purpose of an effective photochemical molecular heating system. We might 

mention that the molecule has been used successfully by another member of the 

group to heat water in a closed flow cell. 
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Figure 5.9. Schematic picture used to demonstrate the order of photodegradation events and 

stability of the final product. 
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Chapter 6. Stepwise Photoconversion of an 
Artificial Light-Harvesting Array Built from 
Extended BODIPY Units 

 

6.1 Introduction 

The process of electronic energy transfer (EET) has been used as the underlying 

methodology by which to engineer numerous analytical protocols, chemical 

sensors, bio-probes and molecular machines.1-3 Artificial light-harvesting devices, 

as used to drive solar cells4,5 and/or photochemical batteries,6 also rely heavily on 

EET to channel photons to the desired location by creating a spectroscopic 

gradient.7 For these latter systems to be viable, it is necessary that the highly 

efficient EET process is matched by exceptional stability under prolonged exposure 

to sunlight. Unfortunately, most organic materials that absorb and emit in the near-

IR region,8 this being the most interesting window for the sensitization of solar cells, 

degrade rather quickly under sustained illumination.9,10 

We have been interested in trying to stabilize certain classes of highly emissive 

dyes, most notably the boron dipyrromethene (BODIPY) family that figures 

prominently in artificial light-harvesting arrays.11,12 Here, we concentrate on the 

photochemistry of one such elaborate multicomponent entity that absorbs across 

the entire visible region but emits solely in the near-infrared region. The goal of the 

work is to examine ways to improve the stability of the device under continuous 

illumination with artificial solar light.  
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Figure 6.1. Molecular formulae of the energy donor referred to as DON, acceptor, ACC and covalently 

bond donor-acceptor system, D-A. 
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6.2 Results and Discussion 

6.2.1 Photophysical Properties 

 

Figure 6.2. On the left absorption and emission spectra of DON recorded in DCM at RT, whereas 

on the right absorption and emission spectra of ACC in DCM at RT. 

 

Absorption and emission spectra of the control compounds and the target 

molecular array, D-A, were recorded in DCM at RT. DON is known in literature as 

a pH probe13,14 due to a single N,N-dimethylaniline residue. The isolated control 

compounds are used to better understand the properties of the molecular array. 

ACC is significantly larger than the DON and has more extensive conjugation 

pathway that pushes the absorption transition to about 815 nm. This unit bears two 

fused thiophene fragments attached to BODIPY dye via ethane linkage. 

Fluorescence from this terminal is relatively weak, with ɸF = 0.013 and ԏS = 0.25 

ns in DCM, and has a maximum at 897 nm. The poor emission properties might 

reflect the low radiative rate constant, kRAD = 5 x 107 s-1, associated with the near-

IR spectral profile but also there is the strong likelihood of intramolecular charge-

transfer interactions between the appended groups.15 These latter units are 

attached to the chromophore to enhance its performance in organic solar cells.16,17  

It should be noted that the photophysical properties recorded for the ACC unit 

present in D-A are closely comparable to those found for the isolated control 

compound ACC confirming that the restricted fluorescence is not a consequence 

of interaction with DON part of the molecule. The same conclusion cannot be 

reached for the corresponding DON terminal. Thus, fluorescence from D-A at 
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around 700 nm is difficult to resolve from the baseline and corresponds to ɸF of 

<10-4. The excited-state lifetime for this emission is reduced to <20 ps. The two 

most obvious causes of this pronounced intramolecular fluorescence quenching 

are EET from DON to ACC and/or light-induced charge transfer along the 

molecular axis.18 

 

Figure 6.3. Absorption and emission spectra of D-A recorded in DCM at RT. 

Table 6.1. Summary of photophysical data for DON, ACC and D-A recorded in DCM at RT. 

 DON ACC D-A 

λabs/ nm 608 810 608/ 810 

λem/ nm 686 908 908 

ɸ 0.38 0.013 0.013 

ԏ/ s-1 3.7 0.24 0.23 

kRAD/ 108 s-1 1.0 0.53 0.57 

kNR/ 108 s-1 1.68 41.1 42.9 

SS/ cm-1 1870 1332 1332 

f 0.913 0.57  

J   0.0024 
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6.2.2 Cyclic Voltammetry  

 

In order to assess the significance of light-induced electron transfer within D-A, 

cyclic voltammograms were recorded in DCM containing background electrolyte, 

nBuN.PF6 (0.1M). The main findings are summarized in Table 6.2 where the 

assignments are made on the basis of identical studies performed with the control 

compounds.  

Three peaks are observed on reductive scans. The first two reduction peaks are 

quasi-reversible and correspond to one-electron reduction of ACC and DON units, 

respectively, with half-wave potentials of -1.00 and -1.21 V vs SCE. The third 

reduction peak is irreversible and, by reference to the control compounds, 

corresponds to addition of a second electron to the ACC unit. 

A total of four oxidative processes can be identified, each of which corresponds to 

the quasi-reversible removal of one electron from D-A. The first two peaks 

correspond to the generic oxidation of ACC and DON units, respectively, with half-

wave potentials of 0.38 and 0.56 V vs SCE, as identified by comparison with the 

control compounds. The remaining two oxidation steps are difficult to assign simply 

by comparison with the reference compounds and further information about the 

electronic nature of these chromophores was sought from molecular orbital 

calculations. It is also important to recognize that the acceptor comprises multiple 

discrete units that might not be in strong electronic communication. There is a 

need, therefore, to better understand how the redox equivalents introduced during 

the electrochemical processes are localized within the overall structure. 
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Table 6.2. Electrochemistry was recorded by our collaborators in Strasbourg; Dr. Raymond Ziessel 

and Dr. Alexandra Sutter. Deoxygenated DCM solution was used to determine potentials by cyclic 

voltammetry. The electrolyte used was nBuN.PF6 (0.1M), the solute concentration was ca. 1.5 mM, all 

spectra were collected at RT. Potentials were standardized versus ferrocene (Fc) as internal 

reference.19  

 E0’(ox, soln) (V), 

ΔE (mV) 

E0’(red, soln) (V), 

ΔE (mV) 

 
DON 

 

+0.54 (60), 
+0.84 (60) 

-1.20 (60) 

 
ACC 

 

+0.38 (60), 
+0.83 (60), 
+1.00 (60) 

-1.00 (70), 
-1.63 (irr.) 

 
D-A 

 

+0.38 (60), 
+0.56 (60) , 
+0.84 (70) 
+1.00 (60) 

-1.00 (80), 
-1.21 (70), 
-1.85 (irr.) 

 

6.2.3 Computational Studies 

 

Quantum chemical studies for DON have been described previously, together with 

a few relevant compounds, and the main conclusion is that the entire molecule 

functions as an extended push-pull electronic system. Charge transfer from the 

N,N-dimethylanilino unit to the BODIPY nucleus serves to increase the molecular 

dipole moment (μ) at both ground (DFT/B3LYP/aug-cc-pVTZ: μ = 3.0 D) and 

excited-state (TD-DFT/CAM-B3LYP: μ = 7.2 D) levels while the wavenumber for 

the emission maximum decreases with increasing solvent polarity.20 The control 

compound is highly sensitive to the presence of protons and the resultant 

protonated species (λABS = 553 nm; λFLU = 561 nm) is strongly fluorescent (ɸF = 
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1.0). Related calculations were made for the acceptor component, D-A, and 

indicate that the ground-state dipole moment is 1.6 D with little change on 

excitation. Interestingly, while the LUMO is essentially localized on the extended 

dipyrrin nucleus, the HOMO is centred on the terminal amine. Moreover, HOMO(-

1) is associated with the thiophene spacer and it is not until we reach HOMO(-2) 

that electron density is removed from the dipyrrin unit. This finding can be used to 

imply that the relatively short ԏS and low ɸF found for the acceptor unit arise from 

intramolecular charge transfer with the appended amine.  

Combining these orbital descriptions with the above-mentioned electrochemistry, 

it can be concluded that the only light-induced electron-transfer event able to 

compete with excited-state deactivation involves charge transfer from the excited-

singlet state of DON to ACC. For this process, the thermodynamic driving force 

(ΔGCT) is estimated19 to be ca. 0.5 eV. Our conclusion, therefore, is that 

intramolecular electron transfer might compete rather ineffectively with EET from 

DON to ACC for the target compound in a polar solvent. In non-polar media, we 

might anticipate a severe reduction in the rate of charge transfer but no real effect 

on the efficacy of intramolecular EET. 
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Figure 6.4. Kohn-Sham representations at iso-density of 0.02 for LUMO(1), LUMO, HOMO and 

HOMO(-1).  
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6.2.4 Photochemical Degradation 

 

Photochemical bleaching was monitored in anaerobic DCM, Figure 6.5. Output 

from the lamp was filtered so to remove light λ < 340 nm but otherwise covering 

the entire visible region. It was directed to the front surface of the sample cell 

without focussing, the distance between the lamp and the sample cell was 30 cm. 

It’s important to emphasize that both chromophores absorb incident light under 

these conditions. Integration of the individual spectral profiles and comparison with 

output from the lamp allows us to conclude that 32% of incident photons are 

collected by DON, with the remaining 68% being harvested by ACC, Figure 6.6. 

 

Figure 6.5. Absorption spectra recorded during the irradiation of D-A in DCM solution with white light. 

Individual spectra were recorded at regular time intervals, every 30 minutes. 

 

In qualitative terms, exposure of the sample dissolved at the micromolar level in 

deoxygenated DCM to white light leads to slow but progressive bleaching of both 

DON (λMAX = 612 nm) and ACC (λMAX = 815, 525 and 440 nm) chromophores. 

Concomitant with bleaching of the primary chromophores, the spectral changes 

are consistent with the gradual appearance of new absorption bands at 715 and 

560 nm. In turn, these intermediary products degrade under further illumination and 

the final product mixture possesses absorption bands in the near-UV region (λMAX 

= 512 and 450 nm).  
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The sharp absorption band centred at 560 nm is highly reminiscent of the 

protonated form of DON, which was studied earlier as a pH probe. Furthermore, 

the broad absorption profile centred at 715 nm is associated with the ACC unit 

since the same species arises from direct photolysis of D-A in deoxygenated 

DCM.21 Interestingly, both intermediary products fluoresce such that the ability to 

sensitize a solar cell is not lost during the initial bleaching process. Additionally, it 

was noted that efficient EET occurs from the protonated form of DON to the product 

absorbing at 715 nm. The final, near-UV absorbing species, which does not bleach 

significantly under our conditions, also retains the ability to sensitize a solar cell. 

The photochemistry is irreversible, although the overall bleaching efficiency is 

extremely low.  
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Figure 6.6. Absorption spectra recorded for DON, ACC and D-A in DCM, the red curve is the 

normalized lamp profile. 

 

The rates of the initial photo-bleaching step, whereby both DON and ACC units 

degrade, are very similar, if not identical, for each chromophore despite the 

unequal photon intake. This behaviour is not to be expected since the excited-state 

lifetime of the DON is extremely short because of intramolecular EET to the 

proximal ACC component. The excited-state of the latter is relatively long lived and 

should bleach at a much faster rate than found for the donor unit. Bleaching of 
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ACC is most conveniently followed at 820 nm while that for DON can be monitored 

at 610 nm. For each chromophore, the decrease in absorbance follows a non-linear 

pattern with respect to illumination time, even at the earliest stages, and the rate 

of bleaching appears to increase with illumination time. This behaviour indicates 

some kind of autocatalytic process20 that enhances the rate of photo-bleaching. 

Leaving the sample overnight in the dark, intended to mimic outdoor conditions, 

has no effect on the reaction. Further illumination simply continues the bleaching 

step, for which there are at least 5 isosbestic points across the spectral window for 

the first stage in the overall bleaching chemistry. 

A reaction is deemed to be autocatalytic22-24 when a product-concentration vs time 

profile is “S-shaped” or when a reaction-rate vs time plot is “bell-shaped” with both 

an acceleration stage and a decay period. At least two mechanisms must operate, 

one being responsible for the initial bleaching step and the other making use of a 

primary product to enhance further bleaching. On the acceptance of pseudo-first 

order conditions being met, this being confirmed by a small concentration 

dependence study, the overall reaction rate can be expressed in the form of 

Equation 6.1; where k0 is a rate constant for the initial reaction and k1 is the 

corresponding rate constant for the catalysed reaction.25 Here, the term A refers to 

absorbance and the subscripts represent the individual reading, i.e. A0 is the first 

absorbance reading, A1 is the second reading, etc. Iterative, least-squares fitting 

of the photolysis data allows calculation of these two rate constants, as determined 

by global fitting of the early photolysis stage carried out across a wide wavelength 

region.26 

𝐴1 − 𝐴3

∆𝑡3,1(𝜀0 − 𝜀∞)[1]2

= (𝑘0 + 𝑘1[10]) − 𝑘1[1]2 Equation 6.1 

𝑘𝑁 =  
(𝐴0 − 𝐴3)

∆𝑡
 

1

(𝜀0 − 𝜀∞)[1]0

 Equation 6.2 

 

The absorption bands associated with the primary products, as seen at 715 and 

560 nm, appear at closely comparable rates, indicating that they share a common 

reaction pathway, before slowly bleaching under continuous illumination, Figure 
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6.7. The rates of secondary photo-bleaching differ for the two absorption bands. 

Thus, these two species undergo disparate reaction pathways leading to their slow 

degradation. Notably, disappearance of the protonated form of DON, i.e. DON-H+, 

is essentially linear with photolysis time, Equation 6.2 where ε refers to the molar 

absorption coefficient at that wavelength, but loss of the breakdown product from 

ACC, monitored at 690-750 nm, which is abbreviated as ACC’, involves a short 

inhibition period before bleaching sets in. For a typical substrate concentration of 2 

μM, the rate of bleaching of DON-H+ is about 12 nmol dm-3 min-1 while the same 

analysis shows the decomposition of ACC’ to occur more slowly with a typical rate 

of ca. 5 nmol dm-3 min-1. 

 

 

Figure 6.7. Example of a fitting the experimental data to Equation 6.1 a degradation of the 

intermediary products DON-H+ at 563 nm and ACC’ at 710 nm. 
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Table 6.3. Summary of rate constants associated with the stepwise photo-bleaching of the target array 

in deoxygenated DCM solution. 

Process Direction k / min-1 λ /nm (b) 

DON  DON-H+ bleaching 
k0 = 0.0019 
k1 = 0.0039 605-615 

ACC  ACC’ bleaching 
k0 = 0.0017 
k1 = 0.0038 790-830 

ACC  ACC’ formation 
k0 = 0.0016 
k1 = 0.0038 710-725 

DON-H+  DON-H’ bleaching k2 = 0.0058 555-565 

ACC’  ACC” bleaching k3 = 0.0023 690-750 

ACC’  ACC” formation -k3 = 0.0022 425-490 

 

Using the control compound DON, after protonation with HCl in DCM solution, it 

was found that illumination with visible light caused relatively fast bleaching that 

resulted in a colourless product. In contrast, illumination of ACC’ leads to a further 

product that absorbs in the near-UV region. This latter product, ACC”, is extremely 

robust and degrades very slowly under continuous illumination. The rate of 

formation of ACC” agrees remarkably well with the rate of bleaching of ACC’. The 

overall reaction scheme leading to degradation of DON under visible light excitation 

is summarized concisely by way of Figure 6.8. 
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Figure 6.8. Pictorial representation of processes leading to photo-conversion of the D-A in DCM 

solution when exposed to simulated light. 

 

Our understanding of the photo-bleaching of the artificial photon harvester DON in 

DCM can now be summarised as follows: the compound absorbs over a wide 

spectral range covering the entire visible zone and stretching into the far-red 

region. Integration of the absorption profile indicates that approximately 68% of 

absorbed photons are directed to the ACC-based acceptor, which shows modest 

fluorescence centred at around 900 nm. Under visible light illumination, ACC 

undergoes slow bleaching to form the primary product ACC’ that shows prominent 

absorption at around 715 nm. During this bleaching process, at least one proton is 

released into the system and becomes attached to the DON terminal, forming 

DON-H+. This protonation step is fast such that bleaching of the ACC and DON 

chromophores occurs at the same rate. As reaction proceeds, one of the resultant 

products catalyses bleaching of ACC so that the rate increases with time of 

photolysis. Ultimately, the system reaches the state where ACC’ and DON-H+ co-

exist. Further illumination leads to irreversible bleaching of DON-H+ to form a 

transparent product and this unit is lost from the system. In contrast, further 
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bleaching of ACC’ occurs to form the near-UV absorbing species ACC”. This latter 

product does not bleach under our conditions. 

The origin of the proton that attaches itself to DON can be traced to breakdown of 

the DCM solvent27 since DON-H+ does not form when the photochemistry is carried 

out in either tetrahydrofuran, THF, or poly(methylmethacrylate), PMMA. In aprotic 

THF, illumination causes slow degradation of ACC exactly as described above but 

there is little loss of DON during the early stages of reaction. Instead, this latter 

chromophore remains intact and able to transfer excitation energy to ACC’. 

Continued illumination, however, leads to very slow degradation of DON to form a 

primary product absorbing at around 500 nm. This latter species possesses an 

absorption spectral profile consistent with a BODIPY derivative lacking the styryl 

residue,28 it undergoes extremely slow photo-bleaching, a fact confirmed by 

separate irradiation of BODIPY in deoxygenated THF solution. Illumination of D-A 

in PMMA, carried out by our collaborators in Strasbourg, follows the same pattern 

as seen in THF solution but the course of reaction is too slow to monitor meaningful 

kinetic parameters, even for thin, i.e. 10 μm, films.29 

 

6.3 Conclusions 

 

The use of artificial light-harvesting arrays to sensitize solar cells is at a very early 

stage of development and it is not yet clear if such devices offer a genuine benefit 

compared to direct excitation of the semiconductor. Nonetheless, it is an interesting 

concept that merits proper exploration. One obvious problem relates to the stability 

of the array under continuous exposure to sunlight and, as such, it is necessary to 

identify and utilize pigments with exceptional levels of photo-stability. Our approach 

to this problem has been to introduce a self-protective mechanism whereby 

photochemical degradation leads to a product that also functions as a useful 

sensitizer. In this way, the operating timescale is lengthened considerably but there 

is a certain inevitability that the fraction of solar light harvested by the array 

decreases at each step. This situation is nicely exemplified by considering the 

breakdown of D-A in aprotic media.  
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A second lesson learned from this study is the need to select an appropriate 

medium for the dye; in the case of D-A this translates to the avoidance of protic 

media. This requires systematic engineering of the system to eliminate problems 

imposed by the environment. Notably, the presence of molecular oxygen has little 

effect on the course of reaction and cannot be completely eliminated without 

encasing the array in a protective cover.  

The approach used here does not permit identification of the breakdown products; 

using NMR spectroscopy to monitor the fate of a closely related array showed the 

process to be highly complicated but confirmed that the BODIPY unit absorbing at 

lowest energy was the first species to photo-bleach. Indeed it is not necessary to 

identify the products but there is a need to either repair the damaged sites or 

improve the overall photochemical stability for the long-wavelength absorbing 

species. The array described here shows a somewhat comparable turnover 

number to that of chlorophyll in the natural photosynthetic process but we have no 

provision for either self-repair or photochemical regulation, features inherent to the 

natural process.  
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Chapter 7. Conformational Exchange in 
Closely-Spaced Dyads and the Effect on 
Electronic Energy Transfer 

 

7.1 Introduction 

Electronic energy transfer (EET) is a crucial process in numerous natural 

processes (for example, in green-plant and bacterial photosynthesis, DNA repair 

enzymes and in photo-protection) and is used extensively to direct photonic energy 

to a site (i.e., an energy funnel) where some type of multi-electron catalysis can 

take place.1,2 In addition, many artificial opto-electronic devices depend critically 

on EET events.3 Indeed, it can be argued that only by fully understanding these 

EET processes will it be possible to optimize the device to the point where 

commercial exploitation can occur. This is certainly the case with organic light-

emitting diodes.4,5 The ETT process can take place without molecular contact and 

over exceptionally large distances. The rate of EET can be formulated within the 

“golden rule framework” and has been thoroughly studied by many researchers 

over many decades.6,7 Currently, the key questions in the EET arena are being 

addressed to: (i) cases where the donor and acceptor are held at unusually short 

separations and in motion, (ii) biological systems where crystal structures exist, 

and (iii) practical devices for energy transduction.8,9 It can be studied conveniently 

by way of fluorescence spectroscopy. Using several disparate molecular systems 

designed with our collaborators in Strasbourg, we have set out to explore how EET 

proceeds in molecular dyads built from large conjugated subunits and where the 

reactants can approach each other by way of diffusive motion. The main building 

blocks for these intricate molecules are BODIPY dyes, chosen because of their 

exceptional versatility and well-characterized emission. 
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Molecular dyads have been specifically designed to bring the BODIPY terminals 

into quite close contact by virtue of attaching two similar dyes to a single scaffold 

(either 1,10-phenathroline or 1,2-diaminocyclohexane). The connecting group is 

an amide; the amide bond plays a special role in biochemistry whereby it provides 

the key structural features needed to assemble helical peptides and folded 

proteins.10 The dyes are in constant motion, sampling many different 

conformations, and display levels of fluorescence quenching characteristic of the 

molecular geometry. Our work attempts to relate the experimentally determined 

photophysical properties with the molecular shape, allowing for internal twisting 

within the solution. In the 1,10-phenanthroline-bridged dyads, the nature of the 

surrounding solvent plays a key role in establishing the emissive properties but in 

the other dyad it is the internal flexibility that controls the rate of intramolecular 

EET. In the case of 1,2-diaminocyclohexane-bridged dyads we observe 

unexpectedly high rates of EET, possibly pointing towards a through-space event. 

 

Figure 7.1. Molecular formulae of the 1,2-diaminocyclohexane bridged bichromophores and 

corresponding control compounds.  
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Figure 7.2. Molecular formulae of the 1,10-phenathroline bridged bichromophores. 

 

Herein, the 1.10-phenanthroline-bridged systems are used as models for dynamic 

bichromophores in fluid solution; the motion and effect of solvent are discussed in 

order to gain a deeper understanding of unconstrained motion in a fluid medium. It 

will be noticed (Figure 7.2) that the BODIPY-based terminals are identical. 

Attention here lies with the amide connections. In contrast, the 1,2-

diaminocyclohexane-bridged dyads are subject to the same kind of dynamics in 

the solution but we have the added complication of a dynamic bridge. Our interest 

here is the effect of the conformational exchange on the rate of intramolecular EET. 

For the former series of the dyads, the only significant difference relates to the type 

of amide connection. This is varied from secondary to tertiary but all other features 

remain identical. For the latter series, the difference relates to the connection points 

since the scaffold permits isolation of axial and equatorial connections that do not 

interchange in solution. 
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7.2 Results and Discussion 

7.2.1 Spectroscopic Data 

 

Figure 7.3. The panel on the left shows absorption and emission spectra recorded for PHEN2 

whereas the panel on the right represents PHEN1 in spectrophotometric grade dichloromethane at 

room temperature. 

 

The initial spectroscopic data were collected in spectrophotometric grade solvents 

at room temperature in the presence of molecular oxygen. All compounds appear 

to be stable under such conditions.  

Figure 7.3 illustrates the absorption and emission spectra recorded for PHEN1 and 

PHEN2; we observe quite good mirror symmetry and relatively narrow optical 

transitions for both systems under these conditions. The two samples exhibit a 

certain degree of sensitivity to the solvent type and polarity, which was unexpected.  

In MTHF solution, the quantum yields and excited-state lifetimes recorded for 

PHEN2 (ϕFLU= 75%, τS= 5.5 ns) and PHEN1 (ϕFLU= 73%, τS= 5.4 ns) are 

comparable to those found for the relevant BODIPY reference (ϕFLU= 80%, τS= 5.9 

ns) compound, although fluorescence is decreased slightly, especially for PHEN1, 

Table 7.1. For the two bichromophores in MTHF, excitation and absorption spectra 

are in close agreement and time-resolved decay curves remain mono-exponential 

over at least three half-lives. The presence of molecular oxygen does not affect the 

derived properties while changes in solvent polarity have only minimal effect on the 

absorption and emission spectral profiles.  

  

350 400 450 500 550 600 650 700
0.0

0.2

0.4

0.6

0.8

1.0

In
te

n
s
it

y

/ nm
350 400 450 500 550 600 650 700

0.0

0.2

0.4

0.6

0.8

1.0

In
te

n
s
it

y

/ nm



   

 161 

Table 7.1. Photophysical properties determined for PHEN1 and PHEN2 and for the reference BODIPY 

dye in spectrophotometric grade MTHF at RT. SS is the Stokes’ shift whereas kSB is the calculated 

radiative rate constant using the Strickler-Berg expression. 

 
λMAX / 
nm 

λFLU / 
nm 𝝓𝑭𝑳𝑼 

𝝉𝒔 / 
ns 

SS / 
cm-1] 

𝒌𝑺𝑩 / 108 
s-1 

BODREF 523 536 0.80 5.9 465 1.38 

PHEN1 522 540 0.73 5.4 640 1.40 

PHEN2 524 538 0.75 5.5 500 1.40 

 

7.2.2 Photophysical Properties of 1,10-Phenanthroline Bridged 
Bichromophores in a Range of Solvents 

 

Table 7.2 and Table 7.3 illustrate how the photophysical parameters vary with the 

solvent dielectric constant (S) for the two phenanthroline-bridged bichromophores. 

In the case of PHEN2, the variation in ϕFLU is small across the range of solvents, 

despite εS changing from 2 to 47, and there is no noticeable influence of hydrogen-

bond donor solvents. On close scrutiny, it seems that there is a gradual decrease 

in ϕFLU with increasing solvent polarity but the effect is shallow and certain solvents 

do not follow the generic pattern, Figure 7.4. The excited-state lifetime measured 

in the same series of solvents decreases with increasing solvent polarity in much 

the same manner as found for the quantum yield. However, in polar solvents (𝜀𝑆> 

10) the quality of the statistical fit to a mono-exponential decay falls below the 

satisfactory level. This fit can be judged best in terms of the randomness of the 

weighted residuals, but is also evident in an increased chi-squared parameter (𝜒2). 

Inclusion of a short-lived (i.e., <1 ns) or long-lived (i.e., >10 ns) component did not 

improve the quality of the fit. However, analysis of the decay curves as dual-

exponential fits with lifetimes in the range of 5-7 ns and 1-3 ns gave superior (i.e., 

more random) residuals and 𝜒2 parameters closer to unity. Although the two 

lifetimes are too close for unique solutions to be extracted from these fits, the dual-

exponential behaviour appears to better represent the situation in polar solution. 

Even so, certain hydrogen-bond acceptor solvents, specifically N,N-
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diethylformamide (DEF), N,N-diethylacetamide (DEA) and dimethylsulfoxide 

(DMSO), appear to behave anomalously. 

 

 

Figure 7.4. Relationship between the dielectric constant (𝜀𝑆) and emission quantum yield (ϕFLU) for 

PHEN2. Markers in green correspond to N,N-diethylformamide (𝜀𝑆 = 29), N,N-diethyl-acetamide (𝜀𝑆= 

38.3) and dimethylsulfoxide (𝜀𝑆 = 46.7). 

 

An increased level of solvent sensitivity is displayed by PHEN1 across the same 

series of solvents, Table 7.3. In general, increasing S leads to a decrease in ϕFLU, 

although the overall behaviour is non-linear and again there are a few anomalous 

solvents. These latter solvents are identified as being acetone (S = 21.4), DEF (S 

= 29), DEA (S = 38.3) and DMSO (S = 46.7) and are hydrogen-bond acceptors. 

As such, these solvents might be expected to form a hydrogen bond with the amide 

proton and thereby perturb the molecular conformation. Otherwise, protic and 

aprotic solvents follow a common trend and there is no indication that solvent 

attachment to the aza-N atoms is important in the fluorescence quenching process. 

In mixtures of THF (S = 7.6) and acetonitrile (S = 37.5), ϕFLU decreases 

progressively with increasing mole fraction of acetonitrile while that for the control 

compound shows no such effect. 
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Table 7.2. Effect of solvent dielectric constant on the photophysical properties derived for PHEN2 at 

RT. 𝜒2 is the reduced chi-squared parameter associated with the single-exponential fit, DEF = N,N-

Diethylformamide, DEA = N,N-Diethylacetamide, and DMSO = Dimethylsulfoxide. 

 

(a) The quality of the fit is improved in polar solvent by replacing the single-exponential fit with a 

dual-exponential model but, for the discussion here, the single-exponential behaviour suffices. 

  

Solvent εS ɸFLU ԏS / ns [a] 
kRAD / 
108 s-1 𝝌2  (a) 

Toluene 2.43 0.78 5.74 1.36 0.95 

Dibutyl ether 3.18 0.83 6.85 1.21 0.92 

Diethyl ether 4.33 0.86 6.35 1.35 1.05 

CHCl3 4.89 0.85 6.45 1.32 1.07 

Ethyl acetate 6.02 0.82 6.60 1.24 1.06 

MTHF 7.47 0.79 6.60 1.20 0.99 

THF 7.58 0.75 5.85 1.28 0.96 

DCM 9.02 0.78 6.17 1.26 1.12 

Heptyl cyanide 13.0 0.68 6.10 1.12 1.30 

Valeronitrile 20.0 0.58 6.00 0.97 1.43 

Acetone 21.4 0.67 6.00 1.12 1.12 

Ethanol 24.3 0.48 5.60 0.86 1.39 

Butyronitrile 24.6 0.55 5.90 0.93 1.52 

Nitropropane 27.3 0.46 5.55 0.83 1.87 

Propionitrile 28.9 0.44 5.60 0.79 1.51 

DEF 29.0 0.66 6.05 1.09 1.09 

Chloroacetonitrile 30.0 0.51 4.85 1.05 1.73 

Methanol 33.6 0.43 4.15 1.04 1.87 

Acetonitrile 37.5 0.35 3.35 1.05 2.20 

DEA 38.3 0.66 5.65 1.17 1.32 

DMSO 46.7 0.64 5.74 1.11 1.28 
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Table 7.3. Effect of solvent dielectric constant on the photophysical properties determined for PHEN1 

at RT. 𝜒2 is the reduced chi-squared parameter associated with the single-exponential fit, DEF = N,N-

Diethylformamide, DEA = N,N-Diethylacetamide, and DMSO = Dimethylsulfoxide. 

 

(a) Note the quality of the fit is unsatisfactory in most polar solvents. See later.  

Solvent εS ɸFLU ԏS / ns[a] 

kRAD / 

108 s-1 𝝌2 (a) 

Toluene 2.43 0.60 4.19 1.43 1.02 

Dibutyl ether 3.18 0.65 4.50 1.44 0.96 

Diethyl ether 4.33 0.71 5.15 1.38 0.97 

CHCl3 4.89 0.73 5.52 1.32 1.10 

Ethyl acetate 6.02 0.74 5.23 1.41 1.08 

MTHF 7.47 0.73 4.88 1.50 1.18 

THF 7.58 0.73 5.36 1.36 1.14 

DCM 9.02 0.63 5.40 1.17 1.38 

Heptyl cyanide 13.0 0.66 5.20 1.27 1.53 

Valeronitrile 20.0 0.56 5.14 1.10 1.82 

Acetone 21.4 0.50 5.18 0.97 1.48 

Ethanol 24.3 0.46 4.60 1.00 1.94 

Butyronitrile 24.6 0.44 4.55 0.97 2.11 

Nitropropane 27.3 0.39 3.57 1.11 1.82 

Propionitrile 28.9 0.23 1.96 1.12 2.35 

DEF 29.0 0.48 4.85 1.00 1.60 

Chloroacetonitrile 30.0 0.21 1.91 1.10 2.28 

Methanol 33.6 0.19 1.00 1.90 2.35 

Acetonitrile 37.5 0.07 0.74 0.95 3.10 

DEA 38.3 0.42 3.92 1.07 2.23 

DMSO 46.7 0.12 0.90 1.33 1.93 
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For PHEN1, the time-resolved emission decay profiles could be analysed with 

reasonable confidence in terms of single-exponential fits. The fit was less 

satisfactory in certain polar solvents, where a two-exponential fit was clearly 

superior. This situation was exacerbated for PHEN1 where the single-exponential 

fit was unacceptable in many polar solvents (Table 7.3). In these cases, it was 

found that the quality of the fit could be much improved by adding a short-lived 

component. The revised fitting parameters are provided in Table 7.4. In summary, 

the fractional contribution (A1) of the shorter-lived component was seen to increase 

with increasing solvent dielectric constant. Across all the polar solvents, the 

shorter-lived lifetime (1) had a mean lifetime of ca. 0.5 ns while the longer-lived 

component (2) retained a mean lifetime of ca. 3 ns (Table 7.4). The total 

contribution of the shorter component increased in more polar solvents but the 

mean lifetime did not correlate with S. We are led to the conclusion that the 

reduced quantum yield found in most polar solvents arises from increased 

population of a family of bichromophores more susceptible to intramolecular 

fluorescence quenching. The nature of the solvent determines the extent of this 

population but there is no relationship between the level of quenching inherent to 

that family and the solvent polarity. 
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Table 7.4. Effect of solvent dielectric constant on the photophysical properties determined for PHEN1 

at RT. 𝜒2 is the reduced chi-squared parameter associated with the single-exponential fit, DMSO = 

Dimethylsulfoxide. A1 is the fractional contribution of the shorter-lived component.  

 εS ԏ1 / ns ԏ2 / ns 𝝌2 A1 % 

DCM 9.02 1.45 5.3 1.72 19 

Heptyl cyanide 13.0 0.77 5.6 1.39 12 

Valeronitrile 20.0 0.66 4.9 1.29 14 

Acetone 21.4 1.62 4.9 1.42 7 

Ethanol 24.3 0.92 4.2 1.63 8 

Butyronitrile 24.6 0.48 4.6 1.22 31 

Nitropropane 27.3 0.33 4.1 1.47 16 

Propionitrile 28.9 0.27 4.05 1.55 40 

Chloroacetonitrile 30.0 0.36 3.7 1.4 38 

Methanol 33.6 0.96 2.2 1.75 60 

Acetonitrile 37.5 0.38 2.4 1.18 74 

DMSO 46.7 0.7 3.6 1.4 88 

 

It might be important to stress that S is not the only means for expressing solvent 

polarity11 and, in fact, several alternatives are available. These include Reichardt’s 

empirical ET(30) parameter,12 the Kirkwood factor13 and the Catalan SPP14 and 

SB15 factors. It is not the purpose of the present investigation to critically compare 

these solvent descriptors but it should be emphasized that similar behaviour is 

noted in all cases with regards to the polarity effect on fluorescence probability. 

Likewise, there are other ways to analyse the time-resolved fluorescence decay 

curves rather than rely on a sum of exponentials. We have noted that reliance on 

a single-exponential component fails to explain the data in polar media and 

introduces a radiative decay rate constant that is strangely sensitive to the nature 

of the solvent. The main problem with a sum of exponential terms is that it does 

not properly represent the situation where families of conformers abound. This is 

almost certainly the case with these bichromophores. 



   

 167 

There are many available theories on how the choice of solvent might affect the 

dynamics of solute motion; one of these argues that cis/trans photoisomerization 

is dependent on the class of solvent used and its molecular weight.16 It has also 

been shown that the symmetry of multi-component assemblies can play a 

significant role in solvation dynamics.17 We now consider the most plausible reason 

for the observed solvent dependence identified above. 

 

7.2.3 Fluorescence Quenching of 1,10-Phenanthroline-Bridged 
Bichromophores 

 

In consideration of the fluorescence quenching mechanism, we draw attention to 

the similar qualitative behaviour of the two compounds but note that fluorescence 

quenching is much more pronounced for PHEN1 than for PHEN2. The two 

bichromophores exhibit comparable optical spectroscopy and electrochemistry 

such that the disparate quenching level displayed in any given solvent cannot be 

ascribed to thermodynamic effects; electrochemical studies for these compounds 

were carried out by our collaborators in Strasbourg, Table 7.5. 

Table 7.5. Electrochemical data recorded by our collaborators in Strasbourg. Cyclic voltammetry was 

carried out in deoxygenated DCM, containing 0.1M NBu4PF6 at RT Potentials quoted vs SCE. 

 E0
ox, V (ΔE, mV) E0

red, V (ΔE, mV) 

BODREF +0.95 (32) -1.39 (74) 

PHEN1 +0.98 (82) -1.31 (62); -1.60 (78) 

PHEN2 +0.99 (66) -1.31 (70) 

 

The only chemical difference between these compounds relates to the substitution 

pattern around the amide linker. This latter group is not in electronic communication 

with the excited state localized on the BODIPY chromophore, suggesting that its 

role in the quenching event is to perturb the molecular conformation. We can also 

eliminate light-induced charge transfer between BODIPY and 1,10-phenanthroline 
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as playing an important role since such processes are thermodynamically 

unfavourable, unless the latter unit is protonated.  

Consideration of the cyclic voltammograms and taking due allowance for the 

excitation energy of the BODIPY chromophore, as derived from the intersection of 

normalized absorption and fluorescence spectra, indicates that light-induced 

charge transfer between the two BODIPY units is weakly exergonic in 

dichloromethane solution. Indeed, the thermodynamic driving force (-ΔGCS) is 0.05 

eV in the absence of electrostatic effects. This mechanism remains the most likely 

cause of the observed emission quenching in the target bichromophores and it is 

well established18 that the thermodynamics for light-induced charge transfer are 

sensitive to the nature of the solvent. It might be mentioned that other molecules 

containing two BODIPY-based chromophores have reported excimer emission,19,20 

dimerization21 and light-induced charge transfer22 in fluid solution.  

The details of computational simulations made for both PHEN1 and PHEN2 can 

be found in Chem. Eur. J. 2016, DOI: 10.1002/chem.201602354, herein we will 

concentrate on discussing the conclusions we can draw from these experiments. 

We raise the hypothesis that the only viable mechanism able to account for the 

observed solvent effect on the emission properties of the BODIPY unit in these 

bichromophores is light-induced charge transfer22,23 between the terminal dyes. As 

such, it is instructive to enquire if changes in molecular conformation can explain 

the experimental observations. 

For PHEN2, the two BODIPY units are held apart under all reasonable conditions 

to such an extent that through-space charge transfer24 is unlikely to compete 

effectively with the inherent radiative and non-radiative decay routes. Fluorescence 

quenching is ineffectual for this compound, except in strongly polar media. Polar 

solvent promotes conversion of the cis-species to the corresponding trans-

tautomer. Our modelling studies would suggest that, in strongly polar media, the 

bichromophore should persist as a mixture of all-trans and cis/trans isomers. In 

non-polar media we expect to observe only the all-cis species. 

Combining this result with the fluorescence behaviour, we can speculate that the 

trans-geometry provides a better conduit25 for through-bond charge transfer. The 

long pathway so involved,26 together with the modest thermodynamic driving force, 
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means emission quenching will be kept at a minimum, as is observed. It might be 

emphasized that the quality of the fit for the time-resolved emission decay profiles 

recorded in certain polar solvents could be improved by adding a shorter-lived 

component. For example, in acetonitrile the best fit involved equal components 

with lifetimes of 1.1 and 4.1 ns. Likewise, in propionitrile about 30% of the signal 

decayed with a lifetime of 1.15 ns while the remainder possessed a lifetime of 4.2 

ns. The fractional contribution of the shorter-lived component increased with 

increased S but there was no such correlation with the magnitude of the lifetime. 

We attribute the short lifetime to the trans-species and the longer lifetime to the 

corresponding cis-isomer. The mean difference between the two sets of emission 

lifetimes, taken together with the lifetime of the control compound, translates to a 

ratio of rate constants for charge-separation of 2-fold in favour of the trans-amide.  

 

 

 

Figure 7.5. Snapshots of molecular conformations representing the important distributions for all-trans 

(uppermost left), mixed-cis/trans (upper right and lower left), and all-cis (lower right) geometries for 

PHEN1 in solution. 
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There is, in fact, ample evidence to indicate that the trans-geometry provides a 

better pathway for super-exchange interactions in many different types of 

molecular dyads built around a spacer unit.27,28 This is attributed to the improved 

electronic coupling between the reactants and helps to explain the observations 

made with PHEN2. The computational studies suggest that the all-cis species will 

predominate in non-polar solvents and also in weakly polar media. Strongly polar 

solvents, however, trigger the switch to the trans-geometry and we would expect 

to see increased population of the trans/cis species in the more polar solvents. 

Isomerization is unlikely to be competitive with inherent deactivation of the excited-

state. Instead, illumination of the ground-state equilibrium will produce a 

distribution of geometries that do not interconvert on the relevant time scale. This 

situation would equate to two families of conformers, each displaying a range of 

non-radiative rate constants representing the mean geometry at the moment of 

excitation (Figure 7.6). 

 

Figure 7.6. Cartoon demonstrating a solvent-driven exchange for the amide linked bichromophoric 

PHEN2 in solution. 

 

Unexpectedly, there are major structural differences between PHEN2 and PHEN1 

caused by internal steric crowding and/or electronic effects. Fluorescence 

quenching is more effective for PHEN1 although the thermodynamic driving force 

is the same as that for PHEN2 and there is a similar sensitivity towards solvent 

polarity. Calculations made for PHEN1 predict that the trans-geometry is favoured 

in all solvents, this being the opposite situation to that found for PHEN2, but polar 

solvent promotes transformation to the cis-isomer. In non-polar solvents, we would 

expect to see only the all-trans species. Increasing the solvent polarity raises the 

possibility for finding the trans/cis species. This is a remarkable difference between 
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secondary and tertiary amide connections that was unexpected at the onset of the 

investigation. 

By analogy to PHEN2, increasing the contribution of the cis-species might be 

expected to extinguish through-bond charge separation. This would restore 

fluorescence. However, for PHEN1 the cis/trans species has the two BODIPY units 

close together, contact being possible in the extreme case, while rotation around 

one of the carbonyl groups further reduces the edge-to-edge separation, Figure 

7.5. As such, the cis-isomer can be expected to promote through-space, light-

induced charge separation29 between the two BODIPY units. This situation would 

introduce a short-lived component into the decay records in polar solvents.  

 

 

Figure 7.7. Cartoon to illustrate the two main families of conformers relevant for PHEN1 in solution. On 

the left hand side, we have the cis-isomer that brings the reactants into quite close proximity. On the 

right-hand side, we have the trans-geometry that forces the reactants to wider separation. 

 

This work has shown that the amide linkage provides for multiple molecular 

conformations that differ in terms of their propensity to promote either through-

bond or through-space charge transfer. In addition to isomerization around the 

central C-N amide bond, structural complications arise from electronic interactions 

between the carbonyl O atom and the aza-N atom of the 1,10-phenanthroline unit. 

Indeed, the BODIPY-based arms attached to the heterocyclic linker provide a 

crude cavity wherein hydrogen-bonding and steric interactions further restrict 

conformational freedom to such an extent that the two target compounds appear 

structurally distinct. This situation is exemplified by the realization that PHEN2 

adopts the cis-geometry while PHEN1 takes up the trans-geometry. These various 
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conformations influence the quantum yield for fluorescence from the BODIPY 

appendages, but quenching is kept to a minimum by limited thermodynamics. It 

seems likely that these effects could be greatly amplified by appropriate choice of 

the terminals. Thus, the amide linkage might offer some unusual opportunities to 

switch between emissive and dark states under suitable stimulation. This situation 

is made possible because the absolute energies of the various tautomers are quite 

comparable while rotational barriers will impose kinetic limitations at the excited-

state level. 

 

7.2.4 Energy Transfer in 1,2-Diaminocyclohexane-Bridged Dyads 

 

 

Figure 7.8. Absorption and emission spectra recorded for REF1 (left-hand panel) and DAC2 (right-

hand panel) in spectrophotometric grade MTHF at room temperature.  

 

Here, we examine an interesting case of EET in two 1,2-diaminocyclohexane-

bridged molecular dyads. DAC1 and DAC2. The dyads comprise REF1 and REF2 

linked by a non-conjugated spacer unit so as to provide two different orientations. 

In the case of DAC1, the donor and acceptor are in one plane, spatially isolated, 

whereas in the case of DAC2 the donor and acceptor are essentially parallel. 

Figure 7.8 illustrates how the absorption spectrum recorded for DAC2 differs from 

those measured for REF1. In Figure 7.9, we compare spectra recorded for REF1 
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and REF2 with that of DAC1 recorded under identical conditions. We can observe 

that the spectra match relatively well with the only significant difference being a 

small bathochromic shift to the absorption maximum of the acceptor segment of 

DAC1. Even here the shift amounts to only 140 cm-1; the same red shift is observed 

for DAC2. Both donor and acceptor emission spectra are red-shifted compared to 

the corresponding reference compounds, although once again the shifts are small. 

Emission for the donor entity in DAC1 is red-shifted by 295 cm-1, whereas emission 

of the acceptor entity in both bichromophores is red-shifted by 365 cm-1. These 

shifts are most likely caused by excluding solvent from the chromophore for the 

dyads relative to the mono-chromophoric species. Both donor and acceptor can be 

excited with a good level of selectivity. 

 

Figure 7.9. Absorption spectra recorded for the individual components of DAC1 as well as that of the 

dyad itself, measured in MTHF at room temperature. REF1 is shown as a black curve, REF2 is 

presented in red and finally DAC1 is given as a blue curve. 

 

The molecular formulae for DAC1 and DAC2 are given as part of Figure 7.1, 

together with those of the control compounds. The 1,2-diaminocyclohexane-based 

spacer is an unusually small scaffold for use with donor-acceptor dyads and was 

specifically designed to address the problem of EET across short separations. An 

obvious problem with cyclohexane-derived structures is that they are subject to 

fast axial-equatorial conformational exchange. We can illustrate this process by 

way of Figure 7.10. Here, the dyads are believed to exist in two forms, each of 

which is in fast equilibrium as two limiting species. The two forms do not 

interconvert – this is the key point. To provide an easy recognition pattern, we will 
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refer to the two forms as being cis or trans – this refers to the basic arrangement 

of the donor (D) and acceptor (A) appended to the ring. The cis-form (DAC1) can 

arrange the D and A species as axial/equitorial (a,e) or as equitorial/axial (e,a). 

These two arrangements are considered to be in rapid eqiilibration at room 

temperature. The trans-form (DAC2) can position the reactants as axial/axial (a,a) 

or as equitorial/equitorial (e,e). Again, these species are in fast equilibration but 

there is no interconversion between cis and trans. Thus, we have two sets of pairs 

of conformers.  

 

 

Figure 7.10. Representation of two rapidly interconverting cyclohexane chair conformations. The 

energy donor is represented by the red oval, whereas the energy acceptor is represented by the green 

oval. A stands for axial, while E refers to equatorial. 

 

The compounds were synthesized by our collaborators in Strasbourg. We carried 

out detailed 700 MHz NMR spectroscopy here in Newcastle, courtsey of Dr. 

Corrine Wills, to aid interpretation. The NMR spectra are provided here (Figure 

7.11) but their interpretation is well outside our ability. We accept the conclusions 

drawn by the experts and resort to the structures, and their labelling, inherent to 

Figure 7.10.  
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Figure 7.11. An example of 700 MHz, 1H NMR spectrum collected for a control bichromophore studied. 

The spectrum was recorded by Dr. Corrine Wills. AS611F2 refers to the trans-geometry (equivalent to 

DAC2), whereas AS612F2 refers to the cis-geometry (equivalent to DAC1). 

 

The new molecular dyads comprise two disparate BODIPY dyes that differ in terms 

of their respective conjugation lengths. The donor function is a conventional 

BODIPY dye that absorbs and emits in the blue region. The acceptor function is an 

expanded BODIPY-based dye that absorbs and emits in the red region. The 

compounds, both dyads and control compounds, dissolve easily in MTHF and were 

studied in this solvent. As a starting point, we measured the fluorescence quantum 

yields and excited-state lifetimes for the acceptor component and compared the 

derived values to those found for REF2 under the same conditions. The various 

values are similar but there might be a small degree of quenching of the acceptor 

S1 state in the  dyads. This is the same situation as found with the multi-component 

array used for photobleaching studies where light-induced electron transfer was 

invoked  to explain the small decrease in fluorescence from the terminal acceptor. 

The same behaviour might be involved here. Even so, the radiative rate constants 
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remain in quite good agreement with those calculated from the Strickler-Berg 

expression (Table 7.6).30 There is no obvious sensitivity towards solvent polarity or 

the presence of dissolved oxygen.31  

Table 7.6. Photophysical properties recorded for the 1,2-diaminocyclohexane-linked dyads, measured 

in spectrophotometric grade MTHF at room temperature. N.B. 𝑘𝑆𝐵 refers to the radiative rate constant 

calculated from the Strickler-Berg expression. 

 𝝀𝑨𝑩𝑺 𝝀𝑬𝑴 𝝓𝑭𝑳𝑼 𝝉𝑺/ ns 

𝒌𝑹𝑨𝑫/ s-1 

× 𝟏𝟎𝟖 

𝒌𝑵𝑹/ s-1 

× 𝟏𝟎𝟖 

𝒌𝑺𝑩/ s-1 

× 𝟏𝟎𝟖 

REF1 499 516 0.61 3.9 1.56 1 1.89 

REF2 598 653 0.76 4.1 1.85 0.59 2.3 

DAC1 499/ 603 524/ 669 0.003/ 0.2 3.5 0.57 2.29 N/A 

DAC2 499/ 602 516/ 664 0.008/ 0.2 3.6 0.55 2.22 N/A 

 

In contrast, it proved difficult to resolve fluorescence from the donor component 

from the baseline and the apparent quantum yield for emission in the blue region 

is less than 0.1% for each of the two dyads. This can be compared with a value of 

61% found for REF1 under the same conditions (Figure 7.6). Also, excitation 

spectra were found to agree remarkably well with absorption spectra recorded 

across the entire visible spectral window. These findings are consistent with highly 

efficient EET along the molecular axis (Figure 7.12). It might be stressed that, at 

the very low concentrations used for this work, there is no likelihood for 

intermolecular EET. 

The various parameters associated with EET were determined from spectroscopic 

measurements made in MTHF at ambient temperature. These include the spectral 

overlap integral, the mutual orientation factor and the Coulombic electronic 

exchange matrix element. These terms are collected in Table 7.7 and were used 

to compute the likely rate constants for dipole-dipole EET across the  two dyads. 

The derived rates are extremely fast, no doubt aided by the very short separation 

distances. Molecular models were used to generate the required structural data. 

The high EET probabilities are in line with those estimated from the excitation 

spectra and from the residual donor emission. They should be regarded as rather 

crude estimates, however, because of shortcomings in the structural data.32,33  
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Figure 7.12. Pictorial representation of the proposed electronic energy transfer (EET) in one of the 

diaminocyclohexane-bridged dyads. The arrow represents through-space EET.  

 

Our studies using steady-state spectroscopy were followed by time-resolved 

emission spectroscopy in an attempt to determine the rate of EET in these dyads. 

Unfortunately, the excited state lifetimes for the donor components were too short 

(S <60 ps) for us to resolve by single-photon counting methodology. To improve 

this situation, ultrafast energy transfer measurements were carried out by our 

collaborators at St. Andrews University where it proved possible to resolve the 

excited-state dynamics for the donor. An excitation wavelength of 515 nm was 

used for this work. This is not ideal because some 40% of the excitation energy is 

directed straight into the acceptor unit. None-the-less, for DAC1 it was possible 

with their vastly improved temporal resolution to fit the experimental data to two 

rise-time constants of 250 fs and 970 fs. Similar values were found for the decay 

of the donor fluorescence. These rate constants represent the time taken for EET 

from the donor to the acceptor BODIPY and appear to suggest that two distinct 

conformations are present in solution. Both conformers undergo very fast EET. 

Under the same conditions, only a single lifetime of 320 fs was recorded for DAC2, 
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suggesting the presence of one dominant conformer, Figure 7.13. Again, the rate 

of EET is extremely fast and consistent with our measurements 

 

Table 7.7. Energy transfer data collected for the dyads in MTHF solution. 

 

PEET JDA 𝜿𝟐 𝑽𝑫𝑨/ cm-1 𝑹𝑫𝑨/ Å 

𝒌𝑬𝑬𝑻/ s-1×

𝟏𝟎𝟏𝟐 

DAC1 99.20% 0.00413 2.88 27.9 11.14 4.18 

DAC2 99.80% 0.00344 1.53 21.3 13.09 1.18 

 

The rates of EET measured for these two dyads are not too far removed with those 

calculated from the spectroscopic data according to the ideal dipole approximation. 

We are aware that there are doubts about the validity of this theory at very short 

separations and we hope that our work will help in this evaluation. The bridge is 

unlikely to favour through-bond EET and so we consider that the major mechanism 

for the EET event involves a through-space interactive process. To gain further 

insight into the possible geometries available to these dyads, a series of molecular 

dynamics simulations were run. For DAC2, the calculations indicate two families 

of conformations where the reactants are held at short separations. The two 

families do not exchange on short time scales but there is exchange on much 

longer time scales. Since the reactants are close together, EET is expected to be 

rapid. For DAC1, there are also two families of conformations (Figure 7.14) but 

here one group has a rather extended geometry. We can suppose that the rate of 

EET will depend upon the separation distance and, if this is so, the observed 

lifetimes can be assigned to the EET within each family of conformers. Again, the 

molecular dynamics indicate diffusive motion around a mean geometry but no 

exchange on short time scales.  
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Figure 7.13. Ultrafast PL from DAC2, the rise of the PL can be fitted with a time constant of 320 fs. A 

decay is fitted to ~ 15 ps, with a further long-lived offset. The dotted line is the instrument response 

function. Measurements and analysis were carried out by Dr. Gordon Hedley at St. Andrew’s 

University. 

 

It has been shown that the nature of the bridging group has great significance for 

the rates of EET in many molecular systems.5,34-36 Such bridges are typically based 

on fluorene, diphenyl acetylene and p-phenylene vinylene.33,37-39 In such cases, 

through-bond EET is a strong possibility but this is not the case for the dyads 

investigated here. Specifically, in the case of DAC1 we hypothesise that the rate 

of EET is set by the average geometry of the molecule at the moment of excitation. 

In fact, EET is so fast that there is no time for the geometry to change significantly 

and no time for exchange to occur. As a result, we find two lifetimes. The same 

situation is likely to hold for DAC2 but the geometries of the two groups of 

confomers are comparable and so similar rates of EET are to be expected. We can 

improve on this situation by using the molecular dynamics to compute average 

rates of EET within each family, as has been done by DL Andrews for various types 

of fluctuating structures, and a collaboration has been started with Dr. TJ Penfold 

of Newcastle University to explore this possibility. For the moment, we consider 



   

 180 

that the various rates of fast EET in these dyads can be explained crudely in terms 

of the respective molecular geometries40 (Figure 7.14). Although we have focussed 

on the continously innterconverting steps between the two chair conformations, it 

might be recalled that additional flexibility is provided by the amide bond. This adds 

to the complexity of the system. 

 

 

 

Figure 7.14. Snapshots of molecular conformations representing the important distributions for trans 

((a) and (b)) for DAC2, and cis ((c) and (d)) geometries for DAC1. 

 

  

(a) (b) 

(c) (d) 
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7.3 Conclusions 

 

Molecules are in motion when dissolved in a fluid solution at ambient temperature. 

The largescale rotations can be monitored by fluorescence anisotropy or by FRAP 

(i.e., fluorescence recovery and photolysis).41 It is well known from polymer 

physics, that flexible molecules undergo structural changes that reduce the end-

to-end distances and, in many cases, minimize contact with the solvent. In fact, 

there are many interesting examples of the solvatophobic effect in respect to 

massive changes in molecular topology. With small semi-flexible molecules it is 

also reasonable to expect important rotations that have a serious effect on the 

overall geometry but these can be obscured or hidden from view. In this chapter, 

we have examined two such examples; the first case relates to a solvent-induced 

molecular change that involves an unexpected isomerization of an amide linkage. 

The second example relies on inversion of a cyclohexane ring to modulate the 

mean geometry of molecular dyad. Unlike many spectroscopic tools, such as NMR 

spectroscopy, fluorescence can be used to study molecular topologies on 

timescales faster than the internal rotation. As such, information might be gathered 

on the individual conformational families. 

The first system studied proved very challenging in as much as the differences 

between secondary and tertiary amides was completely unexpected. The two 

dyads studied adopted opposite structures with respect to the geometry of the 

amide linkage in non-polar solvents. Both compounds altered structure in polar 

solvents but again the opposite isomers were found. This finding testifies to the 

fantastic opportunities to assemble complex molecular architectures that are 

provided by an amide linkage. Such connection points are very common in biology 

but are not so popular in artificial systems. Our work has shown that the geometry 

of the supermolecule cannot be predicted in advance. We believe that the structure 

taken up by the assembled entity is set by the entire molecule and not by particular 

sections. This is because the energies of the various conformers are comparable 

and subject to varying solvent and/or temperature effects. 
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The second system investigated was more predictable in terms of the adopted 

geometry. We were anticipating dynamic exchange interactions but it was 

impossible to predict the outcome of the EET studies. In fact, EET is one of the few 

experimental techniques that might be applied to such systems. We were able to 

resolve two families of conformers in one case but not in the other. This particular 

study was intended to challenge the idea that the ideal dipole approximation could 

be applied to molecular dyads where the reactants are in very close proximity. In 

our case, the separation distance is comparable to the sum of the transition dipole 

moment vectors. There have been very few attempts to measure rates of EET 

under such conditions. A final conclusion on this work awaits the results of a 

detailed molecular dynamics simulation study.  
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Chapter 8. Experimental Methods 

 

8.1 Materials 

All solvents used throughout this research project were of the highest available 

purity, usually spectrophotometric grade, with the exception of solvents used for 

electrochemical studies. The spectrophotometric grade solvents were purchased 

from Sigma-Aldrich and used without further purification after checking for the 

presence of fluorescent impurities. The purity and properties of solvents used are 

important here. Factors such as dielectric constant and polarity can affect the 

spectroscopic behaviour of dyes, for example peak maxima, Stokes’ shifts, the 

fluorescence quantum yields, and so on. In order to be consistent, a single 

literature source was used to identify these properties as much as is possible.1 

Solvents used for electrochemical investigations were refluxed over appropriate 

drying reagents, distilled and used immediately. Tetrabutylammonium 

hexafluorophosphate (NBu4PF6) and ammonium hexafluorophosphate (NH4PF6) 

were used as electrolytes, both purchased from Sigma-Aldrich and used after 

repeated recrystallisation. These materials were kept dry. Special materials, such 

as sucrose octaacetate, were purified by standard protocols before use and certain 

solvents, such as butyronitrile, were redistilled by other members of the group 

immediately before use. Anhydrous solvents were purchased from Sigma-Aldrich 

and used by way of syringe injection techniques. Ethers, most notably 2-

methyltetrahydrofuran– used extensively for low-temperature emission 

spectroscopy – was used fresh and kept away from air. Samples were replaced at 

very regular intervals in order to avoid contamination by peroxides. 

The vast majority of the compounds studied here were synthesised in the research 

laboratory of Dr Raymond Ziessel at the Universitѐ Louis Pasteur de Strasbourg. 

The samples were subjected to comprehensive purification procedures before 

shipping to Newcastle. The compounds were fully characterised by a wide battery 
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of analytical techniques. Some samples were further analysed by 700 MHz NMR 

spectroscopy by Dr. Corrine Wills at Newcastle University. We are grateful to both 

Dr. Ziessel and Dr. Wills for their collaboration and for many fruitful discussions 

during the course of this work. The team in Strasbourg also recorded some of the 

electrochemical measurements but, wherever possible, these were repeated in 

Newcastle. Sometimes, the amount of sample provided – the emphasis being 

placed on purity not quantity – was insufficient for electrochemistry or for 

determination of the molar absorption coefficient. The latter measurements were 

made at the end of the series of experiments, often consuming all the remaining 

material. Usually, samples were part of a small series, with control compounds 

being available for comparative studies. 

Additional compounds were synthesised in Newcastle by the research group 

supervised by Dr. Julian Knight. These compounds were returned to the group for 

further purification after initial trial studies. Several iterations were needed before 

complete satisfaction about their purity was reached. Fresh samples were 

synthesised for comparative purposes. These particular compounds were 

essentially non-fluorescent at room temperature and therefore especially 

vulnerable to the presence of trace impurities at levels far below what can be 

detected by NMR spectroscopy. All samples were stored as solids in the dark and 

usually in the fridge. 

In order to measure fluorescence quantum yields (ɸF), some well-known and 

thoroughly established reference compounds were used. These include 

magnesium meso-tetraphenylporphyrin (Mg[TPP]),2 Cresyl Violet,3 Rhodamine 

6G,4 Rhodamine B,4 and Nile Red.5 The emission quantum yields of these 

standards are available from peer-reviewed literature citations. In addition, many 

secondary standards were employed for quantum yield measurements. Without 

exception, these were BODIPY-based dyes studied by other members of the MPL. 

Appropriate solvents were used for these studies and great care was taken to 

ensure that the solution was free from undissolved solid. Some fluorescence 

measurements, notably those with solid samples, were undertaken with an 

integrating sphere. 
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8.2 UV-Visible Absorption Spectroscopy 

All the solutions used for absorption spectroscopy were prepared using 

spectrophotometric grade solvents. Most spectra were recorded using a Hitachi 

U3310 dual-beam spectrophotometer. Cuvettes used in these experiments were 

fabricated from optical quality quartz. The scan rate used for routine spectra was 

usually set at 60 nm/ min, slit width at 1 nm and the resolution was set at 0.2 nm 

unless specified otherwise. The possible error in wavelength position is estimated 

to be less than 1 nm. The concentration of solutions was kept between 10-7 M, for 

samples with very high molar absorption coefficient (i.e., in excess of 100 000   M-

1 cm-1), and 10-6 M to prepare the solution of interest. In some cases, when the 

absorption maximum of the target dye was above 700 nm, a Perkin-Elmer Lambda 

35 spectrophotometer was used due to its improved stability at lower energies. 

Essentially, this translates to less noise at longer wavelengths. All of the settings 

and procedures were kept the same as for the Hitachi U3310 spectrophotometer 

mentioned above. In order to determine the molar absorption coefficient (ε) of the 

dyes described here, the Beer-Lambert law was used, Equation 8.1.  

ε =  A cl⁄  Equation 8.1 

 

The molar absorption coefficient in units of M-1 cm-1 is determined by dividing 

absorbance (dimensionless) by concentration (M) multiplied by the path length in 

centimetres. As necessary, a series of cuvettes of different path lengths was used 

for improved precision and a range of concentrations was employed. The limit to 

the accuracy of these measurements was set by the amount of material available. 

Solutions were filtered with a sub-micron membrane filter prior to recording the 

absorption spectrum. Temperature variations were achieved with either a 

circulating fluid bath or a high-temperature Harrick’s demountable cell. For some 

studies, the absorption spectrum was recorded at low temperature using an optical 

Dewar. 
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Figure 8.1. An example of a Beer-Lambert plot determined for a constrained BODIPY dye. 

 

8.3 Fluorescence Spectroscopy 

Fluorescence spectra were recorded using a Hitachi F-4500 fluorescence 

spectrophotometer, for most measurements the scan rate was kept at 60 nm/ min. 

The excitation and emission slit widths were kept at 2.5 for most solutions. They 

were usually increased for solid samples as well as for quartz slides and for low-

temperature measurements carried out using an optical cryostat (Oxford 

Instruments). The response rate was kept at the auto setting but was varied for 

weak samples. Dilute solutions were used, the absorbance at the excitation 

wavelength was kept between 0.05 and 0.1. This was done in order to avoid re-

absorption and inner-filter effects. The solutions used were always prepared using 

spectrophotometric grade solvents and recorded using quartz cuvettes. Solutions 

were prepared freshly and passed through a sub-micron membrane filter before 

making the measurement. Optical filters were always used to isolate fluorescence 

from scattered light coming from the excitation source. As for the absorption 

spectral measurements, the resolution of all spectra recorded was 0.2 nm. This 

guarantees small experimental error for the emission wavelength, this being less 

than 1 nm. Without exception, fluorescence excitation spectra were recorded for 

the dyes of interest and compared with the corresponding absorption spectrum. 
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Spectra were corrected for spectral imperfections using a calibration curve 

supplied by the instrument maintenance staff. At regular intervals, calibration 

curves were recorded using Rhodamine B solutions supplied by the instrument 

maker. The instrument was maintained by LAT Inc. and serviced at six-monthly 

intervals to ensure proper calibration of wavelength and intensity linearity. All 

spectral data were removed from the controlling PC and analysed separately, 

usually after conversion from wavelength to wavenumber. All fluorescence 

measurements were repeated several times to ensure self-consistency. 

 

8.4 Lifetime Measurements 

Time-resolved fluorescence spectroscopy is an essential technique needed in 

order to investigate the excited state of a luminescent chromophore. Factors 

contributing to the overall emission lifetime are solvent relaxation, interactions with 

surrounding molecules, and changes in macromolecular conformation.6 Lifetime 

measurements were carried out at room temperature using optically dilute 

samples. The absorbance at the excitation wavelength was about 0.1. For most 

compounds studied here, 600 channels were used and 150 runs were signal 

averaged. The method used for recording fluorescent lifetimes was time-

correlated, single photon counting (TCSPC). Here, results are presented as a 

graph of time (ns) against voltage (V). It is a highly sensitive method with good 

resolution.7,8 TCSPC determines the statistical distribution of the intensity decay 

by recording the arrival times of individual photons after the incident pulse of 

light.9,10 A high-resolution PTI EasyLife set-up was used to collect data; pulsed 

laser diodes were used as excitation source with output at 310, 440, 505, 525 or 

635 nm. The scattered laser light was measured using a solution of Ludox in 

distilled water in order to generate the instrument response (IRF). 
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Figure 8.2. A schematic representation of the lifetime measurement set up.  

 

Data analysis was carried out using Felix 32 software. In order to perform the 

analysis, the decay curve needs to be selected, the range of interest is identified 

and highlighted. The method used was non-linear, least-squares iteration. This 

approach requires an initial estimate of the lifetime and the preferred method of 

analysis. A mono-exponential fit was usually the approach of choice, at least at the 

beginning of the analysis, unless there was a strong possibility for a second 

component. A range of time bases is needed and a small variation of count rates 

should be used to increase reliability of the output. Emission can be isolated from 

scattered laser light using optical filters in conjunction with a high-radiance 

monochromator. Wherever possible, different excitation wavelengths should be 

used. After analysis, it is necessary to judge the quality of the weighted residuals, 

the auto-correlation function and the deconvoluted decay. 

Data analysis was made at the instrument using software provided by the 

manufacturer. Protocols for assessing the quality of the fit were taken from the 

literature; established by Eaton11 as well as by O’Connor and Phillips.12 These 

analytical tests included minimization of chi squared and visual inspection of 

weighted residuals. Curve fitting was carried out by means of non-linear, least 

squares method; it is a statistical fitting approach, therefore substantial data sets 

are required to ensure validity. The use of this method however is discouraged 



   

 193 

when more than three components are present. In complex cases, analytical 

methods like global analysis and maximum entropy methods are 

recommended.11,13  

 

8.5 Temperature- Dependent Spectroscopic Studies 

8.5.1 Low-Temperature 

 

Low- temperature studies were performed using an Oxford Instruments Optistat 

DN cryostat, connected to an ITC temperature controller. The cryostat used here 

is a nitrogen cryostat, i.e. it uses liquid nitrogen to cool a sample by conduction via 

a stream of nitrogen gas. The nitrogen reservoir and heat exchanger are 

surrounded by a high vacuum. The temperature is regulated using a precision 

controller and can be adjusted by manual nitrogen flow control. Solutions were 

prepared in a solvent known to form an optical glass at low temperature. The optical 

absorbance at the excitation wavelength was kept low, between 0.05 and 0.1. The 

prepared solution was purged with nitrogen for 5 minutes before being sealed into 

a glass cuvette and placed in the sample holder of the cryostat. Using this set up, 

it is possible to record absorption, emission and excitation spectra over a range 

from 80 to 340K. 

8.5.2 High-Temperature 

 

High-temperature spectroscopy was carried out on solid-state samples in the form 

of KBr discs. The measurements were carried out using a temperature-controlled, 

demountable liquid cell purchased from Harrick Scientific Products. This cell was 

used for measurements over the range from 298 to 513K (although according to 

the manufacturer the lowest temperature it can go to is 223K). High-temperature 

measurements were also carried out on liquid samples, this was done using either 

the demountable cell or a circulating fluid bath. Using this latter technique, the 

available temperature range is from 273K to about 333K. At the lower 
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temperatures, the cell windows were purged constantly with a strong flow of N2 to 

avoid misting, especially on humid days. 

 

8.6 Electrochemistry 

Cyclic voltammetry was carried out using dry solvents, usually anhydrous 

dichloromethane or acetonitrile. The solvent was used to prepare a 0.1M 

electrolyte background solution. The background solution was purged with dried 

nitrogen in order to eliminate any oxygen, great care was taken to make sure the 

cell was kept dry and no water was present in the system before addition of 1ˣ10-3 

M compound of interest. This was done by recording a background CV, once 

satisfied there is neither water nor oxygen present in the system, the appropriate 

amount of the solid compound of interest was added. Electrodes most often used 

were glassy carbon or platinum as working electrodes, and wither silver or platinum 

wire as counter electrodes. The reference electrode was an Ag/ Ag+ electrode. The 

working and counter electrodes were polished using an alumina slurry before use. 

Ferrocene was used as an internal reference. The measurements were also done 

over a range of scan rates as this provides valuable information on the degree of 

reversibility of the oxidation / reduction reactions. The software used to record and 

extract information was Chi600. 
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Figure 8.3. Above is an example of a CV of one of the compounds presented within this thesis. 

 

Spectroelectrochemistry was carried out using a CHI potentiostat and employing a 

honeycomb spectro-electrochemical cell from Pine-Research Instruments Inc.. The 

working electrode was of the honeycomb design, which means there are holes in 

the electrode that allow the light to pass directly through the solution. 

 

 

Figure 8.4. An example of a spectro-electrochemical study on a TPA-DPP-BODIPY system.   
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8.7 Sample Preparation 

All solvents used here were of spectrophotometric grade, they were checked for 

absorbing or emitting impurities before being used. While working with fluorescent 

materials, the cleanliness of glassware, as well as the work station, is of great 

importance. Fluorescence spectroscopy is a very sensitive technique; any impurity 

can be picked up while running an emission spectrum. Excitation spectra were 

always collected and compared to the absorption spectrum, this was done to 

confirm the authenticity of the recorded fluorescence. 

Solutions for spectroscopic examinations were prepared by dissolving a small 

amount of compound in the solvent of interest. Most of the dyes encountered here 

were readily soluble in organic solvents, however in order to make sure the sample 

is fully dissolved in a chosen solvent the solutions were placed in an ultra-sonic 

bath for a minute. The solutions were passed 

through micro-porous discs to ensure the 

sample was fully uniform. KBr discs for high-

temperature fluorescence experiments were 

prepared by grinding together oven-dried KBr 

salt with a small amount of a chosen 

compound, about 1% w/w concentration. This 

was followed by compressing the powder into 

a small disc under vacuum using a stainless 

steel die press. 

  

Figure 8.5. An example of a fluorescent 

KBr disc. 
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8.8 Data Analysis 

8.8.1 Fluorescence Quantum Yield 

 

Fluorescence quantum yield measurements were carried out with great care, 

usually at room temperature. The samples were prepared as described in Section 

8.7. In principle, the number of absorbed and emitted photons need to be 

measured in order to determine the emission quantum yield. Equation 8.214 is used 

to calculate the quantum yield of fluorescence. Here, 𝐹𝑠 is the area under the 

emission curve of the sample, whereas 𝐹𝑅 is the area under the emission curve of 

the reference compound recorded over the same spectral range. The term 𝐴𝑅 

refers to the effective absorbance at the respective excitation wavelength for the 

reference compound (𝐴𝑆 is the corresponding value for the sample) and finally 𝑛𝑠  

and 𝑛𝑅  are refractive indices for the solvent used to dissolve the sample and for 

the reference, respectively. Wherever possible, the same solvent was used for 

sample and reference. The spectral correction factor supplied with the instrument 

was used and all data manipulations were made after conversion from wavelength 

to wavenumber. As appropriate, reduced emission spectra were used. 

ɸ =
𝐹𝑠 × (1 − 𝑒𝑥𝑝(−𝐴𝑅 ×  𝑙𝑛 (10) )) × 𝑛𝑠

2

𝐹𝑅 × (1 − 𝑒𝑥𝑝(−𝐴𝑆 ×  𝑙𝑛 (10) )) × 𝑛𝑅
2 ɸ𝑅 Equation 8.2 

When measuring a fluorescence quantum yield, great care needs to be taken as 

there are many possibilities for experimental error: These include inner filter 

effects, temperature perturbations, and impurity effects amongst others.11 The use 

of a reference standard is a further source of error. There are very few reference 

compounds with a well-established fluorescence quantum yield that is free of 

potential problems. Often, finding a reference with similar absorption and emission 

profiles to those of the sample is a great challenge, however this is crucial for the 

measurement to be successful. Cresyl Violet3 is a good example of the sort of 

difficulties that might be encountered. This reference is useful for the red region 

but the reported quantum yield is sensitive to concentration and solvent, varying 
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enormously over a modest range. A member of the MPL has studied this 

compound in detail and found quantum yields ranging from unity to less than 20% 

according to the experimental conditions. 

 

Figure 8.6 A plot of fluorescence quantum yield for Cresyl Violet (ɸFLU) against solvent dielectric 

constant (εS). It demonstrates how Cresyl Violet is very sensitive to solvent. This data was collected by 

Roza Al-Aqar. εS is used for convenience, however the specific interaction between solvent and Cresyl 

Violet depends on the nature of the solvent. 

 

Standard quartz cuvettes were used throughout, and the absorbance at the 

excitation wavelength was never higher than 0.1; this is crucial if one wants to avoid 

the inner-filter effect. Often, ɸ is dependent on temperature, this is especially so for 

the molecular-scale rotors. Therefore, all experiments were carried out at 200C 

unless stated otherwise. The rate of radiative decay is also dependent on solvent 

refractive index and therefore one will encounter studies on the effect of solvent on 

the rate of radiative decay (and by extension the fluorescence quantum yield). 

Experimentally, it is crucial to establish that the spectrophotometer is properly 

calibrated and we regularly employed a concentrated solution of Rhodamine 6G in 

ethanol to confirm the correction factor. In all cases, the absorbance at the 

excitation wavelength was checked before and after recording the emission 

spectrum. This was done to confirm that the solution was stable and free from 

particulate material.  
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8.8.2  Radiative Rate Constant (krad) 

 

The radiative rate constant describes the rate at which the excited state of the 

fluorophore relaxes by a process accompanied by photon emission. This is in 

competition with a non-radiative process that ultimately returns the molecule to the 

ground state. The radiative rate constant is determined experimentally from 

Equation 8.3: 

𝑘𝑟𝑎𝑑 =  
ɸ

𝜏
 

Equation 8.3 

Here, ɸ is the experimentally determined emission quantum yield, τ is the 

corresponding excited-state lifetime (in seconds). This experimental estimate of 

the radiative rate constant can be compared to the theoretical value determined 

from the Strickler-Berg expression15, Equation 8.4:  

𝑘𝑟𝑎𝑑 = 2.88 × 10−9𝑛2 < 𝑣−3 >𝑎𝑣 
−1

𝑔𝑙

𝑔𝑢

∫ 𝜀 𝑑𝑙𝑛𝑣̃ Equation 8.4 

Here, n is the solvent refractive index, 𝑣 is the fluorescence maximum in cm-1, 

∫ 𝜀 𝑑𝑙𝑛𝑣̃ represents the area under the spectral curve (only takes into consideration 

the lowest-energy transition), and finally 
𝑔𝑙

𝑔𝑢
 refers to degeneracy of the respective 

upper and lower states. The Strickler-Berg expression is very useful, however it 

does have limitations. Firstly, it needs to be taken into account that it works only 

for compounds with a small Stokes’ shift. A second important requirement is the 

mirror symmetry of lowest-energy transition in the absorption spectrum and the 

emission curve. It is also worth noting that it can only be applied safely when the 

quantum yield is relatively high, i.e. in excess of 10%. Nevertheless this is a very 

useful expression, it works very well with molecules that meet the conditions 

mentioned earlier but it is often applied to cases outside these limits. It might also 

be mentioned that some authors, notably Birks,16 Knox17,18 and Phillips,19 have 

questioned the exact formulation of the refractive index factor. Knox, in particular, 

has questioned the squared dependence.  



   

 200 

8.8.3 Electronic Energy Transfer Rate Constant 

 

Electronic energy transfer plays a crucial role throughout this work. The Fermi 

golden rule has been applied to calculate the rate constant for electronic energy 

transfer (EET).20  

𝑘𝐸𝐸𝑇 =  
2𝜋

ℏ
 ×  |𝑣𝐷𝐴|2  ×  |𝜅2|  ×  𝑠2  ×  𝐽𝐷𝐴 Equation 8.5 

 

Here, kEET is the rate constant for the EET event in s-1, 𝜅 is the orientation factor, 

𝐽𝐷𝐴 is the overlap integral between the donor emission and the corresponding 

acceptor absorption spectra (Equation 8.5). Absorption and emission spectra for 

𝐽𝐷𝐴 are always recorded in the same solvent under the same conditions; the 

wavelength (in nm) is converted to wavenumber (in cm-1) and reduced (Equation 

8.6). The term 𝑣𝐷𝐴 refers to the electronic coupling matrix element between donor 

and acceptor (Equation 8.7),21 and finally s is the Onsager cavity screening factor 

(Equation 8.8). It is worth mentioning that for random orientations the value of 𝜅 is 

equal to approximately 0.67 (or 2/3). The body of this work is concerned with 

molecular dyads and related species and therefore complicated computational 

operations have to be carried out in order to determine an appropriate value for 𝜅.  

 

𝐽𝐷𝐴 =  𝐴𝐵 ∫
𝐹𝐷(𝑣)

𝑣3
 ×  

𝜀𝐴(𝑣)

𝑣
 𝑑𝑣 Equation 8.6 

𝑣
𝐷𝐴= 

𝜇𝐷×𝜇𝐴

𝑅𝐷𝐴
3 ×(4𝜋𝜀𝑜)

 
Equation 8.7 

𝑠 =  
3

2𝑛2 + 1
 Equation 8.8 

𝜇2 = 9.186 × 10−3 × 𝑛 × ∫
𝜀

𝑣
 𝑑𝑣 Equation 8.9 



   

 201 

Crucial terms above are: 𝑅𝐷𝐴 is 

the centre-to-centre distance 

between donor and acceptor, n is 

the refractive index of the 

surrounding medium, 𝜀𝐴 is the 

molar absorption coefficient of 

the acceptor, 𝐹𝐷 is the emission 

profile of the donor, while 

𝜇𝐷and 𝜇𝐴 are the transition dipole 

moments for the donor and 

acceptor, respectively. In order 

to calculate a transition dipole moment of either donor or acceptor Equation 8.9 is 

applied. However, it is important to remember that Equation 8.10 is in fact the 

original equation derived by Förster.22 

 

|𝜇𝐴
2| =  

3000 𝑙𝑛10ℏ𝑐𝑛 

8𝑁𝐴𝜋3𝑓2
∫(

𝜀𝐴

v
)𝑑v Equation 8.10 

 

  

Figure 8.7. Reduced spectra of two Bodipy 

compounds. Highlighted in grey is the spectral 

overlap. 
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8.8.4 Energy Transfer Probability 

 

There are many different equations used to calculate the probability of electronic 

energy transfer (PEET) from donor to acceptor. The choice of applicable equation is 

dependent on available information. Equation 8.11 and Equation 8.12 show the 

most widely applied method used in this thesis. This method establishes the 

probability of energy transfer by taking a ratio of fluorescence quantum yields (or 

lifetimes) of the D-A system and of the isolated donor.23,24 

 

𝑃𝐸𝐸𝑇 = 1 −  
𝜙𝐷𝐴

𝜙𝐴

 
Equation 8.11 

𝑃𝐸𝐸𝑇 = 1 − 
𝜏𝐷𝐴

𝜏𝐴

 Equation 8.12 

𝑃𝐸𝐸𝑇 =  
𝑘𝐸𝐸𝑇

(𝑘𝐸𝐸𝑇 + 𝜏𝑠
−1)

 Equation 8.13 

𝑃𝐸𝐸𝑇 =  
𝑅0

6

(𝑅0
6 + 𝑅𝐷𝐴

6 )
 Equation 8.14 

  

Equation 8.14 is similar to Equation 8.13, however it uses the critical distance for the EET event 

rather than the rate of energy transfer.25-27  
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8.8.5 Englman-Jortner Energy-Gap Law 

 

The Englman-Jortner energy-gap law has been proven to be hugely appropriate 

as a tool by which to study non-radiative processes for a wide range of excited 

states.28,29 Equation 8.15 demonstrates that the rate of the radiationless transition 

decreases as the energy gap between the two states increases.30 

𝑘𝑁𝑅 =
√2𝜋

ℏ
×

𝐶2

√𝑘𝐵𝑇ℎ𝜔
× 𝑒𝑥𝑝(−𝑆) × 

𝑒𝑥𝑝(
−ΎΔ𝐸

ℎ𝜔
) 

Equation 8.15 

Here, 𝑘𝑁𝑅 is the non-radiative rate constant, C is the electron-vibrational coupling 

matrix element, ΔE is the energy gap between electronic levels, ℎ𝜔 is the coupling 

vibrational mode, λ is the nuclear distortion, S is the Huang-Rhys factor, Equation 

8.16, and finally Ύ is a coefficient, Equation 8.17.  

 

𝑆 =  𝜆/ ℏ𝜔 Equation 8.16 

Ύ = 𝑙𝑛(|Δ𝐸|/𝑆ℎ𝜔) − 1 Equation 8.17 

 

The Englman-Jortner expression is based on a number of assumptions; it is 

assumed that the normal modes and their frequencies are equivalent in the two 

electronic states with the noted exceptions of their mutual displacement in the 

origins of the normal coordinates. In the original publication, only a two-electronic 

level system is considered and anharmonicity effects are disregarded.30,31 
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8.8.6 Electron Transfer 

 

Electron transfer is of crucial importance in Nature; Marcus32-34 was first to 

formulate the expression for the rate of electron transfer in the 1950’s. There is an 

excellent review on charge-transfer processes written by Wasielewski.35 The 

activation energy for electron transfer (Equation 8.21) is reliant on the total 

reorganization energy (λ) and the thermodynamic driving force (ΔGCT), the 

electronic coupling matrix element (VDA) and the thermally averaged Franck-

Condon factor (FC).36 In turn, the reorganization energy (Equation 8.22) involves 

both the nuclear reorganization (λN) and corresponding solvent rearrangement (λS) 

terms.  

𝑘𝐸𝑇 = ( 
2𝜋

ℏ
)𝑉𝐷𝐴

2 (𝐹𝐶) 
Equation 8.18 

𝑉𝐷𝐴 =  𝑉𝐷𝐴
0 exp (−𝛽𝑅) Equation 8.19 

[𝐹𝐶] = (
1

√4𝜋𝑘𝐵𝑇𝜆
) exp (

−Δ𝐺∗

𝑇𝑘𝐵

) 
Equation 8.20 

Δ𝐺∗ = (𝜆 +  Δ𝐺𝐶𝑇)2/4𝜆 Equation 8.21 

𝜆 =  𝜆𝑁 + 𝜆𝑆 Equation 8.22 
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Figure 8.8. Panel on the left demonstrates the dependence of the rate of electron transfer on the 

thermodynamic driving force; whereas the panel on the right shows the potential energy curves for 

electron transfer in the Marcus normal regime. 

 

The rate of electron transfer is dependent on the scale of the driving force (Equation 

8.23), critically it is a quadratic dependence. This gives rise to three distinct 

regions: identified as normal, activationless and inverted. In the case of the normal 

region, the magnitude of the driving force is less than that of the reorganisation 

energy, for the activationless process the reorganisation energy and the driving 

force are equal. Finally in the case of the inverted region, the driving force is greater 

than the reorganisation energy.37 

 

∆𝐺𝐶𝑇 = 𝑒[𝐸𝑂𝑋 − 𝐸𝑅𝐸𝐷] − 𝐸00 − 𝐸𝐸𝑆 − 𝐸𝑆𝑂𝐿  Equation 8.23 

𝐸𝐸𝑆 =
𝑒2

(4𝜋𝜀𝑜)𝜀𝑆𝑅𝐶𝐶

 
Equation 8.24 

𝐸𝑆𝑜𝑙 =
𝑒2

8𝜋𝜀𝑜

(
1

𝑅𝐷

+
1

𝑅𝐴

)(
1

𝜀𝑅𝑒𝑓

−
1

𝜀𝑆𝑜𝑙

) 
Equation 8.25 
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The thermodynamic driving force (Equation 8.23) is calculated with the help of 

cyclic voltammograms obtained experimentally. Here, EES refers to the 

electrostatic energy, calculated from Equation 8.24 where RCC is the centre-to-

centre separation distance between an acceptor and donor units, whereas ESOL 

refers to a correction for the reduction potentials being measured in a different 

solvent (Equation 8.25).  

 

8.9 Computational Methods 

8.9.1 PeakFit- Spectral Analysis 

 

The commercially available PeakFit software is used to deconstruct broad 

absorption and emission spectral traces into a series of components. We aimed to 

fit each spectrum into a minimum number of Gaussian-shaped bands.38 The 

software estimates the number of components needed, however the operator is 

able to adjust that estimate (add or remove components) in order to improve the fit 

and decides whether the estimates need to be of the same half-width. This is an 

important step as the spectral analysis needs to be scientifically plausible as well 

as being mathematically accurate. In order to perform a PeakFit analysis, a 

spectral region of interest is selected (usually the lowest-energy transition). 

Secondly, the spectrum needs to be converted from wavelength (nm) to 

wavenumber (cm-1) and reduced. While performing a spectral analysis using 

PeakFit it is important to determine whether the baseline needs correcting. If so, 

the software offers a range of different baseline corrections procedures. The best 

procedure, however, is to make all necessary corrections prior to importing a 

spectrum into the software. 
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Figure 8.9. Panel on the left hand side shows an example of spectral fit carried out using PeakFit 

whereas panel on the right demonstrates parameters extracted from spectral fitting. 

 

In the case of very weakly fluorescent compounds, spectra often needed 

smoothing. However, one needs to be very careful when selecting the degree of 

smoothing as this can severely alter the spectral profile as well as obscure subtle 

details present in the spectra. Figure 8.9 is an example of a PeakFit analysis. On 

the left-hand side, the experimentally obtained absorption spectrum is 

deconstructed into individual Gaussian bands; on the right-hand side the 

parameters obtained from the spectral fitting are highlighted. Each Gaussian band 

corresponds to an individual transition. 

There are several crucial pieces of numerical data that can be obtained by carrying 

out a PeakFit analysis, such as the peak position (E00), the full width at half 

maximum (FWHM), the accompanying vibrational frequencies (hω) and the peak 

intensities. These data can, in turn, be used to carry out more detailed spectral 

analyses. For example, the nuclear reorganization energy is one such parameter, 

Equation 8.26. 

λ =  
(Δv1/2)2

16ln2kBT
 Equation 8.26 
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PeakFit can also be used to obtain the important Huang-Rhys factor (S), which is 

dimensionless and is often related to the Stokes’ shift (SS) by means of Equation 

8.27. The Huang-Rhys factor is directly related to changes in chemical geometry 

upon electronic excitation (Figure 8.10).39,40 

𝑆𝑆 = (2𝑆 − 1)ℏ𝜔 Equation 8.27 

 

The success of the spectral fit is determined by evaluating the r2 value and the 

standard error value. The r2 value quantifies the goodness of fit, it is usually a 

fraction between 0 and 1.41,42 The higher the r2 and lower the standard error the 

more successful the fit. These two values, as well as the 95% confidence error, 

standard deviation, and t-values are compared in the final output file produced by 

the software.  

 

 

Figure 8.10. Image adapted from Phys. Chem. Chem. Phys., 2015, 17, 16959. It demonstrates how 

the Stokes’ shift (EStokes) changes with the Huang-Rhys factor (S); panels (a) to (d). Blue lines 

represent calculated emission, whereas orange lines represent calculated absorption. 
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8.9.2 Spartan’06 

 

The Spartan’06 software can be used to gain insight into ground-state structures, 

molecular orbital descriptions, relative stability, and so on. It is capable of carrying 

out molecular mechanics as well as quantum mechanical calculations, including 

DFT at various levels. This software package was also used to calculate IR 

spectra. It was often employed to calculate energy-minimized geometries which in 

turn were used to measure center-to-center distances in large dyads investigated 

throughout this report. Many of the geometrical parameters used in the EET 

calculations were obtained in this way. 

 

8.9.3 GAMESS 

 

General Atomic and Molecular Electronic Structure System43,44 or GAMESS is the 

molecular simulation software most commonly used throughout this investigation 

due to its versatility. It is able to perform a wide range of essential calculations like 

geometry optimization, prediction of excited spectra as well as more advanced 

operations. GAMESS is able to perform calculations on the entire periodic table.44 

It is able to do the same calculations as Spartan’06 and more. Here it’s most 

commonly used for large dyads to calculate energy-minimised geometries. These 

structures were then used to obtain values necessary for calculations described in 

section like the orientation factor (κ), D-A centre to centre distance (RCC). 

Energy-minimized structures of large donor-acceptor molecules were usually 

obtained in two stages. Stage 1 involved obtaining optimised structures at a very 

basic level like AM1. Stage 2 involved using the data from stage 1 as a starting 

point for more sophisticated calculations like DFT B3LYP/6-31G. We found that 

this approach worked very well for large molecules as it provided a good initial 

guess of wave function for the more sophisticated calculation. Without a good initial 

guess, calculations of large complicated dyads tend to fail almost instantly.45 
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Figure 8.11. Example of a computed structure for a BODIPY bichromophore. Geometry was optimized 

by the means of DFT B3LYP/6-31G calculation. 
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