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Abstract

Latent Gaussian models are popular and versatile models for performing Bayesian
inference. In many cases, these models will be analytically intractable creating a
need for alternative inference methods. Integrated nested Laplace approximations
(INLA) provides fast, deterministic inference of approximate posterior densities
by exploiting sparsity in the latent structure of the model. Markov chain Monte
Carlo (MCMC) is often used for Bayesian inference by sampling from a target
posterior distribution. This suffers poor mixing when many variables are cor-
related, but careful reparameterisation or use of blocking methods can mitigate
these issues. Blocking comes with additional computational overheads due to the
matrix algebra involved; these costs can be limited by harnessing the same latent
Markov structures and sparse precision matrix properties utilised by INLA, with
particular attention paid to efficient matrix operations.

We discuss how linear and latent Gaussian models can be constructed by com-
bining methods for linear Gaussian models with Gaussian approximations. We
then apply these ideas to a case study in detecting genetic epistasis between telom-
ere defects and deletion of non-essential genes in Saccharomyces cerevisiae, for an
experiment known as Quantitative Fitness Analysis (QFA). Bayesian variable se-
lection is included to identify which gene deletions cause a genetic interaction.
Previous Bayesian models have proven successful in detecting interactions but
time-consuming due to the complexity of the model and poor mixing. Linear and
latent Gaussian models are created to pursue more efficient inference over stan-
dard Gibbs samplers, but we find inference methods for latent Gaussian models
can struggle with increasing dimension. We also investigate how the introduction
of variable selection provides opportunities to reduce the dimension of the latent
model structure for potentially faster inference.

Finally, we discuss progress on a new follow-on experiment, Mini QFA, which
attempts to find epistasis between telomere defects and a pair of gene deletions.
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Preliminaries and methodologies
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Chapter 1

Introduction

The desire to perform Bayesian inference on increasingly complicated models
has required investigations into methods that can perform inference on high-
dimension models. Markov chain Monte Carlo methods became prevalent as
a means to perform Bayesian inference, but as model dimension increases, espe-
cially in the presence of highly correlated variables, so does the time needed to
perform a good analysis. Correlated variables being inferred by these stochastic
means can often have slow convergence to the target posterior distribution.

This thesis explores methods to make inference on latent Gaussian models
more efficient, which we will define as the ability to produce a suitably uncorre-
lated MCMC chain in minimal CPU user time. Our main avenues of exploration
for achieving this will be the use of blocking MCMC methods. As we will consider
models that contain elements of Bayesian variable selection, we will also explore
computational tricks that utilise the variable selection to achieve reductions in
scheme completion time.

Many investigations have been made to make various MCMC schemes run in
parallel (Neiswanger et al., 2013; Casarin et al., 2015), including work to perform
this on spatial latent Gaussian models (Whiley and Wilson, 2004), which will in
practice make schemes run faster for users who now have easy access to multi-
core processors and clusters. For the purposes of this thesis, we will not consider
the use of parallel chains as we have an interest in ensuring each chain is as
efficient as possible. Therefore, all measurements of computation time will be
done based on CPU user time.

Not all Bayesian inference methods employ stochastic techniques. Rue et al.
(2009) demonstrate that they are able to use a deterministic scheme to perform

2



Chapter 1. Introduction

approximate inference on latent Gaussian models. In many cases, the inference
can be faster than an equivalent MCMC scheme, with evidence that the approx-
imations are very close to inference performed by exact1 MCMC methods. We
therefore investigate the methods used in INLA as part of this thesis.

To test the methods that are explored, applications of the techniques will be
made to some genetics datasets in Part II of this thesis.

1.1 Bayesian variable selection

As explained by O’Hara and Sillanpää (2009), Bayesian variable selection focuses
on the problem of finding the posterior probability that each variable should be in-
cluded in the model. It considers posterior probabilities for all possible considered
models, as opposed to the frequentist equivalent of selecting a single optimum
model.

In this thesis, we will feature two variable selection schemes which are used to
help calculate the posterior probability that an associated effect should be included
in the model. In both cases, these are treated as simple binary indicators, δ, that
can take the values δ = 0 or δ = 1. If n of the variables, x1, . . . , xn, are to be tested
for inclusion in the model, then each variable is multiplied by a corresponding
indicator, δl, l = 1, . . . , n, so that the combined effect is δlxl. When an indicator
states that a variable should be included in the model, then δ = 1, causing δlxl =

xl. On the other hand, if the indicator states that a variable should be excluded,
then δ = 0, causing δlxl = 0; this essentially means xl has no effect on the model.

The first variable selection scheme will be referred to as the Kuo and Mallick
(1998) indicators. The indicator and the variable it acts upon are assumed to be
independent, such that π(δl, xl) = π(δl)π(xl). O’Hara and Sillanpää (2009) warns
that if the prior distribution on xl is too vague, the indicator will rarely flip from
δ = 0 to δ = 1, since when xl is sampled from a vague prior distribution when
excluded from the model, it will often sample values with low posterior support.

The second variable selection method featured is Gibbs variable selection
(GVS) (Dellaportas et al., 2002). This behaves like the Kuo & Mallick indica-
tors, except the distribution of the variable depends on the value of the indicator.
Now π(δl, xl) = π(δl)π(xl | δl) where π(xl | δl) = (1− δl)N(µ̃l, σ̃2

l ) + δlN(0, σ2).

1An “exact” MCMC scheme is intended to define a method that samples from the exact target
posterior distribution, but the stochastic nature of MCMC introduces random error itself.

3



Chapter 1. Introduction

Consequently, when the variable xl is currently excluded from the model, it is
sampled from a pseudo-prior, which has parameters µ̃l and σ̃l, designed to closely
match the target posterior distribution. This makes the indicator more likely to
swap from δ = 0 to δ = 1 for better mixing. When xl is currently included, the
pseudo-prior distribution has no effect, and xl would follow the actual posterior
distribution.

O’Hara and Sillanpää (2009) provides a good overview of other methods of
variable selection exist, such as reversible-jump MCMC (Green, 1995) where the
variables are randomly selected and proposed for inclusion or removal from the
current model.

1.2 Novel contributions to the scientific community

Contributions have been made to statistical computing by rewriting existing soft-
ware, known as GDAGsim, into a Java version, called GDAGsimJ, before enhancing
the feature set of GDAGsimJ to work efficiently on larger datasets.

GDAGsim and GDAGsimJ can be used to perform inference on linear Gaussian
models. We perform an investigation into its efficiency in comparison to pop-
ular existing software by testing their capabilities on a large-dimension linear
Gaussian model that also includes an additional complexity from Bayesian vari-
able selection. This allows us to establish which software is more efficient and
to quantify how much more efficient the optimal software is. GDAGsimJ was then
combined with deterministic approximation methods to explore its capabilities at
performing inference on the more general class of latent Gaussian models, with
the aim of establishing when this method will be effective and efficient. Through-
out these investigations, we also check what strategies for performing Bayesian
variable selection will provide more efficient inference, providing an overlapping
contribution between statistical methodologies and computing.

Finally, research is performed on a new and ongoing experiment featured
in Chapter 6. This requires a new statistical model to work at the end of an
existing analytical pipeline, providing a contribution to the genetics community
by identifying possible relationships between the functions of various genes.
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Chapter 1. Introduction

1.3 Outline of thesis

Part I of this thesis presents the basic concepts for inference on latent Gaussian
models, before the ideas are used on genetics-related case studies in Part II.

Both linear and latent Gaussian models are detailed in Chapter 2, where we
demonstrate how models can be constructed by specifying each latent variable in
turn based on its conditional dependencies. We also highlight how to condition
on the model, with different techniques used between latent and linear Gaussian
models. Sparsity among latent structures can also be found and exploited to re-
duce memory usage and computational demands in the sparse matrix operations
also detailed towards the end of Chapter 2.

Integrated nested Laplace approximations are investigated in Chapter 3, where
we describe the method as detailed by Rue et al. (2009) and we attempt to recreate
their INLA software. We compare the accuracy of the software to both our own
version of the software and long, high-quality MCMC chains from JAGS.

Chapter 4 provides an overview of various Markov chain Monte Carlo schemes
that can be employed for performing Bayesian inference. These range from stan-
dard Gibbs and Metropolis-Hastings algorithms, to blocking methods designed
to help improve mixing. The blocking methods are extended further to accom-
modate Bayesian variable selection, adding in the necessary steps to perform
inference on a set of variable selection indicators.

To commence Part II of the thesis, Chapter 5 looks at a case study for an ex-
periment to identify epistasis in telomere-defective chromosomes that have non-
essential gene deletions. This experiment is named Quantitative Fitness Analysis
(QFA). We provide a brief background in genetics before presenting the calcu-
lations that underpin the experiment. We then perform a comparison between
blocking methods and conventional Gibbs sampling techniques for both linear
and latent Gaussian versions of the model.

A new, ongoing follow-up study to QFA is featured in Chapter 6. A relatively
small selection of genes are chosen, and the pairwise deletion of each of these
genes is performed against different telomere defects. Despite using a small subset
of possible gene deletions, the possible number of combinations creates a model
of even greater dimension than that seen in the QFA experiment.

Conclusions are made in Chapter 7 for the content of this thesis, while also
discussing future topics to be investigated for this work.
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Chapter 2

Background

2.1 Linear Gaussian models

2.1.1 Model structure

Linear Gaussian models are highly versatile models with many applications. The
structure of a typical linear Gaussian model can be represented by the Directed
Acyclic Graph (DAG) shown in Figure 2.1. In the DAG, vertices are used to repre-
sent variables of the model, while edges are used to show conditional dependence
between any of these variables. We see that the parameters of the model, θ, can
have influence on the observations of the model, y, and the latent variables, x.
In turn, the latent variables, which are not observed directly, can also influence
the values of the observations. In the DAG, square nodes represent an observed
value, while round nodes show an unobserved variable.

θ

x

y

θ are parameters of the model.

x are the latent Gaussian variables.

y are the observed variables.

Figure 2.1: A general Directed Acyclic Graph for a linear Gaussian system

The DAG shown in Figure 2.1 would correspond to the factorisation,

π(θ, x, y) = π(θ) π(x | θ) π(y | x, θ). (2.1)
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For a linear Gaussian model we require that, conditional on the parameters,
θ, all other variables in the model, (x, y), are jointly multivariate Normal in their
distribution. For a p-dimensional model, the observations can have a mean equal
to a linear combination of the latent variables:

y | x, θ ∼ Np(Ax + b, Σε(θ)), (2.2)

where y, x and b are 1× p vectors; A and Σε(θ) are p× p matrices. The latent
values follow a distribution,

x | θ ∼ Np
(
µ, [Q(θ)]−1),

where µ is a 1× p vector, Q(θ) = Σx(θ)−1 is a p× p precision matrix quantifying
the conditional dependence between latent variables, and Σx(θ) is the variance
matrix (also known as a covariance matrix) of the latent variables.

2.1.2 Sparsity in latent structures

By adding more detail in to Figure 2.1, we can better understand the structures
and dependencies between latent variables and observations. One such example
could be the model structure represented by the DAG in Figure 2.2, where this
sort of structure might be seen in an autoregressive walk of order 1, AR(1), or
random walk of order 1, RW(1).

θ

x1 x2 x3 . . . xn

y1 y2 y3 . . . yn

Figure 2.2: A more detailed example DAG for a particular linear Gaussian system. This
particular DAG could be found in an AR(1) system as an example. Note that the edges
denoting dependence between the parameters and each observation are faded only for
legibility reasons.

The structure of the example in Figure 2.2 shows how the value of a latent
variable can be dependent on a preceding latent variable and the parameters of the
model, while also being a parent of, and therefore being able to influence, the value

7
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of an observation. For example, latent variable x2 of Figure 2.2 is dependent on x1

and parameters θ. Each observation, yi, i = 1, . . . , n, in the Figure 2.2 example also
shows dependence on the corresponding latent variable, xi, and the parameters,
θ.

Where a DAG shows no edge connecting any two of the vertices of the graph,
we can see that those two variables are conditionally independent. For the exam-
ple in Figure 2.2, we could say that the observations, y, are conditionally indepen-
dent given the latent variables, x, and parameters, θ, i.e.

yi ⊥⊥ yj | (x, θ) ∀ i 6= j.

We also see a Markov property exhibited among the variables of the latent struc-
ture, such as x3 ⊥⊥ x1 | (x2, θ)—again, there is no edge that directly connects x3

and x1 in the DAG of Figure 2.2.
While a variance matrix shows the covariance between variables, a precision

matrix shows the conditional dependence between variables. Consequently, mod-
els showing conditional independence due to any Markov properties will have
correspondingly located zero-entries in its precision matrix. Using Figure 2.2 as
an example, the precision matrix between latent variables x would be,

Qx = Σ−1
x =



x1 x2 x3 . . . xn

x1 τ1,1(θ) τ1,2(θ) 0 . . . 0

x2 τ2,1(θ) τ2,2(θ) τ2,3(θ)
. . . ...

x3 0 τ3,2(θ) τ3,3(θ)
. . . 0

...
... . . . . . . . . . τn−1,n(θ)

xn 0 . . . 0 τn,n−1(θ) τn,n(θ)


, (2.3)

which shows a tri-diagonal structure, where τi,j denotes the conditional depen-
dence between variables i and j.

We may often encounter the situation where multiple elements of the latent
structure depend on the value of a single other latent variable; this commonly
occurs when there is an underlying mean to a latent process. Suppose latent
variable, µ, is an underlying mean value, and xi ∼ N

(
µ, σ2) for i = 1, . . . , n, as

shown in Figure 2.3a, then the precision matrix would feature a diagonal structure
with a dense first row and column, and zero values in all remaining entries as

8
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given in Figure 2.3b.

µ

x1 x2 x3 . . . xn

...

...

(a) DAG for latent variables in a linear
Gaussian model containing latent vari-
ables, x1, . . . , xn, that are all conditional
on a common mean latent variable, µ.
Parameters and observations are omit-
ted from this diagram.

Q =



× × × × × . . . × × ×
× × ×
× × × ×
× × × ×
× × × ×
... . . . . . . . . .
× × × ×
× × × ×
× × ×


(b) Precision matrix where × denotes a non-
zero entry. The first row/column represents
the µ parameter, with all remaining parame-
ters representing x.

Figure 2.3: Example DAG and precision matrix for a latent structure with a common mean
parameter, µ.

2.1.3 The benefit of sparsity

The quantity of latent variables and parameters in a model can often be quite large,
leading to high dimensional matrices that represent the model. Working with such
large dimension matrices can be expensive in terms of both computation cost and
memory requirements.

For dense n× n matrices, the computational cost of a matrix-matrix multiplica-
tion or matrix inversion using a naive algorithm isO(n3). There are more efficient
algorithms, such as the Coppersmith and Winograd (1990) algorithm which can
reduce this to O(n2.376), but this can still be time consuming as the dimension of
the matrix increases.

We can exploit the sparsity in the precision matrices using special storage and
calculation algorithms for sparse matrices. For sparse n× n matrices with no more
than m non-zero elements, a multiplication algorithm by Yuster and Zwick (2005)
performs in as little as O(m0.7n1.2 + n2+O(1)) operations and never more than the
number of operations taken by the alternative dense operations. To save memory,
the non-zero values of a sparse matrix can be stored with their corresponding
indices in a map—this saves memory when the majority of the matrix values are
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zero, with potential reductions to computational time and memory requirements
as a direct consequence.

Implementing these methods for sparse matrices has been made convenient
thanks to a number of software packages that perform these sparse operations for
a variety of commonly used programming languages. Some examples include:
Matrix for R (Bates and Mächler, 2014); CSPARSE for C (Davis, 2006); PSPASES
(Joshi et al., 1999); Parallel Colt for Java (Wendykier and Nagy, 2010).

2.1.4 Canonical parameterisation of the Gaussian distribution

We begin with the moment parameterisation of a d-dimensional multivariate Gaus-
sian distribution, specified by a mean vector, µ and variance matrix, Σ:

X ∼ N(µ, Σ)

π(x; µ, Σ) =
1

√
2π

d|Σ|1/2
exp

{
−1

2
(x− µ)TΣ−1(x− µ)

}
. (2.4)

It will often be more convenient to consider this distribution in terms of its
precision matrix, which will often be sparse for the models considered in this
thesis. As previously mentioned in Section 2.1.1, we define the precision matrix
as Q = Σ−1:

X ∼ N(µ, Q−1)

π(x; µ, Q−1) =
|Q|1/2

√
2π

d exp
{
−1

2
(x− µ)TQ(x− µ)

}
. (2.5)

A canonical parameterisation of the Gaussian distribution can be obtained by
performing the substitutions, h = Σ−1µ and Λ = Σ−1 into Equation (2.4) (Lau-
ritzen, 1992; Wilkinson and Yeung, 2002). This gives a density of,

X ∼ N (h, Λ) ≡ N(Λ−1h, Λ−1)

π(x; Λ−1h, Λ−1) ∝ exp
{
−1

2
(x−Λ−1h)TΛ(x−Λ−1h)

}
∝ exp

{
−1

2
xTΛx + hTx

}
. (2.6)

h and Λ are then called the canonical parameters, and Λ is equivalent to the

10



Chapter 2. Background

precision matrix Q.
Taking the product of two canonically parameterised multivariate Gaussian

densities gives,

N (x; h1, Λ1)N (x; h2, Λ2)

∝ exp
{
−1

2
xTΛ1x + xTh1

}
exp

{
−1

2
xTΛ2x + xTh2

}
∝ exp

{
−1

2
xT(Λ1 + Λ2)x + xT(h1 + h2)

}
≡ N (x; h1 + h2, Λ1 + Λ2), (2.7)

up to a normalising constant. This implies the product of two Gaussian distribu-
tions is equivalent to summing the canonical parameters.

2.1.5 Prior model construction from DAG specification

The result from Equation (2.7) leads to a simplification of multivariate Normal
theory which produces a method that allows the canonical parameter matrices to
be easily constructed from the model (Wilkinson and Yeung, 2004), such that the
model can be described byN (h, Λ). Models can be constructed according to their
DAG specification in a node-by-node fashion.

Roots in the latent structure are simplest to add to the model as they do not
need to be conditioned on any parent nodes, excluding parameter nodes. For a
root, xi | θ ∼ N

(
µi, τ−1

i
)
≡ N (τiµi, τi), {µi, τi} ∈ θ, the canonical parameter ma-

trices can be updated as,

bi = τiµi and Λii = τi.

Nodes which depend on other nodes or roots can then be specified. When we
add the j-th node, we aim to find the values of the canonical parameters with j
nodes specified, denoted h(j) and Λ(j). If we define the notation x<j = x1, . . . , xj−1,
then we wish to find the distribution of N

(
x<j+1; h(j), Λ(j)

)
, which has a density

that can be factorised as,

j

∏
i=1

π(Xi | Par(Xi), θ) = π(Xj | Par(Xj), θ)
j−1

∏
i=1

π(Xi | Par(Xi), θ), (2.8)
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where Par(Xi) is an (i − 1)-dimension vector defining the parents of node Xi,
which will typically be sparse due to the sparse properties of the latent structure.

The density of π(Xj | Par(Xj), θ) can be considered Gaussian where the mean
parameter is a linear combination of dependencies (aT

j X<j + bj for constant bj and
a (j− 1)-dimension sparse vector aT

j denoting which nodes are parents of Xj) and
with precision, τ:

Xj | Par(Xj), θ ∼ N(xj; aT
j x<j + bj, τj)

π(Xj | Par(Xj), θ) ∝ exp
{
−1

2
(
xj − aT

j x<j − bj
)
τj
(
xj − aT

j x<j − bj
)}

∝ exp

{
− 1

2

[ (
xT
<j xj

)(ajτjaT
j −ajτj

−τjaT
j τj

)(
x<j

xj

)

− 2
(

xT
<j xj

)(−ajτjbj

τjbj

)]}
,

which matches the form of the canonically parameterised Gaussian density from
Equation (2.6). Therefore:

Xj | Par(Xj), θ ∼ N
((

x<j

xj

)
;

(
−ajτjbj

τjbj

)
,

(
ajτjaT

j −ajτj

−τjaT
j τj

))
. (2.9)

We can use Equation (2.9) to complete the calculation of Equation (2.8),

N
(
x<j+1; h(j), Λ(j)

)
≡ π(Xj | Par(Xj), θ)

j−1

∏
i=1

π(Xi | Par(Xi), θ)

∝ N
((

x<j

xj

)
;

(
−ajτjbj

τjbj

)
,

(
ajτjaT

j −ajτj

−τjaT
j τj

))
N
(

h(j−1), Λ(j−1)

)
∝ N

((
x<j

xj

)
;

(
−ajτjbj

τjbj

)
,

(
ajτjaT

j −ajτj

−τjaT
j τj

))

×N
((

x<j

xj

)
;

(
h(j−1)

0

)
,

(
Λ(j−1) 0

0 0

))
.
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Using the result from Equation (2.7) allows for the parameters to be summed:

∝ N
((

x<j

xj

)
;

(
h(j−1) − ajτjbj

τjbj

)
,

(
Λ(j−1) + ajτjaT

j −ajτj

−τjaT
j τj

))
(2.10)

This means we can construct the prior distribution of the model by specifying
roots, followed by each node in turn based on its parents. The parameters of
the canonically-parameterised distribution are iteratively updated as each node
is added, such that the parameters after the j-th node is added will be,

h(j) =

(
h(j−1) − ajτjbj

τjbj

)
; Λ(j) =

(
Λ(j−1) + ajτjaT

j −ajτj

−τjaT
j τj

)
.

The final matrix for Λ should be sparse as a is usually sparse as each node is
added. Special care must be taken with the indexes of h and Λ when stored in a
computer since the dimension of these parameters will increase as each node is
added.

2.1.6 Conditioning on the observations

Wilkinson and Yeung (2004) also explain how the full conditional distribution for
the latent variables of the model can be obtained once the model has been con-
ditioned on the Gaussian observations. Recall that for a linear Gaussian model,
the observations are Normally distributed with mean parameter equal to a linear
combination of the latent variables, as defined in Equation (2.2). Since the observa-
tions are all conditionally independent given the latent variables and parameters,
we can say,

yi | x, θ ∼ N((ai)
Tx + bi, τ−1), (2.11)

where ai is the i-th column from matrix A. The method will proceed in a similar
fashion to how the prior structure was created in Section 2.1.5, and assumes that
the prior distribution has already been constructed.

The intention is to find the posterior distribution for the latent values after the
j-th observation is added:

x | θ, y1, . . . , yj ∼ N
(
h(y)
(j) , Λ

(y)
(j)

)
,
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where h(y)
(j) and Λ

(y)
(j) are the canonical parameters that have so far been conditioned

on j observations.
Multiplying the current density by a Gaussian observation density is analo-

gous to adding a Gaussian node to construct the prior distribution. By extension
of the result in Equation (2.10), the joint-density for the current posterior and the
j-th observation is,

π(x, yj | θ, y<j) ∝ N

( x
yj

)
;

(
h(y)
(j−1) − ajτjbj

τjbj

)
,

Λ
(y)
(j−1) + ajτjaT

j −ajτj

−τjaT
j τj

 .

By dropping all dependence on yj, we can find the full conditional distribution
for x:

π(x | θ, y1, . . . , yj)

∝ exp

{
− 1

2

[ (
xT yj

)Λ
(y)
(j−1) + ajτjaT

j −ajτj

−τjaT
j τj

( x
yj

)

− 2
(

xT yj

) (
h(y)
(j−1) − ajτjbj τjbj

) ]}

∝ exp
{
−1

2

[
xT(Λ(y)

(j−1) + ajτjaT
j
)
x− 2xT(h(y)

(j−1) − ajτjbj
)]}

∝ N
(
x; h(y)

(j−1) − ajτjbj, Λ
(y)
(j−1) + ajτjaT

j
)

∝ N
(
x; h(y)

(j) , Λ
(y)
(j)

)
. (2.12)

We use this result to find that the canonical parameters can be iteratively updated
upon each new observation. To condition on the j-th observation, the parameters
are updated to,

h(y)
(j) = h(y)

(j−1) − ajτjbj, Λ
(y)
(j) = Λ

(y)
(j−1) + ajτjaT

j .

At each stage, h(y)
(j−1) and Λ

(y)
(j−1) will be known, except when conditioning on the

first observation, in which case the parameters are updated from the canonical
parameters from the completed prior distribution, h and Λ.
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2.1.7 GDAGsim

GDAGsim is a software package that makes it easier to perform various computa-
tions on models with a Gaussian DAG structure. Based on the user’s specification
of the model DAG, the software can handle the construction of the underlying
sparse precision matrix and simulating from the model among other tasks, follow-
ing methods described by Wilkinson and Yeung (2004). This allows the user to
perform various block sampling methods with the assistance of the software. The
sparse matrix algorithms used by the software are crucial to the efficiency of the
software.

The original GDAGsim package (Wilkinson, 2002) was written in C, using the
Meschach matrix library (Stewart and Leyk, 1994) for sparse matrix operations
and the GNU Scientific Library (Galassi et al., 2009). We have completely rewritten
GDAGsim in Java, giving a new version called GDAGsimJ which uses Parallel Colt
(Wendykier and Nagy, 2010) to handle the storage and operations for both dense
and sparse matrices. Parallel Colt performs all operations as pure Java code,
eliminating the dependency for external linear algebra packages to be installed.

The functionality of GDAGsimJ has a number of additional features over its pre-
decessor, GDAGsim, such as the ability to permute the underlying sparse matrix,
which will be explained in more detail in Section 2.3.2. Since GDAGsimJ can per-
form all tasks that GDAGsim can and more, we will usually refer to GDAGsim for
tasks that could be performed using GDAGsimJ and GDAGsim. We will also make
reference to “GDAG models” and “GDAG methods” to refer to models contructed
in GDAGsim and inference methods performed using GDAGsim.

The package can be used to specify the dependencies of each node in turn to
build up the structure of the model, using the methods described in Sections 2.1.5
and 2.1.6. Roots are defined first—these being nodes (variables) that have no
parents to depend upon. Nodes are then added with their dependencies upon
existing roots and nodes specified. With this structure prepared, the model can
be pre-processed before observations are added to the model, before final process-
ing is performed on a fully specified model. After processing, block simulations
and various density calculations can then be obtained from the model using the
software.

An outline of how a model is specified by the user in GDAGsim and GDAGsimJ is
provided in Algorithm 5 of Appendix A.
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2.2 Latent Gaussian models

We can relax an assumption from the linear Gaussian models introduced in Sec-
tion 2.1, which allows for more versatile models to be considered. This is achieved
by removing the restriction requiring observations y to follow a Gaussian distri-
bution. Instead, we consider observations to come from a more general likelihood
function, while maintaining the requirement for observations to be conditionally
independent given latent values and model parameters. Now, we can define,

π(y | x, θ) =
n

∏
i=1

π(yi | xi, θ) (2.13)

for observation values yi, i = 1, . . . , n, and general likelihood function π(·). This
causes Equation (2.2) to take the form,

yi | xi, θ ∼ Dist(g(xi), σε(θ)),

for suitable link function, g(·), and likelihood distribution Dist(·).
The facility to use general link functions permits more flexibility than a linear

Gaussian model, in which yi is required to have Gaussian distribution with mean
µi provided by an identity link function to a single latent variable, i.e. µi = xi.

A consequence of permitting a general link function and observation distribu-
tion is that many of the convenient properties found in linear Gaussian models
are invalidated. While the prior distribution can still be constructed by the same
methods explained in Section 2.1.5, we can no longer use the methods described
in Section 2.1.6 to condition the model on the observations. Therefore, GDAGsim is
still useful for constructing the prior distribution of the model, but not for condi-
tioning on the observations.

An alternative method for conditioning the model on the observations can be
found by adopting techniques discussed by Rue and Held (2005). Performing a
Gaussian approximation enables for modal values of the latent field to be approx-
imated using an iterative optimisation, while simultaneously adjusting values of
the precision matrix diagonal to account for increased precision from the data.
The method for performing this will be discussed later in Section 3.2.2.

Gaussian approximations can fail to account for skew in the latent densities;
such inaccuracy can be mitigated by using a Laplace approximation or simplified-
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Laplace approximation as described by Rue et al. (2009). The Laplace approxima-
tion is most accurate of these approximations but comes with the greatest com-
putational cost, while the simplified-Laplace approximation provides a middle-
ground between the Laplace and Gaussian approximations in terms of cost and
accuracy.

As part of a deterministic inference method such as INLA (Rue et al., 2009),
the increased accuracy of the Laplace or simplified Laplace approximation is de-
sirable despite the increased computational cost. When used as part of an MCMC
algorithm, a Metropolis-Hastings step can be used to ensure the exact posterior
distribution of the latent values are targeted despite the inaccuracy in the approx-
imation of the latent variables. The minimal computational cost of the Gaussian
approximation is desirable for use in a fast MCMC scheme, since this approxima-
tion would be performed at every iteration.

2.3 Numerical operations

2.3.1 Cholesky decomposition

The Cholesky decomposition provides an efficient way to factorise a square, Her-
mitian, positive-definite matrix, using fewer floating-point operations (flop1) than
the QR decomposition. Brezinski and Tournès (2014) explain that the method was
developed by André-Louis Cholesky and written in an unpublished manuscript2

before the method was published by Benoı̂t (1924) six years after the death of
Cholesky.

For a square, Hermitian, positive-definite matrix A, we can perform a Cholesky
decomposition to find unique triangular factors such that A = LL∗, where L is
a lower-triangular matrix and L∗ is the conjugate transpose of L. In the context
of precision matrices, which we will use Cholesky decompositions to factorise,
these matrices will always contain real valued elements, meaning the Hermitian
requirement simplifies to a symmetry requirement. Therefore, a p-dimensional
square, real-valued symmetric matrix, A, can be factorised as A = LLT.

1 We define “flop” written in the singular form to be “floating-point operation(s)”—with em-
phasis that “operation(s)” may refer to both singular or plural form—to prevent confusion with
the term “flops” which is commonly defined as “floating-point operations per second”.

2 Cholesky’s handwritten manuscript has been scanned and translated from French to English
in Brezinski and Tournès (2014).
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The values for the elements in the lower-traingular factor L are calculated as,

ljj =

√√√√ajj −
j

∑
k=1
|ljk|2, lij =

(
aij −

j−1

∑
k=1

liklT
jk

)
/ljj, (2.14)

for i = (j + 1), . . . , (j + p). Performing a Cholesky decomposition on a dense ma-
trix would require n3/3 flop, compared to 2n3/3 for a QR decomposition (Björck,
2014). Variations of the algorithm are available to perform the Cholesky decom-
position on row-ordered and column-ordered matrices, and both will produce
equivalent numerical factors regardless of which ordering the decomposition is
performed in (Björck, 2014). Methods to compute a Cholesky decomposition in
parallel on multi-core processors have been created with George et al. (1986) sug-
gesting the most efficient method to be the ‘column-Cholesky’ method since this
gives the least amount of processor idle time.

Aside from always being square and symmetric, a precision matrix will usually
be positive-definite, but numerical instability can cause certain precision matrices
to appear otherwise to a computer, usually where values close to zero feature on
the diagonal of the matrix. In these situations, a square-root free Cholesky decom-
position could be performed, such that matrix A is decomposed as A = LDLT,
where D is a diagonal matrix. This was a generalisation of the Cholesky method
called the ‘unsymmetrical Choleski [sic] method’ by Turing (1948).

2.3.2 Permutation matrices for sparse Cholesky decompositions

The positioning of the non-zero elements in the sparse precision matrix, Q, can
lead to a problem known as fill-in, where values which were originally zero end up
with non-zero values in those same positions after the Cholesky decomposition
is performed. This is demonstrated in Figure 2.4. Where non-zero elements are
in rows or columns towards the top and left of the matrix Q, there is severe fill-
in throughout the Cholesky factor L, as shown in Figure 2.4a. Conversely, in
Figure 2.4b, we see minimal fill in when non-zero elements in Q appear on the
bottom/right rows and columns of the matrix.

For certain models where GDAGsim is employed, precision matrices will often
end up in a form resembling that in Figure 2.4a. This occurs when the root of the
model is specified early on to allow for dependent notes to later be conditioned
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Q =



× × × × × . . . × × ×
× × ×
× × × ×
× × × ×
× × × ×
... . . . . . . . . .
× × × ×
× × × ×
× × ×


, L =



×
× ×
× × ×
× × × ×
× × × × ×
... . . . . . . . . . . . . . . .
× × × × × × ×
× × × × × × × ×
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
(a) An example matrix Q that will suffer from substantial fill-in on Cholesky factorisation.
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× × ×
× × × ×
× × × ×

. . . . . . . . . ...
× × × ×
× × × ×
× × ×

× × × . . . × × × ×


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

×
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. . . . . .
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× × × × . . . × × × ×


(b) An example matrix Q that will suffer from no fill-in on Cholesky factorisation.

Figure 2.4: Comparison of how the positioning of the non-zero elements, represented by
×, in a sparse matrix, Q, can affect the sparsity of its Cholesky factor, L.

on these roots, resulting in multiple non-zero values towards the top-left of the
precision matrix Q.

On models with a simple structure, variables can be specified in GDAGsim in
a more optimal ordering, where such an ordering is found using some careful
thought. But on more complicated examples, such an optimal ordering cannot
be found trivially. Looking at the matrix in Figure 2.5a, an optimal re-ordering
of rows and columns that will minimise Cholesky fill-in is not easy to spot. The
location of the non-zero entries for Figure 2.5a come from the ‘Can 61’ dataset
of the Harwell-Boeing collection3 with values modified to produce a positive-
definite matrix.

It is desirable that the user of the GDAGsim software should be free to specify
nodes in an intuitive order, without being penalised with poor Cholesky decom-
position performance caused by a bad ordering of variables. The solution is to
use an algorithm that finds an optimal permutation matrix, which can be used
to re-order the precision matrix Q before the Cholesky decomposition is taken.
Therefore the aim is to find a permutation matrix P, such that C = PQPT gives

3http://math.nist.gov/MatrixMarket/data/Harwell-Boeing/cannes/can___61.html
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Natural Ordering of Q

nnz:    557 ( 14.97%)

(a) The naturally ordered matrix Q.
Number of non-zero entries in lower-
triangle is 309 (16.34%)

Natural Ordering of L

nnz:   1484 ( 39.88%)

(b) The Cholesky factor L of the
naturally-ordered Q in Figure 2.5a.
Number of non-zero entries in lower-
triangle is 1484 (78.48%)

AMD Ordering of Q

nnz:    557 ( 14.97%)

(c) The AMD ordered version of Q
in Figure 2.5a. Number of non-zero
entries in lower-triangle remains 309
(16.34%)

AMD Ordering of L

nnz:    361 (  9.70%)

(d) The Cholesky factor L of the AMD-
ordered Q in Figure 2.5c. Number of
non-zero entries in lower-triangle is
361 (19.09%)

Figure 2.5: The location of non-zero entries in an example sparse, symmetric, positive-
definite 61× 61 matrix. In the full matrix, Q, there are 309 non-zero elements (16.34%). For
a fairer comparison, each plot is captioned with the quantity and percentage of non-zero
values in the lower-triangle only, since the Cholesky factors only occupy these elements.
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the minimum amount of fill-in when taking the Cholesky factor of C. Unfortu-
nately, as demonstrated by Yannakakis (1981) this task is NP-complete, but there
are heuristic algorithms that find an approximately optimum permutation.

The approximate minimum degree (AMD) algorithm (Amestoy et al., 1996,
2004) is a commonly used algorithm for determining the optimum permutation
matrix before performing a Cholesky decomposition. As there is no algorithm
that can find a ‘perfect’ permutation, plenty of attempts to optimise minimum
degree algorithms have been contributed over the years (George and Liu, 1989).

As can be seen in Figure 2.5c, the algorithm attempts to reorder the rows and
columns of the matrix such that: rows with the highest density are placed in
the bottom/right of the matrix; the bandwidth is minimised by placing non-zero
values close to the diagonal; large rectangular blocks of non-zero values appear in
the permuted matrix, which will remain completely sparse in the Cholesky factor.

Figure 2.5b, which shows the non-zero values in the Cholesky factor of the
naturally-ordered matrix in Figure 2.5a, demonstrates the substantial fill-in en-
countered on the Cholesky factor—over three-quarters of the lower-triangle of
the matrix is now non-zero, compared to the original 16.34%. By performing a
Cholesky decomposition on an AMD-permuted version of Figure 2.5c, an imme-
diate improvement can be seen in Figure 2.5d with most of the sparsity being
maintained and the number of non-zero values being less than one-third of what
would be obtained without the permutation.

An increased number of non-zero values would carry a penalty in computation
time and memory usage whenever the Cholesky factor is used in any computa-
tion. Consequently, the performance gains from using minimum degree ordering
algorithms will generally outweigh the cost of running the algorithm to find an
approximately optimal permutation.

With the optimum permutation found, linear systems can be solved as,

(PAPT)(Px) = (Pb),

which will be quicker to compute if the Cholesky factor of (PAPT) can maintain
most of the sparsity held in A.
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2.3.3 Density calculations

Many of the multivariate Gaussian density calculations can be performed effi-
ciently once a sparse Cholesky factor of the precision matrix has been obtained.
Recall from Equation (2.6) that the multivariate Gaussian density in its canonical
parameterisation is given by

N (x; h, Λ) ∝ exp
{
−1

2
xTΛx + hTx

}
.

The most computationally demanding part of this calculation will be the calcula-
tion of xTΛx. Take Λ = LLT, obtained by a Cholesky decomposition. Then we
can simplify the calculation to,

xTΛx = xTLLTx =
(
LTx

)T(LTx
)
= vTv,

where LTx = v. Multiplication by the triangular matrix is less demanding than
multiplication by the full matrix.

The same method can be extended when calculating the density in the moment-
precision parameterisation, from Equation (2.5). Taking the Cholesky decomposi-
tion of Q = LLT and defining z = (x− µ), we can complete the calculation in a
similar manner:

(x− µ)TQ(x− µ) = zTLLTz =
(
LTz

)T(LTz
)
= vTv,

where LTz = v.
The density also requires the calculation of |Q|1/2, which we can obtain at little

extra cost once the Cholesky factor is known:

|Q|1/2 =
(
|L| × |L|T

)1/2
=
(
|L|2

)1/2
= |L|.

Since |L| is a triangular matrix, its determinant can be computed as the product
of its diagonal elements. Hence,

|Q|1/2 = ∏
i

lii.

Algorithm 6 in Appendix A details how to calculate the log-density for a mul-
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tivariate Gaussian density represented in the moment parameterisation.

2.3.4 Switching from canonical to moment parameterisation

We find it easiest to construct a Gaussian DAG model in GDAGsim by updating the
canonical parameters as each node is added. However, we may wish to convert
the model to a moment parameterisation in order to obtain a mean vector or
precision matrix; this parameterisation may be used to condition the model on
non-Gaussian observations in a latent Gaussian model. To do this, we prepare the
Cholesky decomposition of the canonical parameter matrix, Λ = LLT.

Computation of the mean (moment) parameter from the canonical parameters,
h and Λ, is given by,

µ = Λ−1h

Λµ = h

LLTµ = h. (2.15)

Let LTµ = v. Then (2.15) simplifies to,

Lv = h.

Forward-solving for v allows us to return to finding µ by back-solving the origi-
nal substitution, LTµ = v. Solving a set of triangular problems provides a more
efficient way to obtain µ than attempting to directly invert Λ.

2.3.5 Sampling from a multivariate Gaussian density

Suppose we have a d-dimensional multivariate Gaussian density with mean vec-
tor, µ, and precision matrix, Q, and we wish to generate a random sample from
this distribution. We already have a Cholesky decomposition of the precision
matrix, Q = LLT.

Begin by generating d independent realisations from a standard univariate
normal distribution, Zi ∼ N(0, 1), i = 1, . . . , d; methods to generate these values
are well-established (Box and Muller, 1958). When normalising x to be on the
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standard normal scale like the generated values of z, we find,

(x− µ)TQ(x− µ) = (x− µ)TLLT(x− µ) = [LT(x− µ)]T[LT(x− µ)] ≡ zTz.

Using this result, we know to perform the following steps to create each sample:

LT(x− µ) = z [set w = (x− µ)]

LTw = z [Backsolve for w]

x = w + µ.

Therefore, realisations can be generated for the cost of a single sparse backward
solve if we have already computed the Cholesky factor. A summary of this method
is provided in Algorithm 7 of Appendix A.
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Integrated nested Laplace
approximations

3.1 Introduction

Performing Bayesian inference will often present integrals which cannot be per-
formed analytically. As a solution to this, Rue et al. (2009) describe the use
of Laplace approximations for the problematic densities to be integrated. The
method they propose is known as integrated nested Laplace approximations (INLA).

Rue et al. (2009) demonstrated that INLA can perform approximate Bayesian
inference on latent Gaussian models with a sparse latent structure, often achiev-
ing results very close to the densities obtained from long Markov chain Monte
Carlo runs in a much quicker time. This has led to its adoption as a means of
performing Bayesian modelling in a number of fields. Applications in Ecology
have used INLA for Bayesian modelling to identify that increased forest species
diversity can reduce the transmission risk of pathogens (Haas et al., 2011), but also
that insects and pathogens have a large role to play in maintaining tropical plant
diversity (Bagchi et al., 2014). Spatio-temporal models are also popular applica-
tions for INLA as they often satisfy the requirement for a sparse latent field, such
as the modelling of veterinary data in Switzerland (Schrödle et al., 2011), digital
mapping of soil properties in Scotland (Poggio et al., 2016), and investigating links
between air pollution and socio-economic status (Hajat et al., 2013). The INLA
method was extended by van de Wiel et al. (2012) to allow for joint shrinkage of
priors for analysis of RNA sequencing data.
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There are restrictions on what models can be handled effectively by the INLA
method, with one of the most notable being that the dimension of the model pa-
rameters must be small, i.e. dim(θ) ≤ 6, since the numerical integration strategies
will struggle in high-dimension spaces. The latent structure can be of very high-
dimension, provided it demonstrates a considerable degree of sparsity between
latent variables.

3.2 Method

We will present the method for performing integrated nested Laplace approxi-
mations as described by Rue et al. (2009). We then use an example later on in
Section 3.3 to help demonstrate the calculations in more detail.

There are two main posterior marginals which we are aiming to find. The first
are posterior marginals for the elements of the latent field, which can be obtained
as follows,

π(xj|y) =
∫

π(xj | θ, y)π(θ | y) dθ. (3.1)

We are also interested in the posterior marginals for each of the parameters. These
are obtained from the joint distribution of all parameters by integrating out all
other parameters:

π(θk | y) =
∫

π(θ | y) dθ\k, (3.2)

where θ\k denotes the set of parameters with the k-th parameter removed.
In order to obtain these, nested approximations are used:

π̃(xj | y) =
∫

π̃(xj | θ, y)π̃(θ | y) dθ (3.3)

π̃(θk | y) =
∫

π̃(θ | y) dθ\k, (3.4)

where π̃(· | ·) denotes an approximated distribution conditional on its arguments.
This will require obtaining the approximated distributions π̃(xj | θ, y) and π̃(θ | y).

An approximation for π(θ | y) can be derived by factorising the joint distribu-
tion as,

π(x, θ, y) = π(y)π(θ | y)π(x | θ, y),
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and rearranging for π(θ | y):

π(θ | y) =
π(x, θ, y)

π(x | θ, y)π(y)
. (3.5)

The equality of Equation (3.5) highlights that since the left-hand side of this
equation does not depend on the latent variables x, the right hand side of this
equation must also not depend on x. This is demonstrated by the factorisation
performed in Appendix B.1. As a result, Equation (3.5) can be evaluated at any
convenient value of x we choose. The most stable approximation can then be
obtained where the density is well-represented by the modal configuration of
x?(θ). So π̃(θ | y), the approximation for π(θ | y) in Equation (3.5), is given by,

π̃(θ | y) ∝
π(x, θ, y)

π̃G(x | θ, y)

∣∣∣∣
x=x?(θ)

, (3.6)

where x?(θ) is the modal configuration of the latent elements, x, in the latent field
conditional on a given θ, and π̃G(x | θ, y) is a Gaussian approximation of the full
conditional of x. Producing the Gaussian approximation is a method described in
Section 3.2.2.

3.2.1 Approximating marginal densities of hyperparameters

We will need an approximation of π̃(θ | y) for use in the integrals of Equations (3.3)
and (3.4). The numerator of Equation (3.6) can be easily computed using an alter-
native factorisation of the joint distribution:

π(x, θ, y) = π(θ)π(x | θ)π(y | x, θ) (3.7)

where we have that

• π(θ) is the hyperparameter distribution.

• π(x | θ) is the Multivariate Gaussian distribution of all elements of our latent
field.

• π(y | x, θ) is the likelihood distribution which our observations follow.

During the calculation of Equation (3.6), we will also need to find the modal
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configuration of the latent field for the Gaussian approximations. This process is
explained in Section 3.2.2.

The density of the approximate posterior marginal of all parameters π̃(θ | y)
can be explored using a grid integration method as follows:

1. Maximise the log-density, log[π̃(θ | y)], with respect to θ, so that a modal
value θ? is found. A quasi-Newton method, such as the BFGS algorithm
(Broyden, 1970; Fletcher, 1970; Goldfarb, 1970; Shanno, 1970), is useful for
this and a gradient function can be found using finite differencing.

2. Calculate the negative Hessian, H, at the parameter density mode, θ?. Set
Σ = H−1 and take an eigendecomposition of Σ = VΛVT. Use this eigende-
composition to reparameterise for z as follows,

θ(z) = θ? + VΛ
1
2 z. (3.8)

3. Use the new z parameterisation to create a new set of coordinate axes. Se-
lect points along each of these new axes as long as the density is above a
threshold of interest, creating a regular lattice of points throughout the den-
sity according to the directions of the new coordinate axes for z. Smith et al.
(1987) use this reparameterisation as “an appropriate linear transformation,
to a new, approximately orthogonal, set of parameters”, allowing densities
to be efficiently explored according to their shape.

4. A type of kernel density estimation or an interpolant can be created from
these points which can be used to perform numerical integration for the
posterior marginal distributions of the parameters.

More detail to steps 1–3 are given in Section 3.3.5, while a detailed description
of the kernel density estimation can be seen in Section 3.3.6.

3.2.2 Gaussian approximations

In order to obtain the density of π̃(xj | y) from Equation (3.4), we need the ap-
proximation π̃(xj | θ, y), and the simplest approximation for this is a Gaussian
approximation. One such Gaussian approximation would have already been per-
formed when exploring π̃(θ | y).
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We need to find the modal configuration of the elements in the latent field,
which we find iteratively using a Newton-Raphson method. Assuming the latent
structure is a replacedmMultivariate Gaussian of zero mean, the Gaussian density
we are approximating is of the form,

π̃(x | θ, y) ∝ exp

[
−1

2
xTQ(θ)x + ∑

i
log {π (yi | xi, θ)}

]

∝ exp

[
−1

2
xTQ(θ)x + ∑

i
gi(xi)

]
, (3.9)

where gi(xi) = log {π (yi | xi, θ)}.
An initial guess at the modal configuration is made, denoted as µ(0). Then

gi(xi) is then expanded around the guess µ using a Taylor series up to the second
order terms,

gi(xi) ≈ gi

(
µ
(0)
i

)
+ bixi −

1
2

cix2
i + o

(
x3

i

)
, (3.10)

with bi and ci both dependent on θ. The aim will be to iteratively solve the equa-
tion [Q + diag(c)]µ = b for µ and recomputing the values of bi and ci until µ

converges to the modal configuration of the latent variables, x?. This gives a
Gaussian distribution with mean x? and precision matrix Q? = Q + diag(c).

A demonstration of this method applied to an example model is given in
Section 3.3.4.

It is useful to find a good initial guess µ(0) of the modal configuration to reduce
the number of iterative steps needed to converge on the modal configuration.
Yoon and Wilson (2011) propose a method to get close to the solution of,

−d π̃(x | θ, y)
d x

= 0.

This is often not possible, especially where the derivative contains an exp{x} term,
so this cannot usually be solved directly for x. Their solution is to transform the
problem from vector space into the diagonals of a matrix space. This allows for the
equation to be solved, before the diagonal values of the matrices are transformed
back into vectors and used as the initial guess µ(0).

Better estimates can be obtained by using a Laplace approximation, where
third-order terms of the Taylor expansion are also considered (Gamerman and
Lopes, 2006) to account for skew in the latent densities, or simplified-Laplace
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approximation instead of the Gaussian approximation. These improved estimates
do come at a slight computational cost.

3.3 Application to traffic ‘near-miss’ example

3.3.1 Near-misses on the Place Charles de Gaulle

To demonstrate the calculations used by INLA, we will apply them to a simple,
fictional model.

Place Charles de Gaulle (informally known as the Arc de Triomphe roundabout)
is a major road junction in central Paris where 12 roads meet and priority is given
to vehicles entering the roundabout; this causes congestion and makes it notori-
ously hazardous to navigate safely. With an interest in minimising hazards on
the road, we choose to observe the number of collisions and near-misses1 that
occur every 60 seconds, treating this as Poisson count data. We believe that the
rate of this Poisson distribution changes over time depending on an unobserved
latent process—which we assume follows an autoregressive process—influenced
by some unmeasured mixture of the prevailing traffic flow levels, road surface
wetness and average vehicle speed.

We have n observations, yi, i = 1, . . . , n from Y ∼ Pois(λ). We then have a link
function λi = Ei exp(ηi), i = 1, . . . , n, where ηi is the linear predictor and Ei > 0
is a known constant (or log(Ei) is the offset of ηi). The linear predictor is,

ηi = α + xi, i = 1, . . . , n,

where α is an intercept term and x is an AR(1) process with mean 0 and autore-
gressive constant |φ| < 1:

xi = φxi−1 + εi; |φ| < 1; εi ∼ N(0, σ2); i = 2, . . . , n. (3.11)
1 we may choose to define a near-miss as an event where a driver has to brake or turn suddenly

in reaction to another driver’s actions.
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3.3.2 Construction of sparse precision matrix

It can be shown that for the AR(1) process given in Equation (3.11), the variance
of each term is

Var(xi) = Var(φxi−1 + εi) =
σ2

1− φ2 , (3.12)

while for covariance between values of x is,

Cov(xi−i, xi) = Cov(xi, xi−1) = Cov(φxi−1 + εi, xi−1) = φ
σ2

1− φ2 ,

and it can more generally be shown that,

Cov(xi−k, xi) = Cov(xi, xi−k) = φk σ2

1− φ2 , (3.13)

for k = 1, . . . , i − 1. Derivations for Equations (3.12) and (3.13) are provided in
Appendix B.2.
The values of Equations (3.12) and (3.13) allow us to find the dense covariance
matrix Σ(θ) for x:

Σ(θ) =
σ2

1− φ2



1 φ φ2 · · · φk

φ 1 φ
. . . φk−1

φ2 φ 1 . . . φk−2

... . . . . . . . . . ...
φk φk−1 φk−2 · · · 1


It is more convenient to work with the precision matrix Q(θ), which shows

conditional dependence between variables as opposed to the covariance, since this
may produce a sparse matrix, allowing for efficient computations. The precision
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matrix for this AR(1) process is,

Q(θ) = Σ−1(θ) =
1
σ2



1 −φ 0 · · · 0 0 0

−φ φ2 + 1 −φ
. . . 0 0 0

0 −φ φ2 + 1 . . . 0 0 0
... . . . . . . . . . . . . . . . ...

0 0 0 . . . φ2 + 1 −φ 0

0 0 0 . . . −φ φ2 + 1 −φ

0 0 0 · · · 0 −φ 1


(3.14)

We will later find it useful to work with the Cholesky decomposition of this
matrix. We define U to be the upper (right) Cholesky factor of Q so that Q = UTU,
and the lower Cholesky factor to be L = UT. The upper Cholesky factor for an
AR(1) precision matrix as shown in Equation (3.14) is

U(θ) =
1
σ



1 −φ

1 −φ
. . . . . .

1 −φ√
1− φ2


(3.15)

Recall from Section 2.3.3 that having the Cholesky factor, either L or U, allows
computation of |Q| and log |Q| with little additional computational cost:

|Q| =
[

n

∏
i=1

lii

]2

=⇒ log |Q| = 2
n

∑
i=1

log (lii). (3.16)

The prior distributions are placed on (θ1, θ2, θ3) as opposed to being directly
placed on (σ, φ, µ). In line with a reparameterisation made by Rue et al. (2009),
we link θ1 to σ using,

θ1 = log(κ) = log
[
τ(1− φ2)

]
= log

(
1− φ2

σ2

)
, (3.17)

θ2 to φ using,

θ2 = log
(

1 + φ

1− φ

)
, (3.18)
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and θ3 is linked directly to µ as θ3 = µ.
So when the precision matrix Q(θ) is constructed for a given (θ1, θ2), we con-

vert the values to φ and σ before using them in the precision matrix. The values
of φ and σ are obtained by inverting Equations (3.17) and (3.18):

φ =
2 exp(θ2)

1 + exp(θ2)
− 1; σ =

√
1− φ2

exp(θ1)
.

We place prior distributions on the parameters as follows:

θ1 ∼ logGamma(α, β),

θ2 ∼ N(µφ, σ2
φ),

θ3 ∼ N(µµ, σ2
µ).

For these examples, we will use vague priors as used by the INLA software, for the
purposes of verification.

3.3.3 Finding the marginal hyperparameter distribution

With the precision matrix created, we can now begin to construct the approxima-
tion π̃(θ | y) as given in Equation (3.6). When including Equation (3.7) for the
numerator of this expression we have,

π̃(θ | y) ∝
π(θ)π(x | θ)π(y | x, θ)

π̃G(x | θ, y)

∣∣∣∣
x=x?(θ)

(3.19)

We can calculate each part to this in turn:

• π(θ) is the distribution of our parameters θ = (θ1, θ2, θ3). With θ1 following
a log-Gamma distribution and θ2 and θ3 following a Gaussian distribution,
the density of π(θ) simply becomes,

π(θ) = π(θ1)π(θ2)π(θ3)

=
βα

Γ(α)
exp

{
αθ1 − βeθ1

} 1
σφ

√
2π

exp

{
−
(θ2 − µφ)2

2σ2
φ

}

× 1
σµ

√
2π

exp

{
−
(θ3 − µµ)2

2σ2
µ

}
.
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The log of this density is

log[π(θ)] = α log(β)− log[Γ(α)] + αθ1 − βeθ1

− log(σφ)−
1
2

log(2π)−
(θ2 − µφ)2

2σ2
φ

− log(σµ)−
1
2

log(2π)−
(θ3 − µµ)2

2σ2
µ

. (3.20)

• π(x | θ) is the multivariate Gaussian density of the latent field, conditional
on the current value of θ. Assuming a zero-mean latent Gaussian structure
(µ = 0) and using a precision matrix Q(θ) constructed from the current θ,
this has density,

π(x | θ) =
|Q(θ)|1/2

√
2π

d exp
{
−1

2
xTQ(θ)x

}
, (3.21)

which we will evaluate at the mode of x = x?(θ). Recalling the log density
of |Q| from Equation (3.16), the log-density of Equation (3.21) is,

log[π(x | θ)] = ∑
i
[log uii(θ)]−

d
2

log(2π)− 1
2

xTQ(θ)x. (3.22)

• The likelihood of π(y | x, θ) in the case where observations yi follow a Pois-
son distribution with parameter Ei exp(xi) is,

π(y | x, θ) = ∏
i

(Eiexi)yi exp (−Eiexi)

yi!
.

The log of this distribution is

log [π(y | x, θ)] = ∑
i

yi log(Ei) + ∑
i

yixi −∑
i

Eiexi −∑
i

log(yi!). (3.23)

• The denominator of Equation (3.19) contains the distribution of the Gaussian
approximation, π̃G(x | θ, y), which has density,

π̃G(x | θ, y) =
|Q?(θ)|

1
2

√
2π

d exp
{
−1

2
(x− µ)TQ?(θ)(x− µ)

}
, (3.24)
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where Q?(θ) = Q(θ) + diag(c) which is calculated from the Gaussian ap-
proximation. The log of the density in Equation (3.24) is

log[π̃G(x | θ, y)] = ∑
i
[log u∗ii(θ)]−

d
2

log(2π)− 1
2
(x− µ)TQ?(θ)(x− µ).

(3.25)

The log-density of our approximation therefore becomes

log [π̃G(x|θ, y)] = α log(β)− log[Γ(α)] + αθ1 − βeθ1

− log(σφ)−
1
2

log(2π)−
(θ2 − µφ)2

2σ2
φ

− log(σµ)−
1
2

log(2π)−
(θ3 − µµ)2

2σ2
µ

+ ∑
i
[log uii(θ)]−

1
2

xTQ(θ)x

+ ∑
i

yi log(Ei) + ∑
i

yixi −∑
i

Eiexi −∑
i

log(yi!)

−∑
i
[log u∗ii(θ)] +

1
2
(x− µ)TQ∗(θ)(x− µ),

which we evaluate at x = x?(θ) that we obtain from a Gaussian approximation.

3.3.4 Performing the Gaussian approximation

For the Gaussian approximation, we need to know gi(xi) = log {π(yi | xi, θ)}
which we can obtain from Equation (3.23):

gi(xi) = log [π(yi|xi, θ)] = yi log(Ei) + yixi − Eiexi − log(yi!).

With µ(i) being the i-th guess of the mode, we expand gi(xi) around µ,

gi(xi) ≈ gi(µi) + g′i(µi) (xi − µi) +
g′′i (µi)

2
(xi − µi)

2

≈ gi(µi) + g′i(µi)xi − g′i(µi)µi +
1
2

x2
i g′′i (µi)− xiµig′′i (µi) +

1
2

µ2
i g′′i (µi),
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and combining all constant terms,

≈ gi(µi) + xi
[
g′i(µi)− µig′′i (µi)

]
− 1

2
x2

i
[
−g′′i (µi)

]
+ const. (3.26)

We now need the values of g′i(xi) and g′′i (xi):

g′i(xi) = yi − Eiexi , and g′′i (xi) = −Eiexi .

When applying Equation (3.26) to Equation (3.10) we can derive that,

bi(µi) = g′i(µi)− µig′′i (µi) and ci(µi) = −g′′i (µi)

= yi − Eieµi + µiEieµi = Eieµi .

= yi + (µi − 1)Eieµi ,

Starting with the initial guess µ(0), we can solve [Q + diag(c)] µ(1) = b to find µ(1).
This is repeated until µ converges to the mode x? of a Gaussian distribution with
precision matrix Q? = Q + diag(c?).

An example of the result from a Gaussian approximation for x in this situation
is shown in Figure 3.1. When the latent values take low values (generally below
zero), the confidence intervals are very wide. This occurs since negative values
of x will often result in observations y taking values of zero. Consequently, we
can only make a vague guess as to where the actual latent value is, with only the
knowledge that x is likely to be negative.

3.3.5 Exploring the density of the parameters

The first stages of this process are described briefly in Section 3.2.1. Having per-
formed a Gaussian approximation at the initial value of θ, which obtains the guess
of the modal configuration of the latent field x?(θ) along with its precision matrix
Q?(θ), we now need to find the maximum value of the log-density log[π̃(θ | y)].

Quasi-Newton optimisers are readily available in several programming lan-
guages, but the optimiser may need to be repeatedly called since every time we
have optimised our value of θ, we need to repeat the Gaussian approximation at
this new value of θ for updated values of x?(θ) and Q?(θ). We then repeat the
cycle of optimisation on θ and x?(θ) until both have converged to the maximum
of the log[π̃(θ | y)] density. At this point, we say we have found the modal value
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Figure 3.1: An example of the Gaussian approximation guessing the simulated latent
field. The “true” latent values, x, are shown by the black line; the mode of the Gaussian
approximation, x?, is shown by the solid red line, with 95% probability intervals given by
the shaded red area.

θ?.
We find a Hessian at the modal value θ? using finite-differencing. We need to

take the negative of this Hessian, so that result is a Hessian H > 0. Let Σ = H−1

and take the eigendecomposition of this to get Σ = VΛVT. To save the compu-
tational cost of inverting the Hessian H before taking the resulting eigendecom-
position, simply note that the eigendecomposition of H = Σ−1 = VΛ−1VT. We
now create a new parametrisation for the model parameters, which we call z and
specify this parameterisation as,

θ(z) = θ∗ + VΛ
1
2 z

By exploring around z-space in regular step sizes δz, we can efficiently explore
around the θ-space. We start by exploring from the mode along each axis in z,
until the density drops below a pre-detemined threshold δπ in each direction.
Once this has been done for each z axis, we then fill in all the remaining points
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between the axes following the same grid, but only while these points stay above
the threshold.

Once this is done, we will have explored the density to obtain a list of coordi-
nates in z, which we can easily convert back to θ, and the density of each of these
points. We can use these θ coordinates along with their associated densities to
perform the numerical integration specified in Equations (3.3) and (3.4).

3.3.6 Performing numerical integration

Recall from Equation (3.4) that we wish to find the marginal of each hyperparam-
eter, which is obtained from performing this integration,

π̃(θk | y) =
∫

π̃(θ | y) dθ\k.

Having explored the density of π̃(θ | y) as described in Section 3.3.5, we now
have a grid of coordinates where the density is non-negligable, along with the
corresponding densities at those locations. As we have explored the densities in
z-space, our grid of exploration coordinates are very unlikely to align with the
axes in θ space.

Attempting to sum densities within fixed-width intervals along θ-axes can
be unreliable when the regular grid of explored coordinates does not align with
the θ-axes. This happens because some of the intervals used may not necessarily
contain a consistent amount of evaluated density points, especially where narrow
intervals are used.

In order to be able to easily and reliably construct posterior marginals π̃(θk | y),
we will remove the dependency of the coordinates having to align with the θ-axes
and the need for selecting fixed interval widths, by using a variation of kernel
density estimation.

Kernel density estimation would normally construct a density by assigning a
Gaussian density to each individual value of a random sample from a density. Be-
ing from a random sample of size N, each Gaussian density constructed around
a sampled value would be given equal weighting, wi = 1/N, i = 1, . . . , N. By
adding the Gaussian densities, the sample can be used to build a representation of
the overall density. The variance of each Gaussian density would also need to be
carefully selected, which raises the issue of bandwidth selection—an excessively
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large bandwidth will lose too much information about the density, while a band-
width that is too small will cause a density that is too “spiky” and not smooth
enough.

However, in our situation we have a regular grid of points with their own cor-
responding densities, as opposed to a random scatter of points where each point
can be considered equally important. This means adjustments will be needed to
the usual method of kernel density estimation, with the main changes being to
the weighting applied to each point’s Gaussian density.

For simplicity, we describe this method in a two-dimensional context for θ,
noting that the methodology extends trivially to higher dimensions. For the ex-
ample described in Section 3.3.1, we can easily extend the method to work on
3-dimensions. Note that the computational cost of this method does increase
dramatically as the dimension of θ increases.

Consider a two-dimensional density of π̃(θ | y) which is explored in z-space,
where each coordinate from the exploration can be written as (z1,p, z2,q). Using
the transformation from Equation (3.8), we can convert from z-space to θ-space:

(z1,p, z2,q) 7→ (θ1,i, θ2,j).

We then apply a weight wi,j to each point we explored in the density. The
weight assigned to each point is taken from the density at that coordinate:

wi,j = π̃(θ1,i, θ2,j | y).

Then the weights are all normalised by the total sum of all weights,

w∗i,j =
wi,j

∑i ∑j wi,j
,

such that ∑i ∑j w∗i,j = 1.
A Gaussian distribution is centered around each coordinate, (θ1,i, θ2,j), from

the exploration, with each scaled by their corresponding weights w∗i,j. By summing
every Gaussian density created, we have constructed the posterior marginals:

π̃(θ1, θ2 | y) = ∑
i

∑
j

w∗i,j N
(
(θ1, θ2); (θ1,i, θ2,j), Σθ

)
,
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where Σθ is the kernel bandwidth matrix. This method can be generalised in the
obvious way for models where there is only one hyperparameter or more than
two parameters.

We can marginalise this to obtain the marginal posterior distributions of each
hyperparameter. For example, the posterior marginal density of θ1 | y is,

π̃(θ1 | y) = ∑
i

∑
j

w∗i,j N
(

θ1; θ1,i, [Σθ]11

)
.

As mentioned earlier, selection of the correct bandwidth is important in kernel
density estimation, and this is still true in this variation of the method. We can
gain an idea of what bandwidth to use thanks to Rue et al. (2009), who explain that
the eigendecomposition that forms the basis of Equation (3.8), Σ = H−1 = VΛVT,
would be the covariance matrix for θ if the density were Gaussian, and also that
z ∼ N(0, I) whenever this posterior is Gaussian.

Let Σz be the covariance (bandwidth) matrix for a Gaussian distribution used
if the kernel density estimation were to be performed in z-space, and Σθ be the
corresponding standard deviation that would be needed to match this in θ-space.
Since we explore z-space in equal step sizes along each direction of z, we intu-
itively set the standard deviation σ of each Gaussian distribution to be equal to the
step size, δz. This provides us with a kernel bandwidth matrix of Σ2

z = σ2I = δ2
z I,

where I is the identity matrix.
We now need to convert this bandwidth into something appropriate for θ-

space. Recalling that Σ would be the covariance matrix in θ-space, we scale the
covariance matrix from z-space appropriately:

Σθ = ΣΣz

= Σσ2I = Σδ2
z I

= δ2
z VΛVT.

If we wish to consider bandwidth in terms of the standard deviations, we can
obtain,

Σ
1/2
θ = δzVΛ

1/2,

meaning that the kernel density bandwidth for the integration in θ depends on
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the step size, δz, used to explore the z-space and the eigendecomposition of the
Hessian, H.

3.3.7 Results

For this example, the AR(1) walk of dimension 1000 and its corresponding obser-
vations were simulated according to the model with, α = 2, φ = 0.9 and σ = 1.
When converted into θ values using Equations (3.17) and (3.18), they become,

θ1 = log
(

1− φ2

σ2

)
= log

(
1− 0.92

12

)
= −1.66

θ2 = log
(

1 + φ

1− φ

)
= log

(
1 + 0.9
1− 0.9

)
= 2.94

θ3 = α = 2
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Figure 3.2: Comparison of MCMC results for θ = θ1, θ2, θ3 displayed as histograms, along
with “true” parameter values as a blue line, the estimates from the R-INLA package
displayed as a red line and a recreation of the INLA method using the weighted kernel-
density estimation shown as a green line. The MCMC output consists of 10000 iterations
(thinned by 30) produced by JAGS.

Figure 3.2 demonstrates that the methods are able to produce similar inference
for the parameter values, with the “true” parameter values well represented by
all of the schemes.

The R-INLA package has used its most accurate integration strategy: grid-
exploration with the step-size δz = 0.2. Our own INLA method attempts to
recreate the results of the INLA package, except while the grid-exploration used
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here uses the same step-size δz = 0.2, this uses a greater log-density threshold δπ to
reduce computational efforts, and used the kernel density method for constructing
the marginal density. The fit of the R-INLA package appears to be better than our
own attempt due to the greater threshold δπ allowing more of the density to be
explored.

The R-INLA package has arguably produced a better fit to the densities of θ

than our own attempts, which here is a direct consequence of the greater thresh-
old δπ that has been used. When the R-INLA package is restricted to the same
threshold δπ as our INLA code, the results seem less satisfactory. The R-INLA
package fails to represent the density in the tails of some distributions and does
not evaluate the θ2 density above values of 3.3; the cause of this is unclear. Use of
the kernel density estimation avoids this and produces a satisfactory fit, despite
the compromise lower δπ threshold.
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Chapter 4

Markov chain Monte Carlo methods
for Bayesian inference

4.1 Introduction

Under a Bayesian framework, we wish to understand the uncertainty around
unseen parameters of the model, θ, where we have observed data, y. We may
hold prior views about the possible parameter values for θ, which can be de-
scribed by a probability density function, π(θ). Where a suitable model is used,
the observed data will depend on the model parameters according to its density
function, fy(y | θ). In the case where observations are conditionally independent
given any parameters in the model, as will be the case in the latent Gaussian mod-
els considered in this thesis, the likelihood function of the data can be computed
as,

π(y | θ) = ∏
i

fy(yi | θ).

The prior beliefs about the parameter distribution can be combined with the
observations using Bayes’ Theorem to obtain a posterior distribution for the pa-
rameters:

π(θ | y) =
π(θ)π(y | θ)∫

θ π(θ)π(y | θ) dθ
. (4.1)

By integrating over the possible parameter values, the denominator of Equa-
tion (4.1) no longer depends on θ and simply becomes a normalising constant.
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We can therefore simplify this to,

π(θ | y) ∝ π(θ)π(y | θ),

which is to say that the posterior density is proportional to the product of the prior
and the likelihood density.

Performing the integrals analytically is typically unfeasible if non-conjugate
distributions are used, so Markov chain Monte Carlo (MCMC) methods are often
employed to do this.

4.2 Using MCMC for Bayesian inference

Monte Carlo integration uses random independent samples to evaluate a definite
integral. This can be performed for a multi-dimensional integral, but the increased
dimension makes integration more time-consuming as areas of low density are
more likely to be explored. In practice, the integration does not necessarily need
to be performed using independent samples, but can instead be performed by
constructing a Markov chain to explore areas of support for the target distribution
(Gilks et al., 1995; Gamerman and Lopes, 2006).

This is due to the memoryless property of Markov chains, which for a stochas-
tic process, {X0, X1, . . .}, describes that the next value Xt+1, given the current
and all previous states in the process, will only depend on the current state Xt.
Formally, this is noted as,

P(Xt+1 ∈ A | X0, X1, . . . , Xt) = P(Xt+1 ∈ A | Xt)

for any set A and conditional probability P(· | ·) (Gilks et al., 1995). Under cer-
tain conditions, the Markov chain is then able to converge to a unique stationary
distribution, φ(x), if the Markov chain satisfies detailed balance, that is,

φ(x)φ(x, y) = φ(y)φ(y, x),

for transition kernel φ(x, y), and any x, y. For Bayesian inference, the stationary
distribution of the chain is the target posterior distribution for which inference is
desired.

The starting value of the chain will eventually be forgotten thanks to the mem-
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oryless property, but all states should be discarded until the chain converges to
the stationary distribution; the period discarded prior to convergence is known
as a burn-in period.

4.3 Gibbs sampler

The Gibbs sampler was first demonstrated by Geman and Geman (1984) on a
Markov random field model used for image processing. Gelfand and Smith (1990)
later noticed a relationship between the Geman and Geman (1984) concept of a
Gibbs sampler, and both the Metropolis-Hastings algorithm (Hastings, 1970) and
data augmentation method by Tanner and Wong (1987), before describing how to
extend this to general statistical distributions.

To construct the target samples from the joint posterior distribution, a set of full-
conditional distributions are produced where each one can be sampled from. Each
of these distributions is then repeatedly sampled from based on the current state
of all other parameters, until the desired number of samples have been generated
from the target distribution. A fixed-sweep or deterministic-sweep Gibbs sampler
refers to the case where each parameter is sampled sequentially, which is the
method described in Algorithm 1. The random-sweep Gibbs sampler selects a
random order in which to update each parameter at each iteration, which creates
a reversible MCMC chain that is easier to analyse (Roberts and Sahu, 1997; Brooks,
1998).

Once the chain has converged to the stationary distribution, all samples come
from the distribution π(θ). Since each parameter value is only dependent on the
last parameter values to be generated, the Markov chain is homogeneous.

4.4 Metropolis-Hastings

The ability to perform Gibbs sampling methods from Section 4.3 relies on the
ability to know the full conditional distribution and sample from this. This is gen-
erally only feasible if conditionally-conjugate priors are used, where the product
of certain prior distributions with the likelihood distribution produces tractable
conditional posterior distributions that can be sampled from (Gelman et al., 2013).
Where this is not possible, the Metropolis-Hastings (MH) algorithm—created by
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Algorithm 1: A fixed-sweep Gibbs sampler algorithm.

Initialise θ(0) =
(

θ
(0)
1 , . . . , θ

(0)
d

)
;

for i := 1 to N do
Sample new θ(i) values from each full-conditional distribution:

θ
(i)
1 ∼ π

(
θ1 | θ

(i−1)
2 , . . . , θ

(i−1)
d

)
θ
(i)
2 ∼ π

(
θ2 | θ

(i)
1 , θ

(i−1)
3 , . . . , θ

(i−1)
d

)
θ
(i)
3 ∼ π

(
θ3 | θ

(i)
1 , θ

(i)
2 , θ

(i−1)
4 , . . . , θ

(i−1)
d

)
...

θ
(i)
d ∼ π

(
θd | θ

(i)
1 , . . . , θ

(i)
d−1

)
end
Result: N samples from the target distribution for each of the d parameters.

Hastings (1970) as an extension to work by Metropolis et al. (1953)—allows for
samples to be generated from a distribution where the density can only be calcu-
lated up to a constant of proportionality.

To demonstrate a step of the Metropolis-Hastings method, suppose we have
a single parameter, θ, to update; multiple parameters can be updated trivially by
repeating the MH-step for each parameter. A proposal distribution, q(θ∗ | θ), is
selected for the purpose of generating proposal values where the chain should
next move to. The probability of accepting the move based on the proposed value
is given by α(θ∗ | θ) = min{1, A}, where,

A =
π(θ∗)

π(θ)

q(θ | θ∗)

q(θ∗ | θ)
.

If the proposed move is rejected, then θ remains at its existing value and the
MCMC routine continues as before. Algorithm 2 shows these steps in more detail.

Where a proposal comes from a symmetric proposal distribution, we find that
q(θ | θ∗) = q(θ∗ | θ), resulting in a simplification of Equation (4.4):

A =
π(θ∗)

π(θ)
.
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Algorithm 2: A Metropolis-Hastings method for drawing samples from the
univariate density, π(θ).

Initialise θ(0);
for i := 1 to N do

Generate proposal: θ∗ ∼ q(θ∗ | θ(i−1));
Compute acceptance probability:

α
(

θ∗ | θ(i−1)
)
= min

{
1,

π(θ∗)

π
(
θ(i−1)

) q
(
θ(i−1) | θ∗

)
q
(
θ∗ | θ(i−1)

)} ;

Sample u ∼ U(0, 1);
if u < α(θ∗ | θ(i−1)) then

θ(i) := θ∗;
else

θ(i) := θ(i−1);
end

end
Result: N samples from the target distribution, π(θ).

This is known as the Metropolis sampler; a special case of the MH method. In this
situation, we find that the proposal will always be accepted if the proposed move
is to a location of higher density.

A development of using the symmetric proposals in a Metropolis scheme is the
use of a random walk sampler. Here we define ‘innovations’, ω, to be i.i.d. pertur-
bations generated from the symmetric proposal distribution, fΩ, so that proposals
become θ∗ = θ + ω and have transition density q(θ∗ | θ) = fΩ(θ

∗ − θ) (Tierney,
1994). Common choices for a proposal distribution here include a bounded uni-
form distribution or Gaussian with zero mean.

The variance of the proposal distribution in the symmetric random walk will
influence how rapidly the chain converges. Large innovations will attempt to
explore the target density quickly, but the more ambitious moves proposed will
be less likely to be accepted, leading to the chain being too “hot”. Conversely,
small innovations on the proposals lead to higher acceptance probabilities, result-
ing in a “cold” chain that frequently moves to new values but is slow to explore
the entire density. Roberts et al. (1997) suggest methods for tuning the optimum
proposal variance on a Gaussian random walk and provide the theoretically opti-
mum acceptance ratio based on the dimension of the problem. Since this requires
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additional simulations to be performed and user interaction, Gibbs schemes are
considered more convenient to execute when possible.

The acceptance ratio of the Metropolis-Hastings scheme will depend on the
choice of proposal distribution—the acceptance ratio is higher when the proposal
distribution is similar to the target distribution. In fact, for the special case where
the proposal distribution comes from the target density up to a constant term,
we discover that Gibbs sampling is a special case of the Metropolis-Hastings
step where proposals are always accepted. To demonstrate this, suppose that
q(θ∗ | θ) ∝ π(θ∗), then the acceptance probability based on Equation (4.4) be-
comes α(θ∗ | θ) = min{1, A} where,

A =
π(θ∗)

π(θ)

q(θ | θ∗)

q(θ∗ | θ)
∝

π(θ∗)

π(θ)

π(θ)

π(θ∗)
= 1,

resulting in all moves being accepted.

4.5 Block samplers

Poor mixing of MCMC chains can occur where models have a large number of
parameters. The problem is exacerbated when the many parameters in the model
are highly correlated, leading to a posterior distribution that is difficult to explore
when each parameter is updated in turn. This effect can be reduced by reparame-
terising the model, but there are many situations where this will still fail to yield
a satisfactory result.

An alternative method for improving the problematic mixing of a MCMC
scheme is to employ blocking—the concept of simultaneously updating a group,
or ‘block’, of similar parameters as a single move during the MCMC scheme. The
ability to do this requires knowledge of the joint conditional distribution of all
parameters in the block to be updated. The block of parameters can be of high-
dimension with conditional dependence between these parameters, which in the
linear Gaussian case can be represented in the precision matrix. As a consequence
of working with this matrix, performing a block update is more computationally
expensive than performing a Gibbs update.

Roberts and Sahu (1997), which provides a nice example of how using an
equivalent reparameterisation of a model can improve mixing, also summarises
the ideas and benefits of the blocking method nicely with two quotes. The first
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describes a general belief about the positive correlation between block size and
the rate of chain’s convergence,

“the larger the blocks that are updated simultaneously – the faster the
convergence.” (Amit and Grenander, 1991)

The second attempts to explain why blocking helps combat the poor mixing
caused by highly correlated variables:

“[Blocking] moves any high correlation [between variables] from the
Gibbs sampler over to the random vector generator.” (Seewald, 1992)

This highlights how simulating multiple parameters at once, while incorporating
the dependence between variables, leads to MCMC chains which can explore in
the directions of the correlated density. In cases where there are highly correlated
variables in the model, the improved mixing offered by blocking methods can
considerably outweigh the additional computational overheads associated with
its implementation.

In many of the models, like that featured in Figure 2.2, there will be a correla-
tion between variables. While the precision matrix, like in Equation (2.3), can be
very sparse, the covariance matrix would be dense, indicating correlation between
those x. In these cases, we may find that simulating x as a block will improve mix-
ing. It is also worth considering that the parameters of the model θ may also be
highly correlated, so it may be beneficial to also simulate these as a block.

Where a block of parameters to be updated are independent, blocking schemes
will demonstrate no advantage over a standard Gibbs sampler, as the marginal
distribution of the block is equivalent to the conditional distribution for each up-
date in the Gibbs sampler. In this situation, we may find a Gibbs sampler is more
efficient to compute due to the removal of more expensive matrix computations.

Blocking methods are known to perform well in the literature (Roberts and
Sahu, 1997; Rue, 2001), including applications to MCMC for spatial disease map-
ping (Knorr-Held and Rue, 2002). More recent developments by Chib and Ra-
mamurthy (2010) allow block updating on irregular densities by tailoring the
proposal to the curvature of the posterior at that location, while also randomising
the size and content of each block.
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4.6 Data augmentation

In the case of a linear Gaussian model, the target distribution that we wish to sam-
ple from is π(x, θ | y). Samples from this target can be obtained using the method
of data augmentation described by Tanner and Wong (1987) where samples are
drawn from π(θ | x, y) and π(x | θ, y) in turn.

In many cases, including the case studies to be explored in Chapters 5 and 6,
there will be no conditional dependence between any of the parameters, θ, mean-
ing that samples from π(θ | x, y) can often be simulated one-at-a-time without
issues of poor mixing between themselves. The latent variables, x, are likely to
be highly correlated with each other so samples from π(x | θ) should be sampled
as a multivariate Gaussian block using the sparse matrix algorithm described in
Section 2.3.5 which is implemented in GDAGsim (Wilkinson, 2002).

Generating a sample of values for the j-th iteration of the scheme is done in
two stages. Firstly, each parameter is simulated in-turn from its full conditional
distribution:

θ
(j)
k | θ

(j−1)
\k , x(j−1), y,

but since θk is unlikely to be dependent on other parameters this will often simplify
to,

θ
(j)
k | x(j−1), y.

A GDAGsim model is created using θ(j) and conditioned on the observations
before a sample of the latent variables is generated as a block (Wilkinson and
Yeung, 2002):

x(j) | θ(j), y.

4.7 Marginal updating scheme

The target distribution we wish to sample from can be factorised as,

π(x, θ | y) ∝ π(θ)π(x | θ)π(y | x, θ). (4.2)

We might only be interested in performing inference for the parameters θ,
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with little or no interest in obtaining simulations from the latent field x. If this
is the case, we will be interested in simulating from π(θ | y). In order to tar-
get this posterior distribution, we would simulate proposal values of θ∗ from a
proposal distribution q(θ∗ | θ), and then accept θ∗ with acceptance probability
α(θ∗ | θ) = min{1, A}, where A is given by,

A =
π(θ∗ | y)
π(θ | y)

q(θ | θ∗)

q(θ∗ | θ)
. (4.3)

The success of such a method depends on being able to evaluate π(θ | y),
which will not be possible for the majority of models. Instead, we may seek an
approximation to the this density, π̃(θ | y). Use of an approximation means we
are now targeting an approximation of the posterior distribution as opposed to the
exact posterior distribution. If we combine this approximation with a symmetric
proposal distribution q(θ∗ | θ), the value of A in Equation (4.3) simply becomes

A =
π̃(θ∗ | y)
π̃(θ | y)

,

where the approximation π̃(θ | y) aims to integrate out all dependence on x:

π̃(θ | y) =
π(x, θ | y)

π̃G(x | θ, y)

∣∣∣∣
x=x?(θ)

and the numerator can be factorised as per Equation (4.2):

π̃(θ | y) ∝
π(θ)π(x | θ)π(y | x, θ)

π̃G(x | θ, y)

∣∣∣∣
x=x?(θ)

(4.4)

where x = x∗(θ) is the modal configuration of the latent field. As the LHS of
Equation (4.4) does not depend on x, it follows that the RHS does not either, so
this can be evaluated at any x desired. Rue et al. (2009) recommends evaluating
the density at the modal configuration x∗(θ), which is obtained Gaussian approx-
imation is performed at θ, for greatest accuracy in the approximation. A detailed
version of this method is given in Algorithm 3.

While this method does not perform inference on the latent variables, Liu
(1994) describes a method where these values could be obtained later using a
collapsed Gibbs sampler. Once the chain for θ | y has converged, we can use the
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Algorithm 3: A marginal update scheme for drawing samples from the uni-
variate density, π̃(θ).

Initialise θ(0);
for i := 1 to N do

Generate proposal: θ∗ ∼ q(θ∗ | θ(i−1));
Perform Gaussian approximation to find x?(θ∗);
Compute acceptance probability:

α
(

θ∗ | θ(i−1)
)
= min

{
1,

π̃(θ∗)

π̃
(
θ(i−1)) q

(
θ(i−1) | θ∗

)
q
(
θ∗ | θ(i−1))

}

where

π̃
(
θ(i−1)) = π(θ)π(x | θ)π(y | x, θ)

π̃G(x | θ, y)

∣∣∣∣
x=x?(θ)

;

Sample u ∼ U(0, 1);
if u < α(θ∗ | θ(i−1)) then

θ(i) := θ∗;
else

θ(i) := θ(i−1);
end

end
Result: N samples from the target distribution, π̃(θ).

samples obtained to generate values of x | θ, y, either during the main monitoring
run or as a separate run afterwards.

4.8 Two block sampler

Where the Marginal updating scheme in Section 4.7 targets an approximation
of the posterior distribution, the two-block sampler can be used to target the
exact posterior distribution. In addition, where the Marginal scheme defaults to
only drawing samples of the parameters, θ, this two-block method also produces
samples for the latent field, x.

The aim of this method is to alternate between updating from π(θ | x, y) and
π(x | θ, y). Symmetric random walks can be used for each new update of θ.
A Metropolis step is used to determine whether each proposed new value, θ∗

from proposal distribution qθ(θ
∗ | θ) and x∗ from proposal distribution qx(x∗ | x),
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should be accepted. The acceptance probabilities for each simulation will be:

1. For π(θ | x, y), the acceptance probability would be,

αθ (θ
∗ | θ) = min

{
1,

π(θ∗ | x, y)
π(θ | x, y)

qθ(θ | θ∗)

qθ(θ
∗ | θ)

}
.

2. For π(x | θ, y), the acceptance probability would be,

αx (x∗ | x) = min
{

1,
π(x∗ | θ, y)
π(x | θ, y)

qx(x | x∗)
qx(x∗ | x)

}
.

A suitable proposal distribution, qx, for x can be the optimised Gaussian ap-
proximation of the latent field, N

(
x?, Q?(θ)

)
.

4.9 Single block sampler

As with the two-block sampler in Section 4.8, this method for the single-block
sampler can also produce simulations from the exact posterior distributions for
parameters, θ, and the latent field, x. This targets the same posterior distribution
as is given in Equation (4.2).

Rather than alternate between sampling new values of θ∗ and x∗ using the
method in Section 4.8, a new set of values (θ∗, x∗) can be created in two steps:
A new θ∗ is proposed from a distribution qθ(θ

∗ | θ), then a new x∗ is proposed
from a distribution qx(x∗ | θ∗) conditional on the proposed θ∗. The proposed
(θ∗, x∗) are then either jointly accepted or rejected using a Metropolis step, with
acceptance probability α

(
(θ∗, x∗) | (θ, x)

)
= min{1, A} where

A =
π(θ∗)

π(θ)

π(x∗ | θ∗)

π(x | θ)

π(y | x∗, θ∗)

π(y | x, θ)

qθ(θ | θ∗)

qθ(θ
∗ | θ)

qx(x | θ)

qx(x∗ | θ∗)
. (4.5)

The first three terms of Equation (4.5) are given by Equation (4.2). A possible
proposal for qθ is a symmetric random walk, meaning A would be simplified since
qθ(θ | θ∗) = qθ(θ

∗ | θ). Meanwhile, the proposal distribution for qx(x | θ∗) comes
from the Gaussian approximation meaning qx(x | θ∗) = π̃G(x | θ∗, y).
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Hence A from Equation (4.5) would now simplify to,

A =
π(θ∗)

π(θ)

π(x∗ | θ∗)

π(x | θ)

π(y | x∗, θ∗)

π(y | x, θ)

π̃G(x | θ, y)
π̃G(x∗ | θ∗, y)

. (4.6)

This scheme proves to be useful when there is a strong dependence between
the parameters, θ, and the latent variables, x. This is in contrast to the two-block
sampler where the mixing of a scheme can be affected if there is a strong correla-
tion between the θ and x.

4.10 Blocking methods for Bayesian variable selection

models

4.10.1 Including indicators for inference

We can expand the blocking methods shown in this Chapter to allow for Bayesian
variable selection to be included in these models. We demonstrate this by sup-
posing there are binary indicators, I, such as those suggested by Kuo and Mallick
(1998) which act upon some latent variables. Developing on Equation (4.2), the
new target distribution would be,

π(x, θ, I | y) ∝ π(θ)π(I | θ)π(x | θ, I)π(y | x, θ, I). (4.7)

The full conditional distribution for I can be calculated in these models by
normalising the probability mass of being in each of the two possible states. In
this section, we explore how existing block-MCMC algorithms are adjusted to
account for this.

4.10.2 Data augmentation

Use of data augmentation already requires the ability to simulate from the full
conditional distributions for parameters and latent variables. As the full condi-
tional distribution for the indicator variables are also known, we simply include
this as an extra step in the existing method. Like the data augmentation scheme
seen in Section 4.6, this produces samples from the exact posterior distribution.
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The method for generating samples for the j-th iteration of the scheme is now
done in three stages:

1. Sample each parameter in turn,

θ
(j)
k | θ

(j−1)
\k , x(j−1), I(j−1), y.

2. Sample each indicator,
I(j) | θ(j), x(j−1), y.

Since the indicators are conditionally independent from each other, these
can be sampled using a standard one-at-a-time Gibbs sampler.

3. Sample the latent variables as a block using the latest parameters and indi-
cators,

x(j) | θ(j), I(j), y.

This process is repeated for the desired number of iterations.

4.10.3 Augmented block in data augmentation

Data augmentation methods can be used where all the full conditional distribu-
tions are tractable, such as in linear Gaussian models. Where latent Gaussian
models are used, we may often find some of these full conditional distributions to
be intractable. To work around this issue, a hybrid of the data augmentation and
single block schemes are used, where the indicators are sampled directly from
their full conditional distribution before the parameters and latent variables are
sampled using a single-block-style method; this is detailed in Algorithm 4.

This method can be modified to accommodate a two-block (Section 4.8) scheme
to generate samples for the parameters and latent values. An option is to expand
further by splitting latent variables to be sampled in multiple distinct blocks is
possible, but this requires the model to be reconstructed for each accepted block,
leading to multiple model constructions per iteration.

4.10.4 Marginal schemes

As marginal schemes do not provide inference for the latent variables, inference
cannot be performed for the indicators. Attempts to use a collapsed sampler (Liu,
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Algorithm 4: Augmented block in data augmentation scheme drawing sam-
ples from π(θ, I, x | y).

Initialise
(
θ(0), I(0), x(0)

)
;

for i := 1 to N do
Sample new indicators from: I(i) | θ(i−1), x(i−1), y;
Generate proposal: θ∗ ∼ q

(
θ∗ | θ(i−1));

Perform Gaussian approximation to find x?
(
θ∗, I(i)

)
and Q?

(
θ∗, I(i)

)
;

Generate proposal: x∗ ∼ N(x?, Q?
)
;

Compute acceptance probability α
(
θ∗, x∗) | (θ, x)

)
= min{1, A}, where:

A =
π(θ∗ | I(i))

π(θ(i−1) | I(i))

π(x∗ | θ∗, I(i))

π(x(i−1) | θ(i−1), I(i))

π(y | x∗, θ∗, I(i))

π(y | x(i−1), θ(i−1), I(i))

× qθ(θ
(i−1) | θ∗)

qθ(θ
∗ | θ(i−1))

π̃G(x(i−1) | θ(i−1), I(i), y)
π̃G(x∗ | θ∗, I(i), y)

; (4.8)

Sample u ∼ U(0, 1);
if u < α

(
(θ∗, x∗) | (θ, x)

)
then(

θ(i), x(i)
)

:=
(
θ∗, x∗

)
;

else(
θ(i), x(i)

)
:=
(
θ(i−1), x(i−1));

end
end
Result: N samples from the target distribution, π(θ, I, x | y).

1994) are unlikely to be successful since the indicators that would be generated
are dependent on the current latent variables (which aren’t initially inferred), and
the current latent variables depend on the current indicators, creating a cyclic
dependency that can’t be resolved.

4.10.5 Gibbs variable selection

Gibbs variable selection (GVS), as described by Dellaportas et al. (2002), also pro-
vides a binary indicator to determine if an associated variable should be included
in the model. Under GVS, the variable associated with a currently excluded in-
dicator is sampled from a pseudo-prior rather than the originally specified prior
distribution. This does not affect the posterior distribution of the variable because
samples from the pseudo-prior are never included in the model if the indicator’s
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current value is zero.
Values for µ̃γ and τ̃γ are selected to approximately match the posterior distri-

bution for γ. This is achieved by performing a short trial-run where all indicator
variables are fixed to equal 1, before the main MCMC run is performed. The
mean and variance of each γl variable is recorded from the trial-run to create a
pseudo-prior in the MCMC run, being sampled from when the corresponding δl

takes the value of zero. Allowing the pseudo-prior to create samples closer to the
underlying posterior improves the mixing of the scheme by causing the indicators
to switch states more frequently, without affecting the proportion of time that the
indicator spends in each state.

Performing each iteration of this method works in the same way as the data
augmentation method described in Section 4.10.2, with the additional step at the
end of each iteration where variables excluded by their indicator are replaced by
a new value simulated from their pseudo-prior. As we have seen with the data
augmentation methods, this scheme will target the exact posterior distribution.

4.10.6 Dynamic resizing of GDAG models

All MCMC algorithms in this section involve using the GDAGsim software to create
a precision matrix and mean vector for the prior distribution of the latent variables;
in the case of linear Gaussian models, the software will also condition the model
on the observations. The high dimension of the latent variables mean the matrices
become large and expensive to work with. We can exploit the fact that many of
these latent variables may be excluded from the model by the indicator variables,
by not including these variables at all when constructing the precision matrix.

While matrix operations are expensive and we will gain performance benefits
by reducing the matrix size, there are additional overheads to model resizing,
mostly relating to ensuring that new samples of the latent variables are correctly
indexed to account for the variables which are missed out. There can also be
additional memory allocation overheads since the size of the model often changes,
resulting in extra allocation and garbage collection steps which negate some of
the computational efficiency benefits. As a result, implementing this technique
will only prove beneficial when a relatively small proportion of the variables are
likely to be included in the model at any given time.

No new values will be simulated for the latent variables which are excluded
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from the construction and processing of the GDAGsim model. Values are created
for these variables by creating independent samples from the prior distribution,
generated separately from the main GDAGsim model. Model resizing is especially
useful on schemes using Gibbs Variable Selection since excluded variables have
to be simulated from their pseudo-prior anyway.

4.11 Evaluation of method performance

Thinning can be used to decrease autocorrelation between samples in an MCMC
chain by creating a subsample of every k-th value where a thinning step size of k is
used. Use of thinning has drawbacks as it essentially discards useful information
from the chain. As a result, Geyer (1992) and Link and Eaton (2012) argue that
all thinning is bad—except where memory is limited for storing or analysing the
output chains—since a chain which has thinning applied will have greater error
in estimating parameter means compared to its unthinned equivalent. MacEach-
ern and Berliner (1994) take this view further by attempting to justify a ban on
thinning for the same reasons. All authors highlight that estimating variance of
a parameter can be affected by an autocorrelated chain, but suggest this can be
estimated on a subsampled chain or preferably using suitable time-series-based
methods.

As a measure of efficiency, we are interested in the amount of time it takes
to achieve a suitably thinned run with each scheme under investigation. A key
measurement for efficiency is obtained by determining the effective sample size
(ESS) generated per second of CPU1 user time (ESS/s). For a sample generated
over N iterations, the ESS is calculated as,

ESS =
N

1 + 2 ∑∞
k=1 ρk(θi)

, (4.9)

where ρk(θi) is the autocorrelation at lag k for parameter θi (Gong and Flegal,
2016; Ripley, 1987). This indicates the number of independent iterations the
chain would represent once any autocorrelation between the samples has been
accounted for. Kass et al. (1998) explain that in practice, the summation should
only be performed to an appropriate value of k as including autocorrelation es-
timates for higher lags produces a noisy estimate of ESS, so the summation in

1Simulations performed on a 3.40GHz Intel® Core™ i7-3770 CPU with 8GB RAM.
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Equation (4.9) may typically only be computed while ρk(θi) > 0.05. In cases
where there is no (or negligible) autocorrelation between samples, ESS = N.

We consider a MCMC scheme to be as efficient overall as its least efficient part;
we concern ourselves with the minimum ESS/s value for any variable inferred
as part of the scheme as this is related to the geometric rate of convergence of the
MCMC chain. Some exceptions will apply to which parameters are included as
part of the minimum ESS except for indicator variables which will have an ESS of
zero if they stay in the same state for the entire chain.

Software implementations for computing ESS are freely available in the coda

(Plummer et al., 2006) and mcmcse (Flegal et al., 2016) packages for R; throughout
this thesis, we use the coda implementation to compute ESS values.

4.12 Application to the traffic ‘near-miss’ model

4.12.1 Constructing the necessary factors

We revisit the model for near-misses at Place Charles de Gaulle (introduced in
Section 3.3.1) to investigate some MCMC methods that can be applied to this
example.

We are interested in performing inference for the posterior of interest given in
Equation (4.2). We will look at each of the factorised terms in turn:

• We have θ = (θ1, θ2, θ3) which represent the hyperparameters, where θ1 is
a log-Gamma distribution and θ2, θ3 are Normally distributed. This gives
π(θ) the following distribution:

π(θ) = π(θ1)π(θ2)π(θ3)

=
βα

Γ(α)
exp

{
αθ1 − βeθ1

}
× 1

σφ

√
2π

exp

{
−
(θ2 − µφ)2

2σ2
φ

}

× 1
σµ

√
2π

exp

{
−
(θ3 − µµ)2

2σ2
µ

}
. (4.10)

• π(x | θ) is a multivariate Gaussian density of the latent variables, with pre-
cision matrix, Q(θ), constructed from the current parameters, θ. This has a
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density of,

π(x | θ) =
|Q(θ)|1/2

√
2π

d exp
{
−1

2
(x− µ)TQ(θ)(x− µ)

}
. (4.11)

• The likelihood of π(y | x, θ) in the case where observations, yi, follow a
Poisson distribution with rate parameter, Ei exp(xi), is,

π(y | x, θ) = ∏
i∈I

(Eiexi)yi exp (−Eiexi)

yi!
. (4.12)

By combining the terms from Equations (4.10), (4.11) and (4.12), we can write
the target posterior distribution as,

π(θ, x | y) ∝ π(θ)π(x | θ)π(y | x, θ)

∝ π(θ)π(x | θ)∏
i

π(yi | xi, θ)

∝
βα

Γ(α)
exp

{
αθ1 − βeθ1

} 1
σφ

√
2π

exp

{
−
(θ2 − µφ)2

2σ2
φ

}

× 1
σµ

√
2π

exp

{
−
(θ3 − µµ)2

2σ2
µ

}

× |Q(θ)|1/2

√
2π

d exp
{
−1

2
(x− µ)TQ(θ)(x− µ)

}
×∏

i∈I

[
(Eiexi)yi exp (−Eiexi)

yi!

]
. (4.13)

This forms the basis of finding acceptance probabilities for a number of MCMC
methods discussed in this chapter. Some methods, such as the data augmentation
method in Section 4.6 cannot be applied to this example since samples cannot be
directly sampled from the full conditional distributions.

4.12.2 Marginal method

The marginal MCMC method was initially described in Section 4.7. In order to
perform approximate inference, we need to be able to calculate the density of
π̃(θ | y) as shown in Equation (4.4). The numerator of Equation (4.4) is given by
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Equation (4.13), while its denominator is given by the density of the Gaussian
approximation as given in Equation (3.24). The whole density is then evaluated
at the modal value of x = x?(θ) for reasons discussed in Section 3.2.

With the density of π̃(θ | y) now known, we are then able to calculate the
acceptance probability for each proposed value of θ by following the method
described in Section 4.7.

4.12.3 Double-block method

We perform the double-block method described in Section 4.8, but we note that
we need to calculate two different acceptance ratio terms for this method. Taking
relevant terms from Equation (4.13), we have ways to determine these acceptance
ratio components:

• For π(θ | x, y),

π(θ | x, y) ∝
βα

Γ(α)
exp

{
αθ1 − βeθ1

} 1
σφ

√
2π

exp

{
−
(θ2 − µφ)2

2σ2
φ

}

× 1
σµ

√
2π

exp

{
−
(θ3 − µµ)2

2σ2
µ

}

× |Q(θ)|1/2

√
2π

d exp
{
−1

2
(x− µ)TQ(θ)(x− µ)

}
.

• While for π(x | θ, y),

π(x | θ, y) ∝
|Q(θ)|1/2

√
2π

d exp
{
−1

2
(x− µ)TQ(θ)(x− µ)

}
×∏

i∈I

[
(Eiexi)yi exp (−Eiexi)

yi!

]
.

With these terms known, it is simple to follow the algorithm presented in Sec-
tion 4.8 to perform the double-block method.

4.12.4 Single-block method

For the single-block algorithm introduced in Section 4.9, we need to find the value
of A specified in Equation (4.5). The first three terms are given by Equation (4.13),
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while the final term is based on the density from a Gaussian approximation given
in Equation (3.24). These are then evaluated at the current and proposed values
of θ and x, following the algorithm given in Section 4.9.

4.12.5 Results

We initially implement these MCMC methods to a 21 observation subset of the
same data used in Section 3.3.7 The parameter values from which the data was
generated remain unchanged: (θ1 = −1.66, θ2 = 2.94, θ3 = 2). Non-informative
priors were selected to match the vague defaults used by Rue et al. (2009) in their
INLA software. These priors are,

θ1 ∼ LogGamma(1, 0.00005)

θ2, θ3 ∼ N(0, 0.001−1).

As parameters θ1 and θ2 are correlated, we select the proposal distribution
for parameters, q(θ? | θ), to be a zero-mean multivariate Gaussian random walk.
The variance matrix for the proposal distribution, Σq, is based on a multivariate
extension of the Roberts et al. (1997) suggestion for proposals:

Σq =
2.382 × Σπ(θ)

d
,

where Σπ(θ) is the d-dimensional variance matrix of the target distribution of π(θ)

which could be estimated by a short trial run of the MCMC scheme.
For this small model, we find that standard Gibbs schemes are able to compete

with the marginal and blocking methods, largely thanks to the low-dimension
restricting the correlation between latent variables.

Trace plots in Figure 4.1 demonstrate that the single and two-block methods are
the slowest to explore the target density compared to the approximate marginal
and JAGS methods. A major reason for this is that most proposed moves will be
rejected as part of the MH-step. The Marginal scheme also suffers this issue but
to a lesser extent since latent variables are not part of the proposal, leading to a
smaller dimension proposal with higher acceptance probability.

Autocorrelation plots given in Figure 4.2 reinforce traits identified in the trace
plots. JAGS and Marginal schemes have the lowest ACF values as lag increases
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thanks to their ability to explore the posterior density quicker than the Single and
Two block methods.

Kernel density estimates of the posterior distributions, generated from 30000
well-thinned realisations, are shown in Figure 4.3 to demonstrate how all schemes
are able to equivalently target the same posterior density, with the “true” parame-
ter values well-represented in the posterior density for each of the model param-
eter. Trace and ACF plots for the chains used to create these densities are pro-
vided as a supplement in Appendix C.1. For the model shown here, the Marginal
scheme, which only produces approximate inference, is able to closely match the
other schemes which are designed to target the exact posterior distribution.

CPU user time and Effective Sample Size measurements for running these long
schemes are provided in Table 4.1. The marginal method proves to be quickest in
producing a long and suitably thinned run with minimal autocorrelation between
samples—while the JAGS scheme manages to produce the least overall autocor-
relation, and therefore the highest Effective Sample Size, the Marginal scheme
produces the highest ESS/s due to its faster completion time. Despite the appar-
ent speed of the Marginal schemes, it is worth remembering that this scheme only
provides approximate inference for the posterior distribution and does not provide
inference for the latent values by default—latent values can be inferred later as
part of a collapsed Gibbs sampler (Liu, 1994).

As the dimension of the latent structure increases, the single and two block
schemes begin to struggle to perform inference for the latent values. Attempts
to perform inference on the full 1000 observations used in Section 3.3.7 typically
causes chains for the latent values to become very slow at mixing. The high
dimension of the block being sampled produces a very low acceptance probability.
In the case of the single-block sampler, this is enough to cripple the entire scheme
as movement of the parameters will be held back by poorly mixing latent values.
A way to mitigate this issue involves dividing the latent variables into a greater
number of smaller blocks, so each block has a higher acceptance probability.
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Figure 4.2: Autocorrelation plots with corresponding 95% intervals for the 10000 un-
thinned iterations shown in Figure 4.1, for the parameters (from left column to right
column) θ1, θ2 and θ3, for each of the MCMC schemes used (from top row to bottom row):
JAGS, Marginal, Single Block and Two block methods.
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Figure 4.3: Kernel density plots of the posterior parameter densities (from left to right)
θ1, θ2 and θ3, provided by 30000 iterations (thinned by steps of 50) from various MCMC
schemes. Vertical grey bars represent the “true” parameter values.

Implementation Time (s) ESS Var. ESS/s.

JAGS 105
29140 θ1 278
29231 θ2 278
30000 θ3 286

Marginal 77
27708 θ1 360
28197 θ2 366
26583 θ3 345

Single Block 106
25735 θ1 243
27267 θ2 257
23519 θ3 222

Two Block 109
23192 θ1 213
24849 θ2 228
21637 θ3 199

Table 4.1: CPU User time taken to obtain 30000 iterations (50 thinning steps between
iteration) of θ in the small dimension model for the example AR(1) model.
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Chapter 5

Quantitative Fitness Analysis

5.1 A brief introduction to genetics

5.1.1 DNA

The molecular structure of deoxyribonucleic acid (DNA) encodes the essential ge-
netic processes that are required for cells to function, grow and reproduce. Conse-
quently, DNA is considered essential for all living organisms and some viruses to
survive.

Watson and Crick (1953) demonstrated that DNA comprises of two strands of
nucleotides, each containing one of 4 nucleobases (or bases for short): adenine (A),
cytosine (C), guanine (G) or thymine (T). The nucleotide in any location on one
strand is always paired to its complementary nucleotide on the other strand, such
that adenine (A) pairs to thymine (T), while cytosine (C) pairs with guanine (G).

To identify the direction of each strand, each end of the strand is denoted
by 3′ and 5′ (pronounced “three-prime” and “five-prime”)1. The strands run
antiparallel to each other, such that the 5′ end of one strand is at the same end
as the 3′ end of the other strand. It is important to note the sequence of bases
depends on which way round they are read, so denoting the ends can be necessary
to remove this potential ambiguity. The sequence 5′ GAT 3′ would be equivalent
to 3′ TAG 5′ when the same strand is view from the other side. When the 3′ and
5′ ends are not denoted, the convention is assume bases are being listed in the

1 The 3′ refers to the end which terminates at the hydroxyl group and the 5′ refers to the
end terminating at the phosphate group. The numbers 3 and 5 refer to the 3rd and 5th carbons
(respectively) in the deoxyribose sugar-ring where the hydroxyl and phosphate groups are found.
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5′ → 3′ direction. Since bases appear as complements, only the sequence of one
strand needs to be recorded to know the overall sequence of both strands. An
example sequence is given in Figure 5.1.

5′ ...GTTCGACTCAAT... 3′

3′ ...CAAGCTGAGTTA... 5′

Figure 5.1: Example sequence of a DNA double-strand. Nucleotides in the top strand
are complemented by nucleotides in the bottom strand, so that C complements G and A

complements T.

To remove ambiguity in how the nucleobases are recorded, Cartwright and
Graur (2011) propose that all DNA sequences should follow the conventions used
in the Saccharomyces Genome Database (SGD) (Cherry et al., 2012). A centromere is
used to divide the chromosome into two unequal halves. The Watson strand is
then defined to have its 5′-end of the shorter half of the chromosome, while the
Crick strand has its 5′-end on the longer half. The sequence is then recorded in
the 5′ → 3′ direction on the Watson strand.

Ribonucleic acid (RNA) is a molecule comprised from a chain of nucleotides,
much like DNA but with two notable differences in its structure that we will
consider. Firstly, uracil (U) appears as one of the four nucleobases in RNA as
a replacement for thymine (T) which appears in DNA. Secondly, while DNA
appears as two strands of nucleotides running antiparallel to each other, RNA
appears as a single strand that folds back on itself.

5.1.2 Open reading frames

When reading the sequence of nucleotides in the 5′ → 3′ direction, the nucleotides
can be grouped into triplets. There are three possible reading frames for the same
sequence depending on which nucleotide the reading frame begins on; Figure 5.2
demonstrates the three possible reading frames you can have for a given sequence.
Each reading frame has the grouping of each triplet offset by one compared to the
other possible reading frames.

Certain triplets of bases translate to amino acids, or signals to start or stop
genetic translation—such triplets are known as codons. A triplet of ATG often
serves as a start codon in DNA, while any triplets from TAA, TAG or TGA behave as
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Reading frame 1: 5′ ...GTTCGACTCAATGACGTG... 3′

Reading frame 2: 5′ ...GTTCGACTCAATGACGTG... 3′

Reading frame 3: 5′ ...GTTCGACTCAATGACGTG... 3′

Figure 5.2: Three possible reading frames for a given sequence of nucleotides in DNA.
The triplets in each reading frame are denoted by alternating blue and orange colouring.

stop codons2.
A sequence of DNA between a start codon and an end codon that could be

translated into RNA is called an open reading frame (ORF) (Pagon et al., 2017). The
sequence of one particular ORF in Saccharomyces cerevisiae, better known as baker’s
yeast, is listed in Figure 5.3.

ATG GTC AAA TTA ACT TCA ATC GCT GCC GGT GTC GCC GCC ATT GCT GCT

GGT GCC TCC GCC GCA GCA ACC ACT ACA TTA TCT CAA TCT GAC GAA AGA

GTT AAT TTG GTT GAA TTA GGT GTT TAT GTT TCC GAT ATC AGA GCT CAT

TTG GCT GAA TAC TAC TCT TTC TAA

Figure 5.3: The nucleotides of open reading frame YAR020C (known by the gene name
PAU7) in Saccharomyces cerevisiae with a length of 168 base-pairs. The start codon is shown
in blue while the end codon is shown in red. The first occurrence of a TAA sequence is
highlighted in pink, but since this is not in the same reading frame, it does not act as a
stop codon.

In this thesis, we will refer to ORF that appear in Saccharomyces cerevisiae by
their ORF names or gene names as defined by SGD naming scheme. For the ORF
featured in Figure 5.3, YAR020C, the name can be decoded as follows:

• ‘Y’ stands for ‘yeast’.

• ‘A’ refers to which of the chromosomes this ORF is found on. There are 16
different chromosomes in Saccharomyces cerevisiae, labelled ‘A’–‘P’.

• ‘R’ shows that this gene is found to the right of the centromere. A gene to
the left of the centromere would have ‘L’ instead.

• ‘020’ indicates that this is the 20th gene from the centromere.

2 The equivalent start codon in RNA would be AUG and the stop codons would be UAA, UAG and
UGA.
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• ‘C’ denotes a gene that appears on the ‘Crick’ strand, while an ORF name
ending in ‘W’ would appear on the ‘Watson’ strand.

Some ORF are given gene names (also known as genetic names), which relate
to their known genetic function. Example gene names include CDC13 (cell divi-
sion control protein 13, ORF name: YDL220C) and EXO1 (exonuclease protein
1, ORF name: YOR033C). In this thesis, we will refer to genes using their gene
name if it has one, otherwise we will use the ORF name. We will also use fictional
gene names, such as YFG1 (which stands for “your favourite gene”) and XYZ2, as
placeholders for other genes when describing some genetic processes.

5.1.3 Synthetic genetic array analysis

Synthetic genetic array analysis (SGA) is a method described by Tong and Boone
(2006) where a gene can be targeted for deletion using cassettes that contain a bar-
code and an antibiotic resistance strain. In Figure 5.4, we see a cassette containing
barcodes, which help identify the target location in the sequence to be replaced,
along with NATMX which provides antibiotic resistance to nourseothricin. When
these strains are allowed to culture for a while, a mixture of strains will develop
where some have remained unmodified and still contain the original ORF, while
other gene-deleted mutants contain the NATMX cassette. These strains are then
transferred to a new agar plate containing nourseothricin and allowed to culture
further. Any unmodified strains will die in the presence of nourseothricin, leaving
only the strains which had the ORF removed in exchange for the nourseothricin
resistance. The notation yfg1∆ is standard notation for denoting that the ORF with
the gene name YFG1 has been deleted from the strain of interest.

Tong et al. (2001) explains how that this can be extended so that multiple
genes can be removed from the same strain. To perform this, a second cassette is
required which targets the second ORF to be deleted and provides a different an-
tibiotic resistance. In the example illustrated in Figure 5.5, the KANMX antibiotic
resistance displaces the second target gene and provides the strain resistance to
kanamycin.

Allowing the strain to culture around the NATMX and KANMX markers pro-
duces a mixture of four different strains: unmodified strains that have both origi-
nal genes to be deleted; strains that accepted NATMX only; strains that accepted
KANMX only; strains that accepted both NATMX and KANMX and therefore had
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YFG1

NATMX

NATMX

YFG1

NATMX

and

Culture on nourseothricin

Culture

Figure 5.4: Gene displacement by a NATMX cassette, causing the ORF for gene YFG1 to
be lost but gaining a resistance to nourseothricin. The orange blocks represent barcodes
which identify the target location of the strain. This diagram is based on Figure 1a of Tong
and Boone (2006).

YFG1

NATMX

NATMX

YFG1

and

kanamycin and nourseothricin

Culture

YFG2

KANMX

NATMX

YFG1

and

and

KANMX

KANMX

YFG2

YFG2

NATMX KANMX

Culture on

Figure 5.5: Displacement of two genes by providing kanamycin and nourseothricin an-
tibiotic resistance cassettes to two different locations.
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both of the targeted genes displaced. When this is cultured on plates containing
both nourseothricin and kanamycin, the only strains that will survive are those
which collected both the NATMX and KANMX markers.

An interesting situation arises when two cassettes are designed to target the
same ORF of the same strain, which is illustrated by Figure 5.6. Only one of
the cassettes is able to replace the targeted ORF; if one cassette has successfully
displaced the ORF of interest, the second cassette would have to displace the
first cassette in order to be included in the strain. After being allowed to grow
under these conditions, three possible strains could develop, with none of them
containing both NATMX and KANMX resistance markers needed to grow on
a plate containing both kanamycin and nourseothricin. In this situation, there
would be no surviving strains and all strains would be synthetically dead.

YFG1

NATMX

KANMX

YFG1

and

Culture

KANMX

NATMX
and

kanamycin and nourseothricin
Culture on

(no surviving strains)

Figure 5.6: Attempting gene displacement of the same gene ‘twice’ from the same strain
using two different antibiotic resistance markers.

It may not appear logical to attempt to delete the same ORF twice from the
same strain, but it must be remembered that due to the large number of gene-
deletion combinations to perform, these strains are often created by robots spot-
ting multiple cultures simultaneously on to agar plates. Consequently, there will
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be a few cultures where the same gene is targeted by multiple cassettes and don’t
gain all necessary antibiotic resistance markers needed to survive, but still need to
be grown under the same conditions as other strains which have all the antibiotic
resistance needed to survive.

5.1.4 Genetic epistasis

Genetic epistasis is the phenomenon where a gene will interact with one or more
other genes. This often occurs when a genetic process relies on two genes to
perform the same task or when one gene inhibits the process of another gene.
Where there is no epistasis between two genes, the processes of one gene will not
be affected by the presence or absence of the other gene; the two genes will work
independently.

Epistasis can be explained using a known example which is originally men-
tioned by Vallen et al. (2000), where “deletions of BNI1 and BNR1 are synthetically
lethal at 23 °C”. This point is visually demonstrated by Buttery et al. (2012, Fig-
ure 3), where growth images of an unmodified wildtype strain is compared to
those for three other strains, each containing different deletions: one bnr1∆ strain,
one bni1-1∆ strain, one strain with both deletions, bnr1∆ bni1-1∆. In Figure 3 of
Buttery et al. (2012), the wildtype strain has the highest fitness, while the bnr1∆
and bni1-1∆ single-deletion strains nearly match the fitness levels of the wildtype.
While we might expect the double-deletion strain bnr1∆ bni1-1∆ to grow at a fit-
ness level reasonably close to the single-deletion strands, at higher temperatures
it does not grow at all, indicating epistasis is present between the two genes.

Epistasis can be quantified under different models which are explored later in
Section 5.2.2.

5.2 Introduction to QFA

5.2.1 Background

A telomere is a structure found at the end of a linear chromosome in the majority of
eukaryotes. The telomere’s structure prevents the end of the chromosomes being
mistaken for a DNA double-strand break and protects the ends of chromosomes
from deterioration. Problems or defects in the telomere caps cause them to be-
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have like double-strand-breaks (DSB), which in turn prompts a damage response.
Lydall (2009) summarises a number of genes and processes currently known to be
involved in telomere maintenance and DSB response.

Research by Cawthon et al. (2003) suggests that in people aged 60 and over,
shortened or defective telomeres are linked to an increased incidence of cancer
and greater effects of ageing. This brings obvious interest into identifying the
mechanisms of telomere defects and searching for ways to minimise their negative
health effects.

Certain non-essential genes along the chromosome can cause an interaction
with the strength of the telomere cap defect. We can investigate which non-
essential genes have an interaction by deleting those open reading frames, de-
noted as orf ∆, and measuring whether the telomere capping defect has been sup-
pressed or enhanced, indicating genetic epistasis.

Quantitative Fitness Analysis (QFA) as used by Addinall et al. (2011) provides
a high-throughput methodology for measuring genetic interactions between var-
ious telomere defects and genetic deletions created using the SGA method de-
scribed in Section 5.1.3. This can give better understanding of the role each gene
plays. QFA has been demonstrated on Saccharomyces cerevisiae, which can be
grown on defined media and for which the full genome sequence is known and
freely available (Goffeau et al., 1996).

Data collection for QFA involves the inoculation of cell cultures on solid agar
plates. Robotic equipment regularly removes each plate and to be photographed
at a number of time intervals, before being returned to incubate further. Image
analysis is performed on the photographs using Colonyzer (Lawless et al., 2010) to
provide quantitative estimates of the cell densities, which can then be used to esti-
mate the colony doubling rate and capacity parameters for logistic growth models.
Based on these parameters, several measures of culture fitness can be calculated—
such as Maximum Doubling Rate (MDR; doublings/day), Maximum Doubling
Potential (MDP; doublings), numerical area under [growth] curve (nAUC), or the
product of MDR and MDP (MDRMDP; doublings2/day)—as detailed by Addi-
nall et al. (2011).
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5.2.2 Modelling genetic interactions

The objective is to detect a deviation in the expected fitness of a query strain (con-
taining a telomere defect) compared to the fitness of a control strain (a wildtype
strain) with the same orf ∆ in both strains. For the contents of this chapter, we
will use ura3∆ for the control strain, and cdc13-1 mutants for the query strain. We
search for these deviations assuming Fisher’s multiplicative model of epistasis
(Cordell, 2002).

Where the multiplicative model of epistasis holds, the fitness of a query strain
crossed with orf ∆ should be,

fit(cdc13-1 orf∆) =
fit(cdc13-1)
fit(ura3∆)

× fit(ura3∆ orf∆), ∀ orf∆, (5.1)

where orf ∆ is a gene deletion that does not genetically interact with the query
strain, cdc13-1. The ratio of fitness for the query strain to the control strain remains
constant, so we expect a linear dependence between the fitness of the control
and query strain where an orf ∆ is also present. Any such deviation between the
observed fitness and the expected fitness from Equation (5.1) implies a genetic
interaction between the defective telomere cap and the orf ∆, while the size of this
deviation is the genetic interaction strength.

Alternative models of epistasis can be used, such as additive, log and mini-
mum, which are evaluated by Mani et al. (2008). When fitness is converted to a
log-scale for use in the models of Section 5.3, the additive model on the log-scale
will be equivalent to the multiplicative model (Cordell, 2002) that is applied to the
MDRMDP fitness metric, as used in Addinall et al. (2011) and Heydari et al. (2016).
The minimum model of epistasis suggests that the fitness of a non-interacting
double-mutant will be the same as whichever corresponding single-mutant has
the lower fitness, but this not suitable for detecting interactions where a mutation
affects the whole pathway and is not considered optimal for identifying certain
interactions (Mani et al., 2008).

5.2.3 Previous Bayesian modelling for QFA

Heydari et al. (2016) uses a Bayesian Joint Hierarchical model (JHM) to detect
genetic interactions between the deletion of non-essential genes and defective
telomere caps. Unfortunately, the Joint Hierarchical model (JHM) which performs
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full inference, from inferring growth rates and maximal colony capacities through
to detecting significant epistasis, can take about a month of CPU time to complete.
The Interaction Hierarchical Model (IHM) focuses mainly on detecting epistasis,
which Heydari quotes as taking approximately a day to perform inference for. Part
of the relatively large time requirement to perform inference could be attributed
to the use of Gibbs sampling to update a large number of parameters in the model,
with a complex structure between the variables. This can lead to poor mixing
which requires thinning to reduce autocorrelation in the samples.

Previous models for measuring such interaction have been created by Heydari
et al. (2016), which followed on from prior frequentist analysis by Addinall et al.
(2011).

5.3 Linear Gaussian models

5.3.1 Frequentist random effects model

The simplest model for measuring genetic interactions mentioned by Heydari et al.
(2016) is the frequentist random effects model. To maintain the linear Gaussian
structure, this model was simplified to assume that for observed fitnesses, F, the
log-fitness f = log(F + 1) followed a Gaussian distribution with mean parameter
equal to a linear combination of latent variables. Furthermore, latent variables
were given Gaussian distributions whereas the JHM and IHM by Heydari et al.
(2016) used t-distributions for some of these variables—this potentially makes our
inference less robust if heavy-tailed distributions are necessary, but this compro-
mise in accuracy enables improvements to the scheme’s efficiency to be explored.
The random effects model is specified as,

fclm = µc + Zl + γcl + εclm (5.2)

µc =

µ + α if c = 0

µ if c = 1
γcl =

0 if c = 0

γl if c = 1

Zl ∼ N(0, σ2
Z) εclm ∼ N(0, σ2)

where
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• f is a measure of log-fitness,

• c = 0 for control strain and c = 1 for query strain,

• l = 1, . . . , L, is an index for each orf ∆,

• m is an index for each replicate,

• γl is an estimate of genetic interaction strength for each orf ∆.

The fitness F for the model can be calculated by fitting a logistic growth model
as described by Addinall et al. (2011), with fitness F being defined as the product
of the maximal doubling rate and the maximal doubling potential of the colony.
The log-fitness is then defined as f = log(F + 1) for the model.

The fitness of the query strain is represented in the model as µ, while (µ+ α) ap-
plies to the control strain. We can therefore consider α to be the expected increase
in log-fitness for a control strain compared to its query strain. This corresponds
to the inverse of the fit(cdc13-1)/fit(ura3∆) ratio seen in Equation (5.1). The ORF
fitness, a variation in the fitness caused by the deletion of a particular ORF, is rep-
resented by a random effect, Z. Deviations from this linear model are accounted
for by the genetic interaction strength term, γ, once errors are accounted for.

Significant interactions are determined by testing each of the γl interactions for
each orf ∆, and finding which of these have a false discovery rate (FDR) corrected
p-value of less than 0.05.

Significant interactions with a positive γl interaction strength suggest that the
query-strain fitness is better than expected compared to the control-strain fitness
when the same gene is deleted from both strains, hence the telomere capping
defect has been suppressed in the query-strain. Conversely, negative γl interaction
strength suggest an enhanced defect.

5.3.2 Bayesian linear Gaussian model with no indicators

The random effects model of Section 5.3.1 provides a good basis for building a
Bayesian model. We can easily account for other effects, such as plate effects,
using a hierarchical structure. However, the large quantity of parameters in the
model will require us to be more efficient, or inference may be time-consuming
to perform. Using fitness on the log-scale, as was used in the random effects
model in Section 5.3.1, and an identity link function on the linear predictor, gives
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a linear Gaussian structure to this model. This provides the potential for blocking
methods to be used which can improve mixing and overall efficiency.

Using this as a basis for a simple Bayesian model, the model can be specified
as follows:

fclm = µ + αc + Zl + γcl + εclm (5.3)

µ ∼ N(0, 0.001−1) Zl ∼ N(0, τ−1
z )

αc

∼ N(0, 0.001−1) if c = 0

= 0 if c = 1
γcl

= 0 if c = 0

∼ N(0, τ−1
γ ) if c = 1

εclm ∼ N(0, τ2
ε ) τε, τz, τγ ∼ Ga(1, 0.00005)

where terms of the model are equivalent to that in the random effects model of
Section 5.3.1. Vague prior distributions are in use for this model, designed to
replicate those used in the INLA software.

A DAG representation of this model is shown in Figure 5.7.

f clm

αcµ Zl γcl

τz τγ
τε

Observations

Latent Gaussian variables, x.

Parameters, θ.

Figure 5.7: DAG for the basic model containing no indicator variables.

5.3.3 Bayesian linear Gaussian model with indicators

In the context of the QFA experiment, it is of great interest to infer the genetic
interaction strengths for each possible orf ∆ and of even greater interest to identify
which of these interaction strength values contribute significantly to the model,
since these would denote that the corresponding ORF exhibits epistasis when
deleted. Identifying the significant interactions which should be included in the
model can be achieved by incorporating variable selection as part of the model,
such as Kuo and Mallick (1998) binary indicator variables. For our model, δl
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represents the binary indicator for the l-th orf ∆, where δl = 1 if the corresponding
interaction strength is significant and should be included in the model, and δl = 0
if not. The indicator will be incorporated into Equation (5.3) of the linear Gaussian
model in Section 5.3.2:

fclm = µc + Zl + δlγcl + εclm, (5.4)

where δl ∼ Bern(0.05) as it is expected that only about 5% of the ORF deletions
will interact significantly. Significant interactions exist where P(δl = 1) > 0.5,
hence MCMC simulations can identify such interactions where δ̄l > 0.5 and the
corresponding interaction strength is the average value of γclδl for each orf ∆.

The model with the Kuo & Mallick indicator is specified as,

fclm = µ + αc + Zl + δl × γcl + εclm (5.5)

µ ∼ N(0, 0.001−1) Zl ∼ N(0, τ−1
z )

αc

∼ N(0, 0.001−1) if c = 0

= 0 if c = 1
γcl

= 0 if c = 0

∼ N(0, τ−1
γ ) if c = 1

(5.6)

εclm ∼ N(0, τ2
ε ) τε, τz, τγ ∼ Ga(1, 0.00005)

δl ∼ Bern(pδ)

A DAG representation of this model including Kuo & Mallick indicators is
shown in Figure 5.8.

f clm

αcµ Zl δlγcl

δl γcl

τz τγ
τε

Observations

Latent Gaussian
variables, x.

Parameters, θ.

Figure 5.8: DAG for the model now including binary indicators to select γ1l variables.
The node with a double circle border represents a deterministic node.
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5.3.4 Reparameterising with a sum-to-zero contrast

The representation of γcl given in Equation (5.6), in combination with the binary
indicator δl, will lead to a bi-modal distribution for the parameter Zl under certain
circumstances. This happens whenever the corresponding indicator δl does not
spend the vast majority of its time in only one of the include/exclude states of
δl = 1 or δl = 0, respectively—the closer the mean value δ̄l is to 0.5, the more
pronounced the bi-modal shape of the density of Zl will become, leading to a poor
effective sample size. This will be explored in more detail in Section 5.6.4.

To combat the bi-modal density of Zl created by the indicator variables, an
alternative parameterisation will be explored. This will match the model given
in Section 5.3.3 along with all definitions, except for the definition of γcl in Equa-
tion (5.6), where the offset interaction strength is replaced by a sum-to-zero con-
trast:

γcl =

−1
2 γl if c = 0

+1
2 γl if c = 1

, where γl ∼ N(0, τ−1
γ ) (5.7)

Note that under this parameterisation, the interpretation and magnitude of the
genetic interaction strength γl remains the same as the definition for γ1l in Equa-
tion (5.6).

5.4 Joint distributions for linear Gaussian models

5.4.1 Model without indicators

Using Bayes’ theorem, the target distribution can be factorised as,

π(x, θ | y) =
π(y | x, θ)π(x, θ)

π(y)

∝ π(y | x, θ)π(x | θ)π(θ). (5.8)
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We will calculate each of these terms in turn, starting with the observation likeli-
hood distribution, π(y | x, θ):

π(y | x, θ) =
1

∏
c=0

p

∏
l=1

rl

∏
m=1

π( fclm | x, θ)

=
p

∏
l=1

rl

∏
m=1

π( f0lm | x, θ)π( f1lm | x, θ)

=
p

∏
l=1

rl

∏
m=1

√
τε

2π
exp

{
−τε

2
( f0lm − f̂0l)

2
}√ τε

2π
exp

{
−τε

2
( f1lm − f̂1l)

2
}

=
( τε

2π

)∑
p
l=1 rl

exp

{
−τε

2

p

∑
l=1

rl

∑
m=1

[
( f0lm − f̂0l)

2 + ( f1lm − f̂1l)
2
]}

,

(5.9)

where rl denotes the number of replicates for the l-th orf ∆ in the control (or query)
strain. As orf ∆ are performed on the plates to an indentical layout for both con-
trol and query strains, there are the same p orf ∆ and number of replicates, rl,
l = 1, . . . , p when c = 0 and c = 1.

Note fitted values f̂cl have different equations based on whether they are con-
trol (c = 0) or query (c = 1). Each is defined as follows:

f̂0l = µ + α + Zl; f̂1l = µ + Zl + γ1l.

This provides the distribution,

π(y | x, θ) =
( τε

2π

)∑
p
l=1 rl

× exp

{
−τε

2

p

∑
l=1

rl

∑
m=1

[
( f0lm − µ− α− Zl)

2 + ( f1lm − µ− Zl − γ1l)
2
]}

. (5.10)
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The prior distribution of the latent variables, π(x | θ), is given by,

π(x | θ) = π(µ)π(α0)
p

∏
l=1

[π(zl | τz)π(γ1l | τγ)]

=

√
τµ

2π
exp

{
−

τµ

2
(µ− µµ)

2
}√ τα

2π
exp

{
−τα

2
(α− µα)

2
}

×
p

∏
l=1

[√
τz

2π
exp

{
−τz

2
(zl − µz)

2
}√ τγ

2π
exp

{
−τγ

2
(γ1l − µγ)

2
}]

,

and noting that all latent variables are assumed to have zero mean, i.e. µµ = µα =

µz = µγ = 0, allows us to simplify this to,

π(x | θ) =

√
τµτα

2π

(√
τzτγ

2π

)p

exp

{
−

τµµ2

2
− ταα2

2
−

p

∑
l=1

[
τzz2

l
2

+
τγγ2

1l
2

]}
.

(5.11)

Finally, the distribution of the parameters, π(θ), is calculated to be,

π(θ) = π(τz)π(τγ)π(τε)

=
baz

z

Γ(az)
τaz−1

z e−bzτz ×
baγ

γ

Γ(aγ)
τ

aγ−1
γ e−bγτγ × baε

ε

Γ(aε)
τaε−1

ε e−bετε . (5.12)

Using Equation (5.8), the joint conditional distribution can be written as the prod-
uct of Equations (5.10), (5.11) and (5.12):

π(x, θ | y) =
( τε

2π

)∑
p
l=1 rl

× exp

{
−τε

2

p

∑
l=1

rl

∑
m=1

[
( f0lm − µ− α− Zl)

2 + ( f1lm − µ− Zl − γ1l)
2
]}

×
√

τµτα

2π

(√
τzτγ

2π

)p

exp

{
−

τµµ2

2
− ταα2

2
−

p

∑
l=1

[
τzz2

l
2

+
τγγ2

1l
2

]}

× baz
z

Γ(az)
τaz−1

z e−bzτz ×
baγ

γ

Γ(aγ)
τ

aγ−1
γ e−bγτγ ×aε−1 baε

ε

Γ(aε)
τεe−bετε . (5.13)

5.4.2 Model featuring indicators

The target distribution can now be factorised as,
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π(x, θ, I | y) ∝ π(y | x, θ, I) π(I | x, θ) π(x | θ) π(θ),

where I represents the distribution of the indicator variables.
The Kuo & Mallick method assumes independence between the indicator and

its effect—for the QFA model, this is the interaction strength, γ. Observation
of Figure 5.8 reveals that the indicators are also conditionally independent from
other latent variables and parameters, allowing us to simplify π(I | x, θ) into
π(I):

π(x, θ, | y) ∝ π(y | x, θ, I) π(I) π(x | θ) π(θ). (5.14)

Once again, we aim to find the distribution for each of these terms separately,
beginning with the density, π(y | x, θ, I)

π(y | x, θ, I)

=
1

∏
c=0

p

∏
l=1

rl

∏
m=1

π( fclm | x, θ, I)

=
p

∏
l=1

rl

∏
m=1

π( f0lm | x, θ, I)π( f1lm | x, θ, I)

=
p

∏
l=1

rl

∏
m=1

√
τε

2π
exp

{
−τε

2
( f0lm − f̂0l)

2
}√ τε

2π
exp

{
−τε

2
( f1lm − f̂1l)

2
}

=
( τε

2π

)∑
p
l=1 rl

exp

{
−τε

2

p

∑
l=1

rl

∑
m=1

[
( f0lm − f̂0l)

2 + ( f1lm − f̂1l)
2
]}

. (5.15)

Note that this is the identical to the distribution in Equation (5.9), but here the
fitted values f̂cl are different for query (c = 1) strains. With the indicators and the
model defined in Section 5.3.3, they are now defined as follows:

f̂0l = µ + α + Zl; f̂1l = µ + Zl + δlγ1l.
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This provides the distribution,

π(y | x, θ, I) =
( τε

2π

)∑
p
l=1 rl

× exp

{
−τε

2

p

∑
l=1

rl

∑
m=1

[
( f0lm − µ− α− Zl)

2 + ( f1lm − µ− Zl − δlγ1l)
2
]}

.

(5.16)

Similarly, using the sum-to-zero contrast for γl as specified in Section 5.3.4, the
fitted values f̂cl will instead be,

f̂0l = µ + α + Zl −
1
2

δlγl; f̂1l = µ + Zl +
1
2

δlγl,

providing the distribution,

π(y | x, θ, I) =
( τε

2π

)∑
p
l=1 rl

× exp

{
− τε

2

p

∑
l=1

rl

∑
m=1

[(
f0lm − µ− α− Zl +

1
2

δlγl

)2

+
(

f1lm − µ− Zl −
1
2

δlγl

)2
]}

. (5.17)

The binary indicators used in the Kuo & Mallick case here are δl ∼ Bern(pδ),
where δl = 1 denotes the l-th variable would be included in the model and δl = 0
otherwise. Hence,

Pr(δl) =

pδ if δl = 1

1− pδ if δl = 0
; π(δl) = pδl

δ (1− pδ)
1−δl . (5.18)

By combining Equations (5.16) and (5.18) with the unchanged densities of
Equations (5.11) and (5.12), the complete joint distribution in Equation (5.14) can
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be constructed for the model in Section 5.3.3:

π(x, θ, I | y) =
( τε

2π

)∑
p
l=1 rl

p

∏
l=1

[
pδl

δ (1− pδ)
1−δl

]
× exp

{
−τε

2

p

∑
l=1

rl

∑
m=1

[
( f0lm − µ− α− Zl)

2 + ( f1lm − µ− Zl − δlγ1l)
2
]}

×
√

τµτα

2π

(√
τzτγ

2π

)p

exp

{
−

τµµ2

2
− ταα2

2
−

p

∑
l=1

[
τzz2

l
2

+
τγγ2

1l
2

]}

× baz
z

Γ(az)
τaz−1

z e−bzτz ×
baγ

γ

Γ(aγ)
τ

aγ−1
γ e−bγτγ ×aε−1 baε

ε

Γ(aε)
τεe−bετε . (5.19)

To obtain the equivalent expression for the model in Section 5.3.4, Equation (5.16)
is replaced with (5.17) to provide,

π(x, θ, I | y) =
( τε

2π

)∑
p
l=1 rl

p

∏
l=1

[
pδl

δ (1− pδ)
1−δl

]
× exp

{
−τε

2

p

∑
l=1

rl

∑
m=1

[
( f0lm − µ− α− Zl +

1
2

δlγl)
2 + ( f1lm − µ− Zl −

1
2

δlγl)
2
]}

×
√

τµτα

2π

(√
τzτγ

2π

)p

exp

{
−

τµµ2

2
− ταα2

2
−

p

∑
l=1

[
τzz2

l
2

+
τγγ2

1l
2

]}

× baz
z

Γ(az)
τaz−1

z e−bzτz ×
baγ

γ

Γ(aγ)
τ

aγ−1
γ e−bγτγ ×aε−1 baε

ε

Γ(aε)
τεe−bετε . (5.20)

5.5 Full conditional distributions for linear Gaussian

model parameters

There are three parameters of the model in Section 5.4.1 which can each be calcu-
lated as follows:

5.5.1 Full conditional for τz

The parameter τz specifies the common precision parameter for the ORF fitness
random effect for each of the p orf ∆. Each of these nodes, Zl, l = 1, . . . , p, are
specified as Zl ∼ N(0, τz), where τz ∼ Ga(az, bz). The full conditional distribution
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then becomes,

π(τz | τγ, τε, µ, αc, Zl, γcl, εclm)

= π(τz | Zl) ∝ π(τz)
p

∏
l=1

π(Zl | τz)

∝
baz

z τaz−1
z e−bzτz

Γ(az)

p

∏
l=1

τ
1/2
z exp

{
−τz

2
(Zl − 0)2

}
∝ τ

az+p/2−1
z exp

{
−bzτz −

p

∑
l=1

τz

2
Z2

l

}

∝ Ga

(
τz; az +

p
2

, bz +
1
2

p

∑
l=1

Z2
l

)
.

5.5.2 Full conditional for τε

The parameter τε specifies the common precision parameter for the error in every
observation. Each of these nodes, εclm, c = {0, 1}, l = 1, . . . , p, and m = 1, . . . , rl,
are specified as ε ∼ N(0, τε), where τε ∼ Ga(aε, bε). The full conditional distribu-
tion then becomes:

π(τε | τγ, τz, µ, αc, Zl, γcl, εclm)

= π(τε | εclm) ∝ π(τε)
1

∏
c=0

p

∏
l=1

rl

∏
m=1

π(εclm | τε)

∝
baε

ε τaε−1
ε e−bετε

Γ(aε)

1

∏
c=0

p

∏
l=1

rl

∏
m=1

τ
1/2
ε exp

{
−τε

2
(εclm − 0)2

}
∝ τ

aε+∑
p
l=1(rl)−1

ε exp

{
−bετε −

L

∑
c=1

p

∑
l=1

rl

∑
m=1

τε

2
ε2

clm

}

∝ Ga

(
τε; aε +

p

∑
l=1

rl, bε +
1
2

L

∑
c=1

p

∑
l=1

rl

∑
m=1

ε2
clm

)

where εclm = fclm − f̂cl, therefore,

∝ Ga

(
τε; aε +

p

∑
l=1

rl, bε +
1
2

L

∑
c=1

p

∑
l=1

rl

∑
m=1

(
fclm − f̂clm

)2
)
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5.5.3 Full conditional for τγ

The parameter τγ specifies the common precision parameter for the genetic inter-
action strengths for each of the p orf ∆. Each of the nodes for the query strains,
γ1l, l = 1, . . . , p, are specified as γ1l ∼ N(0, τγ), where τγ ∼ Ga(aγ, bγ). The full
conditional distribution then becomes:

π(τγ | τz, τε, µ, αc, Zl, γcl, εclm) = π(τγ | γ1l)

∝ π(τγ)
p

∏
l=1

π(γ1l | τγ)

∝
baγ

γ τ
aγ−1
z e−bγτγ

Γ(aγ)

p

∏
l=1

τ
1/2
γ exp

{
−τγ

2
(γ1l − 0)2

}
∝ τ

aγ+p/2−1
γ exp

{
−bγτγ −

p

∑
l=1

τγ

2
γ2

1l

}

∝ Ga

(
τγ; aγ +

p
2

, bγ +
1
2

p

∑
l=1

γ2
1l

)

Note that this is analogous to the calculation for τz given in Section 5.5.1.

5.5.4 Full conditional for δl

This applies to the model described in Section 5.4.2. The parameter δl is a binary
indicator to determine which of the genetic interaction strength terms for each of
the p orf ∆ should be included in the model. The prior for this is δl ∼ Bern(pδ).

For the calculations in this section, we will relax the assumption that the rl,
l = 1, . . . , p, are the same for both control and query strains. We denote r0l and
r1l to be the number of replicates for the l-th orf ∆ in the control and query strains
respectively. In practice, we find that r0l = r1l due to the fixed orf ∆ pattern on the
agar plates.
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For fixed γ0l = 0

When applied the model described in Section 5.4.2, the full conditional is,

π(δl | τγ, τz, τε, µ, αc, Zl, γcl, εclm, y)

= π(δl | f1lm) ∝ π(δl)
r1l

∏
m=1

π( f1lm | δl)

∝ pδl(1− p)1−δl

r1l

∏
m=1

τε√
2π

exp
{
−τε

2
( f1lm − f̂1l)

2
}

∝ pδl(1− p)1−δl
( τε

2π

)r1l
exp

{
−τε

2

r1l

∑
m=1

( f1lm − µ− Zl − δlγ1l)
2

}
. (5.21)

On noting that

( f1lm − f̂1l)
2 = ( f1lm − µ− Zl − δlγ1l)

2

= −2 f1lmδlγ1l + 2µδlγ1l + 2zlδlγ1l + δ2
l γ2

1l + C,

where C are other terms constant with respect to δl, additional simplification can
be performed as δ2

l = δl since δl only takes the values of 0 or 1:

(
f1lm − f̂1l

)2
∝ 2δlγ1l

(
µ + zl +

1
2

γ1l − f1lm

)
,

and now observing that µ + zl + γ1l = f̂1l, means

(
f1lm − f̂1l

)2
= 2δlγ1l

(
f̂1l −

1
2

γ1l − f1lm

)
.

Substituting this into Equation (5.21) gives,

∝ pδl(1− p)1−δl exp

{
−τε

2

r1l

∑
m=1

2δlγ1l

(
f̂1l −

1
2

γ1l − f1lm

)}

∝ pδl(1− p)1−δl exp

{
r1lτεδlγ1l

(
1

r1l

r1l

∑
m=1

f1lm +
1
2

γ1l − f̂1l

)}
(5.22)
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For sum-to-zero γl contrasts

When applied the model described in Section 5.3.4, the full conditional is a devel-
opment of Equation (5.21):

π(δl | τγ, τz, τε, µ, αc, Zl, γcl, εclm, y) ∝ pδl(1− p)1−δl
( τε

2π

)r0l+r1l
×

exp

{
−τε

2

[
r0l

∑
m=1

(
f0lm − µ− α− Zl +

δlγl
2

)2
+

r1l

∑
m=1

(
f1lm − µ− Zl −

δlγl
2

)2
]}

(5.23)

Using a method analogous to when the fixed γ0l = 0 parameterisation was
used, it can be seen that,(

f0lm − µ− α− Zl +
1
2

δlγl

)2

= δlγl

(
f0lm − µ− α− Zl +

1
4

γl

)
+ C1

= δlγl

(
f0lm −

1
4

γl − f̂0l

)
+ C1,(

f1lm − µ− Zl −
1
2

δlγ1l

)2

= δlγl

(
µ + zl +

1
4

γl − f1lm

)
+ C2

= δlγl

(
f̂1l −

1
4

γl − f1lm

)
+ C2,

where C1 & C2 are other terms constant with respect to δl. Substituting this into
equation (5.23) gives,

π(δl | τγ, τz, τε, µ, αc, Zl, γcl, εclm, y) ∝ pδl(1− p)1−δl×

exp

{
τεδlγl

2

(
r1l

∑
m=1

f1lm −
r0l

∑
m=1

f0lm + r0l f̂0l − r1l f̂1l +
r0lr1l

2
γl

)}
. (5.24)

Normalising and simulating the next indicator values

We normalize the probability using,

Pr(δl = 1 | θ, x, y) =
π(δl = 1 | θ, x, y)

π(δl = 0 | θ, x, y) + π(δl = 1 | θ, x, y)
.
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This results in the following full conditional distribution for the indicator vari-
ables:

π(I | θ, x, y) =


1−p exp{φ(δl=0)}

(1−p) exp{φ(δl=0)}+p exp{φ(δl=1)} if δl = 0
p exp{φ(δl=1)}

(1−p) exp{φ(δl=0)}+p exp{φ(δl=1)} if δl = 1
. (5.25)

where, for the full conditional distribution in Equation (5.22) with γ0l = 0 fixed,

φ(δl) = r1lτεδlγ1l

(
1

r1l

r1l

∑
m=1

f1lm +
1
2

γ1l − f̂1l

)
,

and for the full conditional distribution in Equation (5.24) using sum-to-zero con-
trasts,

φ(δl) =
τεδlγl

2

(
r1l

∑
m=1

f1lm −
r0l

∑
m=1

f0lm + r0l f̂0l − r1l f̂1l +
r0lr1l

2
γl

)
.

Note that when δl = 0, φ(0) = exp{0} = 1 in both of these parameterisations.
By generating a value u, a realisation from a U(0, 1) distribution, we can com-

pare this value to the probability in Equation (5.25). Hence, we can set δl = 1
if,

u <
p exp{φ(1)}

(1− p) exp{φ(0)}+ peφ exp{φ(1)} =
peφ

(1− p) + peφ , (5.26)

and δl = 0, otherwise. Note that we have written eφ to represent exp{φ(1)} for
notational simplicity.

Care should be taken when calculating eφ, as large values of φ can cause nu-
merical overflow. In software implementations that catch overflow and represent
the value as positive ∞, the normalising step in Equation (5.25) will most likely
evaluate to NaN or 0 rather than 1, resulting in Equation (5.26) always evaluating
to false and δl = 0. This also occurs as underflow if φ is too small, but this would
cause Equation (5.26) to correctly default to ‘false’ anyway.

Use of the log-sum-exp method can provide a stable way to handle this issue
of numerical under- and over-flow (Murphy, 2012), by observing the following:

Pr(δ = 1 | θ, x, y) =
peφ

q + peφ .
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Now letting m = max{0, φ},

=
e−m [peφ

]
e−m [q + peφ]

=
peφ−m

qe−m + peφ−m .

Since m = max{0, φ}, the largest possible value for e−m and eφ−m is 1, while the
other term will be less than or equal to this. This minimises the risk of overflow
or underflow occurring in the normalising step when eφ is calculated, providing
greater numerical stability to the operation.

5.5.5 Full conditional for τγ with Kuo & Mallick indicators

This distribution replaces that in Section 5.5.3, to incorporate the binary indicators
featured in the Kuo & Mallick variable selection method in Section 5.4.2. The
parameter τγ specifies the common precision parameter for the genetic interac-
tion strengths for each of the p orf ∆. Each of the nodes for the query strains, γ1l,
l = 1, . . . , p, are specified as γ1l ∼ N(0, τγ), where τγ ∼ Ga(aγ, bγ). Here the dis-
tribution is now affected by what variables are currently selected for inclusion in
the model. Variables which are currently included will be in the set Φ, of size pΦ.
The full conditional distribution then becomes,

π(τγ | τz, τε,µ, αc, Zl, γcl, δl, εclm)

= π(τγ | δlγ1l) ∝ π(τγ)
p

∏
l=1

π(δlγ1l | τγ)

∝
baγ

γ τ
aγ−1
z e−bγτγ

Γ(aγ)
∏
l∈Φ

τ
1/2
γ exp

{
−τγ

2
(δlγ1l − 0)2

}
∝ τ

aγ+pΦ/2−1
γ exp

{
−bγτγ − ∑

l∈Φ

τγ

2
δlγ

2
1l

}

∝ Ga

(
τγ; aγ +

pΦ

2
, bγ +

1
2 ∑

l∈Φ
γ2

1l

)
.
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5.6 Comparison of model efficiency for linear Gaus-

sian models

5.6.1 About the QFA data

The data we use comes from the QFA experiment detailed by Addinall et al.
(2011), where a logistic growth model has been fitted to the data obtained from
the image analysis. We use MDRMDP3 as a measure of culture fitness for cdc13-1
and URA3∆ strains grown at 27 °C. 159 orf ∆ were stripped from the analysis
by Addinall et al. (2011) for varying experimental and biological issues which
would cause spurious results for reasons known to be unrelated to epistasis. This
leaves 35576 observations for 4135 possible orf ∆ in each strain. For a QFA dataset
containing 4135 different orf ∆, the natural ordering of the latent field may be
µ, α, Z1, . . . , Z4135, γ1, . . . , γ4135, resulting in a latent dimension of 8272.

A subset of the data can also be used by selecting cultures grown on plate 15;
a plate with known neutral and telomere-related genes, designed to indicate if
the strain has grown as expected (Addinall et al., 2011). This contains at least 6
replicates for each of 50 possible orf ∆, allowing inference methods to be tested on
smaller dimension datasets.

To verify the accuracy of the schemes under test, long thinned runs are per-
formed and the densities are compared to ensure no discrepancies between results
from JAGS and GDAGsim.

5.6.2 Comparison of results using permutation matrices

As explained in Section 2.3.2, the positioning of the non-zero values in the preci-
sion matrix, Q, can cause fill-in to occur in the Cholesky factor, L. Using the Plate
15 dataset and the model with Kuo & Mallick indicators described in Section 5.4.1,
the benefit of the permutation matrix can be demonstrated visually in Figure 5.9.

When the Cholesky decomposition is done using the natural ordering, the
Cholesky factor, L, (Figure 5.9b) suffers complete fill-in here, resulting in L being
dense despite the original matrix (Figure 5.9a) being sparse. Having computed
the AMD ordering and permuting the precision matrix (Figure 5.9c), the resulting

3MDRMDP = Maximum Doubling Rate×Maximum Doubling Potential for the yeast colony,
as described in Section 5.2.1.
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Sparsity plot for Q

nnz:    504 (  4.84%)

(a) The naturally ordered matrix Q.
Number of non-zero entries in lower-
triangle is 303 (5.768%)

Sparsity plot for L

nnz:   5253 ( 50.49%)

(b) The Cholesky factor L of the
naturally-ordered Q in Figure 5.9a.
Number of non-zero entries in lower-
triangle is 5253 (100%)

Sparsity plot for Q

nnz:    504 (  4.84%)

(c) The AMD ordered version of Q in Fig-
ure 5.9a. Number of non-zero entries in
lower-triangle remains 303 (5.768%)

Sparsity plot for L

nnz:    304 (  2.92%)

(d) The Cholesky factor L of the AMD-
ordered Q in Figure 5.9c. Number of
non-zero entries in lower-triangle is 304
(5.787%)

Figure 5.9: The location of non-zero entries in a 102 × 102 matrix. In the full matrix,
Q, there are 504 non-zero elements (4.84%). For a fairer comparison, each caption in-
cludes the quantity and percentage of non-zero values in the lower-triangle only, since the
Cholesky factors only occupy these elements. The natural-ordering for the variables from
the model in Section 5.4.1 here is (µ, α, z1, . . . , z50, γ1, . . . , γ50).
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Cholesky factor maintains the sparsity in Figure 5.9d.
As mentioned in Section 2.3.2, an optimum permutation can sometimes be

identified manually. In this case, the optimal order when specifying the model
in GDAGsim would be (γ1, z1, . . . , γ50, z50, α, µ). However, if the user was unable to
identify this ordering, the AMD permutation would minimise the impact caused
by Cholesky fill-in.

To understand the performance benefit that can be gained from using a per-
mutation, a similar model that includes Kuo & Mallick, as defined in Section 5.3.3,
on the full-size dataset containing all plates. The latent structure has a dimension
of 8590 here. The time taken to perform the schemes with and without AMD
permutations are listed in Table 5.1. It is worth noting that use of the permutation
matrix is numerically equivalent and does not affect the mixing or accuracy of the
scheme—there are only differences with the computation time and the memory
usage in each implementation.

Permutation scheme # of iter. Time (s) Avg. time per iter. (s)
Fixed permutation 100 3100 31.000
Dynamic AMD permutation 10000 704 0.070
Fixed AMD permutation 10000 713 0.071

Table 5.1: Time taken to obtain the stated number of unthinned iterations, depending on
the permutation scheme in use.

It is immediately obvious from Table 5.1 that use of the permutation matrix
allows more iterations to be computed in less time, in comparison to when no
permutation matrix is used. The memory usage is also considerably lower when
the permutation is applied.

The fixed permutation calculates the optimum permutation at the first iteration
and stores it for future iterations. This removes the need to run an algorithm to
find the optimum permutation at every iteration, which is unnecessary as the lay-
out of the precision matrix won’t change over each iteration. Somewhat counter-
intuitively, the scheme that reuses the original permutation is very slightly slower
than the scheme that recomputes the approximately optimal permutation at each
iteration. For this reason, we will use the dynamic permutation for the remainder
of the results in this section.

We may find that on larger or models, or models with a more complicated de-
pendancy structure, that the approximate permutation algorithm becomes more
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costly to compute on each iteration, leading to a noticable benefit from fixing and
reusing the original permutation. Further developments on the use of a fixed
permutation will be discussed in Section 7.2.1.

5.6.3 Improvements from dynamic resizing of GDAG models

To find any improvement from implementing a dynamic resizing of the GDAG
model, as explained in Section 4.10.6, the full URA3/CDC13-1 dataset is modelled
with Kuo & Mallick indicators as defined in Section 5.4.2. The variable γ1l will
be removed from the GDAG model when the indicator is δl = 0 for that iteration,
and included if δl = 1. The fixed-size and dynamically-resized models both use a
re-computed AMD permutation before each Cholesky decomposition, as part of a
variable selection Data Augmentation scheme (see Section 4.10.2). The resizing of
the GDAG model does not affect the quality of the MCMC run, so only run times
need to be considered.

Scheme Time (s)
Fixed size 721
Dynamic resizing 624

Table 5.2: CPU user time taken to obtain 10000 unthinned iterations, depending on
whether the size of the GDAG model is at the full, fixed size at each iteration, or resized
to only include γ1l variables where δl = 1.

From the results in Table 5.2, there is a slight reduction in computation time
over the course of a long run. Dynamically resizing the model requires additional
overheads to correctly map which variables are being included, which negates
some of the advantage obtained from working with smaller matrices. Despite
the overheads, allowing the model to resize generally provides an appreciable
performance improvement on large models or long runs that include a form of
variable selection, where a relatively high proportion of variables are likely to be
excluded at each iteration.

5.6.4 Improvements from model reparameterisation

Table 5.3 contains comparisons of the computation time and minimum effective
sample size (ESS) obtained from a selection of schemes run in JAGS and using
GDAGsim as part of a blocking method. The JAGS scheme performs a Gibbs sampler
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on the variables, while the GDAGsim software is used for the Data Augmentation
method described in Section 4.10.2. The smallest ESS value of all latent variables
and parameters (excluding indicator, δ) simulated in the scheme is taken.

Parameterisation Implementation Time (s) Min. ESS Var. ESS/s.

Fixed γ1l = 0

JAGS 282 284 µ 1.01

GDAG (fixed size) 721 483 zPGM2 0.67
2760 α 3.83

GDAG (dyn. size) 674 483 zPGM2 0.72
2760 α 4.09

Sum-to-zero contrast

JAGS 429 300 µ 0.70

GDAG (fixed size) 782 2191 γYDR476C 2.80
6780 α 8.67

GDAG (dyn. size) 751 2191 γYDR476C 2.92
6780 α 9.03

Table 5.3: Time taken to obtain 10000 unthinned iterations in JAGS and the Data Augmen-
tation using GDAGsim using both fixed and dynamic resizing.

The additional overheads associated with the blocking techniques mean that
a GDAG scheme typically takes around 2.5 times longer to complete the same
number of iterations than a JAGS scheme here. The ESS obtained by the GDAG
implementation is generally much higher than that from the JAGS implementation
for all variables. The lowest ESS from the Gibbs method in JAGS is 283.5 from
the parameter µ, an expectedly low figure given that all observations depend
on µ causing it to correlate heavily with other latent variables and mix poorly.
In contrast, the ESS for the same parameter in a block updating scheme using
GDAGsim was measured as 10000, indicating no autocorrelation in that chain. The
poorer mixing for µ in the JAGS scheme is illustrated in Figure 5.10, where the
blocking method from GDAGsim is not affected by the correlation with other latent
variables.

The minimum ESS reading from the schemes using GDAGsim is hindered by the
changeable state of the variable selection indicators. The random effect for pgm2∆,
zPGM2, suffers from a bi-modal state whenever the corresponding indicator δPGM2

spends an approximately 50 : 50 split of time in its possible include/exclude
states. The indicator will switch between states frequently if the interaction that
the indicator is acting on, in this case γ1,PGM2, is ‘borderline’ in whether it is a
significant interaction or not.

Due to the parameterisation in use, including and excluding the γ1,PGM2 for
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Figure 5.10: Trace plots (on left) of 10000 unthinned iterations for µ when performed
under GDAGsim (top) and JAGS (bottom) schemes. Corresponding ACF plots with 95%
intervals for each scheme are shown to the right.

roughly equal numbers of iterations has an effect on the zPGM2 parameter—the
random effect z will swap between two modes to act as a compromise between
frequently including and excluding the value of γ, as demonstrated by Figure 5.11.
The bi-modal state in an MCMC chain will be penalised heavily in an ESS calcu-
lation and there will appear to be correlation between samples that don’t stay
in a single consistent state. By dissecting the chain for variables that suffer this
problem and separately evaluating the mixing of each chain where the indicator
is in the include and the exclude state, it can be seen that the mixing of samples
for z is very good in its own state.

Since the mixing of the parameter z is very good when split by the state of the
variable selection indicator, it could be argued that its poor performance in numer-
ical measurements such as autocorrelation and ESS can be overlooked. However,
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Figure 5.11: Trace plots of 10000 unthinned iterations for ZPGM2 when performed using
GDAGsim methods. The colour of the line changes according to the current state of the
indicator δ1,PGM2.

since the indicator acts on the genetic interaction strength in these models γ, and
not on the ORF fitness, z, we would argue that this poor performance should not
be overlooked.

To combat the problem of poor ESS and autocorrelation measurements in z, a
reparameterisation is employed as described in Section 5.3.4 and the effects are
investigated.

Computation time for the reparameterised model has increased over the equiv-
alent implementation, due to a few extra computation overheads as more fitted
values must be obtained to calculate the full conditional distributions that model
parameters and indicators will be computed from.

While there has been little change to the smallest ESS value in the JAGS imple-
mentation, the results from the blocking methods in the GDAGsim implementation
have improved considerably. The sum-to-zero contrast of the genetic interaction
strength, γl, means the corresponding ORF fitness, z, is no longer behaving as a
compromised value that has to switch between two different modes. Numerical
assessments of these variables are now much better.

The minimum ESS value obtained is 2191 for the interaction strength of the
ydr476c∆, γYDR476C. This is also lowest as a result of the indicator being allowed
to switch states frequently, but the relatively poor ESS is to be expected as a conse-
quence of this—When the indicator δYDR476C = 0, γYDR476C is simulated from the
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prior distribution, but when δYDR476C = 1, γYDR476C is simulated from a density
that likely has a different mean to the prior mean. This means γ is expected to
have a bi-modal distribution.

Even when including the poorest ESS from the γYDR476C variable, the GDAGsim

implementation using a dynamic model resize has a greater ESS per second of
computation time than both the implementation in JAGS and previous parame-
terisations of GDAG implementations. This suggests improved efficiency over
standard Gibbs sampling methods, allowing large numbers of iterations with
desirably low autocorrelations to be produced in less time.

If all γ variables are excluded from the analysis of ESS, on the grounds that
they will appear artificially bad due to their indicator influenced bi-modal state,
then the reparameterised blocking methods may be nearly 9 times more efficient,
in terms of ESS per second on this large model, than standard Gibbs sampling
methods. The minimum ESS reading from the schemes using GDAGsim is hindered
by the changeable state of the variable selection indicators. The random effect
zPGM2, suffers from a bi-modal state whenever the corresponding indicator δPGM2

spends an approximately 50 : 50 split of time in its possible include/exclude
states. The indicator will switch between states frequently if the interaction that
the indicator is acting on, in this case γ1,PGM2, is ‘borderline’ in whether it is a
significant interaction or not.

5.6.5 Effects of Gibbs variable selection

We implement a Gibbs variable selection scheme for comparison against a simpler
Kuo & Mallick indicator scheme that does not feature any pseudo-priors to sim-
ulate excluded variables. In both cases, these schemes use the sum-to-zero repa-
rameterisation from Section 5.3.4 and feature no dynamic resizing of the model as
mentioned in Section 4.10.6.

Timings and ESS measurements from these schemes can be viewed in Table 5.4.
Where simpler indicator schemes caused a lower ESS for the γYDR476C chain due
to its bi-modal behaviour, Gibbs variable selection avoids this by always ensuring
that samples are generated close to the posterior. The lowest ESS reading from a
GVS chain is three times higher than the equivalent model using Kuo & Mallick
indicators. The GVS scheme takes longer to perform since a tuning period must
be performed to find suitable hyperpriors and samples must then be taken from
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Figure 5.12: Trace plots of iterations 1000–1500 from an unthinned run for δYOL004W when
performed under both the Gibbs variable selection scheme (top) and Kuo & Mallick indi-
cators (bottom). For both methods, δ̄YOL004W ≈ 0.52.

the correct hyperpriors depending on which variables are currently featured in
the model, as opposed to generating samples from a common prior distribution
for the Kuo & Mallick scheme. Under these circumstances, there is still a greater
minimum ESS/s from the GVS scheme.

Implementation Time (s) Min. ESS Var. ESS/s.

Kuo & Mallick indicators 782 2192 γYDR476C 2.80
6780 α 8.67

Gibbs Variable Selection
(incl. tuning and burning)

793 (825) 6107 γYPL207W 7.70 (7.40)
6561 α 8.27 (7.95)

Table 5.4: CPU User time taken to obtain 10000 unthinned iterations before and after the
implementation of GVS. Values in brackets factor in the time taken for an additional 400
iteration tuning and burning period.

Figure 5.12 demonstrates that the Gibbs variable selection scheme causes in-
dicators to switch more frequently between the include/exclude states, without
affecting the overall proportion of time spent in each state.

5.7 Latent Gaussian models

We will modify the linear Gaussian model from Section 5.3.4 to allow for a Gaus-
sian distribution to be applied directly to fitness values, which is achieved by
using an exponential link function on the linear predictor, creating a latent Gaus-
sian model. The linear Gaussian model is equivalent to specifying a log-normal
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Fclm ∼ N(F̂cl, τε) F̂cl = exp( f̂cl)

f̂cl = µ + αc + Zl + δl × γcl

µ ∼ N(0, 0.001−1) Zl ∼ N(0, τ−1
z )

γl ∼ N(0, τ−1
γ )

αc

{
∼ N(0, 0.001−1) if c = 0
= 0 if c = 1

γcl =

{
−1

2 γl if c = 0
+1

2 γl if c = 1

δl ∼ Bern(pδ) τε, τz, τγ ∼ Ga(1, 0.00005)

Figure 5.13: Latent Gaussian model specification for QFA model.

distribution on the observation layer of fitness (e.g. MDRMDP) values, whereas
the latent Gaussian model places a symmetric Gaussian distribution on the same
values. Alternative distributions can also be applied to the observation layer if
desired.

To implement this feature, we need to ensure that the likelihood for each ob-
servation is linked to a single latent variable, as shown in Equation (2.13), instead
of a linear combination of latent variables which was allowed in the linear Gaus-
sian models and demonstrated in Equation (2.2). This is achieved using an idea
mentioned by Martins et al. (2013) by creating an additional latent node in the
latent field, whose value is a linear combination of other nodes and has a precision
of exp(15)—not too high that it causes a numerical instability when a Cholesky
decomposition is performed on the precision matrix, but small enough to ensure
these nodes provide a negligible amount of error in the model. We will refer to
these nodes as pseudo-deterministic nodes.

The latent Gaussian model that follows these criteria can be found in Fig-
ure 5.13, with a DAG representation shown in Figure 5.14. When the exponential
link function is applied, each fitted fitness value, F̂cl, is equivalent to eµeαc eZl eδlγl ,
in line with the multiplicative model of epistasis described in Section 5.2.1.

5.8 Joint distributions for latent Gaussian models

We can no longer sample from the full conditional distributions, as we could do
with the latent models in Section 5.3, so we are limited in our choice of inference
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Fclm

f̂cl

αcµ Zl δlγcl

δl γl

τz τγτε

Observations

pseudo-deterministic
latent variables

Latent Gaussian
variables, x.

Parameters, θ.

Figure 5.14: DAG for the latent Gaussian model including binary indicators to select γ1l
variables. The node with a double circle border represents a deterministic node, while the
node with a dashed-double circle border represents a pseudo-deterministic node needs
to be created in the prior structure.

schemes. Data augmentation cannot be used as it requires the ability to sample
from the full conditional distributions. The Marginal updating scheme is of little
use because we are interested in which orf ∆ cause epistasis—this requires sam-
pling genetic interaction strengths which the indicator values are based on, but
neither of these are recorded in the Marginal scheme. We will attempt to use the
Data Augmentation with Augmented Block (Section 4.10.3) to perform the infer-
ence. This means we will need to be able to sample from I | θ, x, y and all terms
in Equation (4.8).

The density of the parameters, π(θ | I), and the prior distribution of the la-
tent variables, π(x | θ, I), remain unchanged from Equations (5.12) and (5.11),
respectively. The likelihood of the observations requires modification from Equa-
tion (5.15) to account for the new link function:

π(y | x, θ, I) =
( τε

2π

)∑
p
l=1 rl

exp

{
−τε

2

p

∑
l=1

rl

∑
m=1

[
(F0lm − F̂0l)

2 + (F1lm − F̂1l)
2
]}

,

where,

F̂0l = exp
(

µ + α + Zl −
δlγl

2

)
; F̂1l = exp

(
µ + Zl +

δlγl
2

)
.
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The indicator variables can still be generated from their full conditional distri-
bution, I | θ, x, y, where the density in Equation (5.23) is now modified to account
for the new link function,

π(δl | θ, x, y) ∝ pδl(1− p)1−δl

× exp

{
−τε

2

[
r0l

∑
m=1

(
F0lm − F̂0l

)2
+

r1l

∑
m=1

(
F1lm − F̂1l

)2
]}

. (5.27)

The link function employed in this latent Gaussian model means there tends to be
no useful simplification of φ(δl), as was performed for the linear Gaussian model.
As a result, φ(0) will not always take the value of zero, so must also be computed
for use in Equation (5.26).

When performing the log-sum-exp method, as done for the linear Gaussian
model, we now find the maximum, m = max{φ(0), φ(1)}. The probability that
each indicator should then be set to true is

Pr(δ = 1 | θ, x, y) =
peφ(1)

qeφ(0) + peφ(1)

=
peφ(1)−m

qeφ(0)−m + peφ(1)−m
.

5.9 Gaussian approximation terms for latent Gaussian

model

At each iteration of the Data Augmentation scheme with Augmented block, a
Gaussian approximation must be performed. The distribution of the optimised
Gaussian approximation of the latent variables is used to generate a proposal for a
new set of latent variables, before the density is used in the acceptance probability
calculation. To perform this Gaussian approximation, as described in Section 3.2.2,
we need to calculate the values of b and c.

Suppose we have independent replicates, j = 1, . . . , ri, for observations, yij, all
linked to latent node, xi. Then we find the log-likelihood contribution term, gi(xi)
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from Equation (3.9):

gi(xi) =
ri

∏
j=1

π(yij | xi, θ)

=
ri

∑
j=1

log[π(yij | xi, θ)]

=
ri

2
log(2π) +

ri

2
log(τε)−

ri

∑
j=1

τε

(
2exi − yij

)2,

and taking the derivatives of these gives,

g′i(xi) = τεexi
ri

∑
j=1

(
yij − exi

)
= τεexi

[
ri

∑
j=1

(yij)− riexi

]
,

g′′i (xi) = τεexi

[
ri

∑
j=1

(yij)− 2riexi

]
.

The calculation of c follows as

ci = −g′′i (xi) = τεexi

(
2exi −

ri

∑
j=1

yij

)
,

while the value of b is,

bi = g′i(xi) + µici

bi = τεexi

[
ri

∑
j=1

(yij)− exi

]
+ τεµiexi

(
2exi −

ri

∑
j=1

yij

)
.

All values of bi and ci are set to zero if the latent variable does not have any
directly linked observations. Once the values of b and c are known, the guess at
the optimum mode of the latent variables can be found, as detailed in Section 3.2.2.

5.10 Results for latent Gaussian models

Using the smaller ‘plate 15’ dataset, we perform the same analysis to compare the
Data Augmentation with Augmented block scheme from Section 4.10.3 against
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Gibbs sampling methods from JAGS on the model in Section 5.7. For the plate
15 dataset containing 50 different orf ∆, the ordering of the latent field will be
µ, α, Z1, . . . , Z50, γ1, . . . , γ50, f̂0,1, . . . , f̂0,50, f̂1,1, . . . , f̂1,50, resulting in a latent dimen-
sion of 204.

Implementation Time (s) Min. ESS Var. ESS/s.

JAGS 76 18 zNMD2 0.24
20 µ 0.26

GDAGsim 78 290 zPRM4 3.72
393 α 5.04

Table 5.5: CPU User time taken to obtain 10000 unthinned iterations for plate 15 as a latent
Gaussian model.

Table 5.5 shows timings and minimum ESS from this comparison. Mixing for
both these schemes is generally worse than was seen in the linear Gaussian models.
There is no indication that poor mixing for the ORF fitness values is caused by
a bi-modal state induced by the changing indicator state—these schemes both
use the sum-to-zero contrasts for γl—indicating the worst mixing variables are
indeed the z variables in both schemes. These schemes are likely to struggle with
the smaller dataset as the model works best with a full genome-wide dataset.

In the case of the JAGS scheme the ESS is very low, so to verify this sample is not
simply “noise” an additional run was performed using thinning of 10 iterations,
which yielded an ESS for µ of 196.6, indicating that the quality of the output chain
improves as expected when thinning is employed. On small scale models, the
computation time per iteration is comparable, so the better mixing obtained from
blocking methods provides a much more efficient scheme in terms of ESS/s.

When performed on a full QFA dataset, the Augmented block in Data Augmen-
tation blocking method that uses GDAGsim fails as the ratio of accepted proposals
drop considerably. In contrast, JAGS models continue to perform adequate infer-
ence after thinning.

Simulated data of varying dimension was created to test these blocking meth-
ods that fail. Due to the non-linear observation model, the quality of the latent
Gaussian proposal deteriorates as the dimension of the system increases. As a
consequence, these schemes have a tendency to converge to the “true” values of
the simulated data before sticking to these values.

Since the linear Gaussian model in Section 5.3.4 is a special case of a latent
Gaussian model, we can implement it using the the same Augmented block in
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Data Augmentation MCMC method from Section 4.10.3. In this situation, we find
it successfully performs inference on the full-size dataset, suggesting that propos-
als for the latent variables match well to the posterior, keeping the proportion of
accepted proposals as the desired level. ESS/s figures are not as competitive with
the equivalent Data Augmentation method in Section 4.6, primarily because the
MH step means the chain will not move on all iterations.

A possible way to solve the issues encountered in the latent Gaussian model is
to use multiple smaller blocks of latent variables which have a higher probability
of being accepted, and deciding if each of these smaller-dimension proposals
should be accepted in turn. However, reducing the size of the block can have a
negative effect on the scheme’s mixing, so this would form a compromise between
the improved mixing of a large block and the greater acceptance rates of smaller
blocks.

5.11 Model assessment methods

5.11.1 Assessing model accuracy

Working with large genome-wide datasets, where the functions of many genes are
not fully understood already, makes it challenging to know whether these models
are producing sensible results. There are some strategies that can be employed to
decide if results look reasonable.

Using the ‘plate 15’ dataset allowed for the model to be created and tested
quickly thanks to its small dimension, and since most of the genes selected for
use on plate 15 were known to be neutral or to interact, it can be used to roughly
gauge if the model is producing reasonable list of interacting genes. Once the
model was working on plate 15, we created higher-dimension simulated datasets
according to the model, allowing us to know which genes had a “true” genetic
interaction. We then verified that the model was able to correctly identify which
genes were interacting. Our tests on simulated data proved to be very accurate at
identifying the “true” interactions, but it is always worth remembering that real
data can, and probably will, behave differently to simulated data.

Residual plots were also investigated for these models to check whether resid-
uals followed the Gaussian distribution that was expected. The results from these
diagnostic plots were mostly satisfactory, albeit with some truncation in plots
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of residuals against fitted fitness values since large negative values won’t occur
when the predicted fitness values are already close to zero—this combination
of negative residual and small predicted fitness would imply a negative fitness
value.

Cross-validation methods involve dividing the data into two non-overlapping
subsets: a large training dataset and a smaller validation dataset. This is often
used to check the model is able to accurately predict the outcomes for observations
it hasn’t previously seen, and assessed by finding the correlation between the
prediction and actual observation. In the context of QFA, we consider the strategy
of leaving out data when fitting these models is not a sensible strategy because
these models rely on the full genome-wide sequence in order to accurately find
interactors.

5.11.2 Comparison against results from Heydari et al. (2016)

The structure of our latent Gaussian model is less complicated than that seen
in the Interaction Hierarchical Model (IHM) that Heydari et al. (2016) used to
identify interacting orf ∆ in the original QFA analysis. We expect the IHM should
be more accurate at identifying orf ∆ thanks to its increased complexity, while our
latent Gaussian model structure will be more efficient at producing good quality
inference.

To check that the results from both competing models are identifying similar
results, a correlation plot can be produced to display the posterior means for in-
teraction strengths obtained from each scheme—this can be seen in Figure 5.15. A
positive linear correlation would indicate that the different models identify similar
genetic interactions, and that the strongest interactions in our model appeared as
the strongest interactions in the IHM. While a positive correlation is desirable, the
points do not necessarily need to fall on the 1:1 line, as the models have different
parameterisations for the interaction strength.

There are some points of concern which can be found in Figure 5.15. Points at
the origin of the plot are acceptable, since this indicates both models are identify-
ing a gene is neutral, but other any points lying along either axis at zero indicate
that one model has identified an orf ∆ as an interaction where the other model de-
cided that the same orf ∆ was neutral. Of the 502 interactions found by the latent
Gaussian model and the 576 interactions by the IHM, 411 of these interactions

108



Chapter 5. Quantitative Fitness Analysis

VPS8

YAL004WSSA1ERP2FUN14

MDM10

SWC3

DEP1

SYN8NTG1PSK1YAL018CATS1FUN26PMT2

LTE1

DRS2

YAL027WFRT2MYO4SNC1GIP4FUN19RBG1YAL037WCLN3ERV46YAL043C−AYAL045CYAL046C
GEM1YAL049COAF1FLC2ACS1PEX22

GPB2

YAL058C−A

CNE1ECM1BDH1YAL061WGDH3YAL064C−AYAL065CYAL066WSEO1PAU8ERP1

NUP60

SWD1

BUD14

ADE1

KIN3

PAU7YAR023CUIP3YAR028WYAR029WYAR030CPRM9YAT1YAR037WYAR040CSWH1YAR043COSH1YAR047CFLO1ECM15HTA2PDR3

SLA1

HIR1ALK2YBL010CSCT1FMT1ACH1

FUS3

PEP1APN2 HAP3NCL1

RRN10

YBL028CYBL029W

SHE1

HEK2YBL036CAPL3FUI1ECM13PSY4

EDE1

YBL048WMOH1PIN4SAS3YBL053WYBL054WYBL055CPTC3

PTH2

YBL059W

YBL060W

SKT5

YBL062W

KIP1PRX1YBL065WSEF1UBP13PRS4AST1YBL070C

YBL071C

RPS8ASSA3ATG8NUP170YBL081W

ALG3

YBL083C

BOI1YBL086C

RPL23A

TEL1

AVT5

MAP2SCS22YBL095WYBL096CBNA4YBL100CECM21SFT2

RTG3

YBL104C

SRO77YBL107CNTH2RCR1UGA2DSF2FLR1HHF1HHT1YBR012C
YBR013C
YBR014CMNN2YBR016WGAL7GAL10GAL1POA1

CHS3

SCO2

YBR025C

ETR1YBR027CYBR028C YBR030W

RPL4A

YBR032WEDS1

HMT1

CSG2FIG1FAT1YBR042CQDR3

TCM62

GIP1ZTA1FMP23RPS11BREG2YBR051WRFS1YBR053CYRO2YBR056W

MUM2

UBP14

AKL1

TRM7

YBR062CYBR063CYBR064W
ECM2

NRG2

TIP1BAP2TAT1YBR071W

HSP26

RDH54YBR074WYBR075WSLM4ECM33

UBC4

TEC1

RPL19A

MIS1
AAC3IST2YBR090CYBR090C−APHO3PHO5

PBY1
MMS4

YBR099C

YBR100WFES1SIF2YMC2

VID24
PHO88

IML3YBR108WYSA1YBR113WRAD16YBR116CTEF2MUD1

GRS1

PTC4TPS1ATG14OPY1SHE3

CCZ1

YBR134WYBR137WYBR138CYBR139WYBR141C
YBR144C

ADH5
MRPS9

YSW1

ARA1

TBS1APD1SLI15ICS2AMN1
IFA38
CSH1TOS1YSY6

ARL1

UBS1TYR1

PEX32

NPL4
SEC66SMY2:::SWD3
SWD3
ECM31EHT1YBR178WDTR1RPS6BSMP1YPC1YBR184WMBA1PCH2GDT1NTC20

RPS9B

SOY1MSI1YBR197CKTR4BEM1DER1COS111YBR204CKTR3YBR206WFTH1DUR1YBR209WERV15NGR1MET8SDS24

HPC2

YBP1
ATG12YBR219CYBR220CPDB1PCS60TDP1YBR224WYBR225W

YBR226C

MCX1

SLX1
ROT2

OM14

SWC5

YBR232C

PBP2

YBR235WYBR238CYBR239CTHI2YBR241CYBR242WGPX2ISW1

YBR246W

ARO4YBR250WMTC4SHG1YBR259WRGD1YBR261CFMP51SHM1YPT10

YBR266C

REI1

FMP21BIT2YBR271WHSM3

UBX7

CHK1

RIF1

PPS1

YBR277C

DPB3

SAF1DUG2SSH1YBR284W
YBR285W

APE3ZSP1

SNF5

BSD2

CTP1

YBR292C
VBA2SUL1PCA1PHO89MAL33MAL31

MAL32

YBR300CDAN3RER1YCL001W−AYCL002CYCL006CILV6

SGF29

GBP2YCL012WYCL013WBUD3

DCC1

YCL022CYCL023CKCC4AGP1YCL026CFRM2FUS1RNQ1

BIK1

STE50

YCL033CLSB5
GRX1GFD2ATG22GID7GLK1YCL042W

MGR1
YCL045CYCL046WYCL047CSPS22YCL049C

APA1
LRE1

KAR4YCL056CPRD1

:::MRC1

MRC1

YCL062WVAC17CHA1VBA3YCL074WYCL075WYCL076WYCR001WCIT2YCR006CYCR007CSAT4

RVS161

ADY2ADP1POL4YCR015CYCR016W
CWH43

MAK32PET18

MAK31

HSP30YCR022CYCR023CPMP1YCR025CNPP1
RHB1

RIM1

SYP1
RPS14A

BPH1SNT1

FEN1

RBK1
PHO87

YCR043C

PER1

YCR045CARE1YCR049CYCR050CYCR051W

THR4

YIH1TAH1YCR061WYCR062W

BUD31

HCM1

SED4ATG15CPR4

IMG2

SSK22SOL2ERS1
YCR076C

PAT1

PTC6

SRB8 AHC2TRX3YCR085WCSM1LUG1YCR087WABP1
FIG2

YCR090CKIN82MSH3

OCA4

GIT1YCR099CYCR100CYCR101CYCR102CYCR102W−AADH7RDS1
AAD3

RMD1

NHP10
PTC1

YDL010WYDL011C

YDL012C

HEX3ERP3OSH2

RPN4

SRF4DIA3YDL025CYDL026WYDL027CYDL034WGPR1PUS9BSC1YDL038CPRM7

NAT1

YDL041W

SIR2

NPC2STP4

YDL050C

LHP1
PBP4MCH1

MBP1

RAD59RPS29BPEX19IDP1

BDF2

YDL071C

BRE1

RXT3

VAM6

MDH3MRK1THI3

RPP1A

RPL13A

RPS16BNDE2YDL086W
ASM4

YDL089W

RAM1

UBX3PMT5YDL094CPMT1YDL096CBUG1GET3

PHO2

YDL109C

TMA17TRM3ATG20YDL114W

CYK3

YDL118W

YDL119C

YDL121CUBP1SNA4YDL124WHNT1PCL2VCX1YDL129W

RPP1B

STF1LYS21RPL41BYDL133WPPH21YDL134C−ARDI1

RPL35B

ARF2RGT2

CRD1

YDL144CLDB17ATG9MSH5CLB3YDL156WYDL157C

STE7

ENT1YDL162CNRP1SFA1UGX2UGA3GLT1YDL172CYDL173WDLD1AIR2

YDL176W

YDL177C
DLD2PCL9YDL180W
INH1

LYS20

YDL183C

RPL41ATFP1YDL186WYDL187CPPH22

RBS1

UFD2

RPL35A

ARF1

SNF3ASF2YDL199CMGT1TRM8ACK1RTN2YDL206W

OST4

YDL233WGYP7

PHO13

YDL237WGUD1ADY3
LRG1

YDL241WYDL242WAAD4NTH1RCR2RAD57MAF1

SOK1

TRP1

YDR008CGAL3YDR010CSNQ2RAD61YDR015CYDR018CGCV1YDR020CCIS1
FYV1

RPS11AYDR026CYDR029WRAD28MIC14PST2MRH1ARO3EHD3YDR042CNRG1

BAP3

YDR048C YDR049WYDR051CPST1YDR056CYOS9TGL2UBC5YDR061WYDR063WYDR066C

OCA6

DOS2FMP16PAA1IPT1
SNF11
TPS2

PPH3

RAD55
SED1

VPS41

RRP8TVP23AFR1YDR089WYDR090CUBC13DNF2YDR094WYDR095CGIS1MSH6GRX3

BMH2

TVP15

ARX1

YDR102C

STE5

SPO71TMS1YDR107CGSG1YDR109CFOB1ALT2YDR112W MRPL1
TMA64YDR119WTRM1

DPB4

KIN1

INO2

YDR124WECM18

SWF1

ARO1

MTC5

FIN1YDR131CYDR132CYDR133CYDR134CYCF1 RUB1PEX7

SAN1

MKC7SWI5EKI1KGD2

YDR149C

NUM1

CTH1
GIR2ENT5YDR154CCPR1

RPA14

YDR157WHOM2

SAC3

YDR161W
NBP2

CWC15TRM82STB3HSP42

HMO1

SDH4CSN9YDR179W−A

SAS4

PLP1
ATC1
YDR185CYDR186CHST4NUP42YDR193WRKM2YDR199W

RAV2
YDR203W

MSC2

EBS1
UME6

YDR209CYDR210WUPC2

AHA1

YDR215CADR1

RAD9

SPR28MFB1YDR220CGTB1YDR222WCRF1HTA1

SIR4

IVY1RTN1YDR239CBUD26
AMD2

PEX5MNN10
VHS1YDR248CYDR249CYDR250CPAM1BTT1MET32CHL4

RMD5CTA1SET7HSP78YAP6

SWM1

EXG2
YDR262W

DIN7
PEX10 YDR266C

YDR269C
CCC2

YDR271C

GLO2DON1

YDR274C

BSC2
PMP3

MTH1YDR278C RNH202PHM6YDR282CDPP1ZIP1YDR286CYDR287W

RTT103

:::RTT103

HRQ1

SSD1

DPL1

SUR2

CPR5HNT2YDR306CYDR307WGIC2SUM1SSF2PIB1RAD34

IPK1

OMS1
HIM1MCM21YDR319CSWA2ASP1YSP2

PEX3
UBX5

IRC3

YDR333CSWR1

MSN5

YDR336WYDR338CYDR340WYDR344CHXT3SVF1
YDR348CYPS7SBE2YDR352WTRP4YDR357CGGA1

VID21
YDR360WESC2

SEM1

YPR1

XRS2

YDR370CCTS2VPS74YDR374CLSM6 RGA2ARO10

RPP2B

NKP1ATO3

EFT2

MUS81YDR387C

RVS167

SAC7

YDR391CSPT3SHE9SXM1

HPT1

URH1YDR401WDIT2DIT1PDR15ADE8SIZ1
STE14
DFM1

ERD1
YDR415CRAD30HKR1ARO80SIP1CAD1DYN2SNX41YDR426CYDR428CCYM1YDR431W

PPM1

PPZ2THI74LRS4

DOT1

APT2YDR444WYDR445CECM11RPS17BYHP1PPN1TSA2

:::GUK1

HEH2PFA5

MFA1

STP1

RMT2
PKH3

YDR467C
SDC1

RPL27B

YDR474CJIP4YDR476C

SNF1

PEX29DIG2PHO8CWC21KRE2VPS72

VPS60

PAC11
PKH1YDR491CIZH1 FMP36RSM28 PUF6ITR1

RPL37B

PLM2SAM2LPP1SPG3PSP1
YDR506CGNP1YDR509WACN9

EMI1
GRX2YDR514CSLF1EMI2GRH1FPR2YDR520CSPS2AGE1API2SNA2HLR1APA2

KRE28

HSP31FIT1YDR535CSTL1 YDR537CPAD1YDR539WIRC4YDR541CIRC22

GIM4

YEA4VAB2YEA6

YEL007W

YEL008WECM10SPF1MTC7

RAD23

UTR4CYC7UTR2YEF1GDA1YEL043WYEL047CYEL048CPAU2AFG1

MAK10

MNN1

NOP16

FMP52YND1

TMA20

PAC2YER010CTIR1BIM1SBH2ISC1

GPA2

YAT2GAL83MIG3CHZ1YPT31FIR1ZRG8YER034WEDC2FMP49HVG1YER039C−AYEN1MXR1MEI4ACA1SPO73YER046W−ASAP1CAJ1TPA1JHD1HOM3PIC2GIP2

FCY2

RPL34A

HMF1

PCL6

FCY21FCY22CEM1HOR2THO1YER064CICL1YER066C−AYER066WYER067C−AYER067WYER071CVTC1ALD5
RPS24A

PTP3

YER077CYER078CYER079WFMP29SER3GET2YER084WYER085CYER087C−ADOT6

PTC2

TRP2MET6YER091C−A

IES5

YER093C−A

RAD51

SHC1YER097WUBP9AST2MAM1YER108CFLO8

SWI4

YER113CBOI2SPR6
SLX8
RPL23BSHO1AVT6

YER119C−A

SCS2

YER121WYCK3DSE1YER128WSAK1YER130CRPS26BPMD1YER134CYER135CYER137CYER139CYER140W

MAG1

DDI1UBP5

FTR1

PEA2SPI1

UBP3

YER152C

PET122

BEM2

YER156CYER158C

SPT2

RAD4YER163C
CHD1
DNF1BCK2ADK2

RAD24

GRX4TMT1ECM32

BMH1

PDA1
DMC1ISC10YER181CFMP10FAU1YER184CYER185WYER186CYER187WYER188W

DEG1

MSH4

VTC2YFL006WBLM10

WWM1AUA1

HXT10YFL012W

IES1
YFL013W−A

HSP12
YFL015C

LPD1

YFL019CPAU5GAT1

BUD27

BST1

STE2

GYP8CAF16AGX1HAC1YFL032WRIM15RPL22BYFL034WYFL035C−B

RPO41

YFL040WFET5YFL042CYFL043COTU1FMP32RGD2EMP47SWP82ALR2YFL051CYFL052WDAK2YFL054CAGP3AAD6

YFL063W
YFR006WYFR007WFAR7GCN20

UBP6

YFR011CYFR012WIOC3CMK1GSY1YFR016CYFR017CYFR018CFAB1YFR020WATG18ROG3PES4YFR024CLSB3YFR026CMET10

RPL2A

YFR032C

RPL29

QCR6
PHO4YFR035CIRC5YFR039C

SAP155

ERJ5

IRC6DUG1YFR045WCNN1BNA6RMD8YMR31HXK1YFR054CIRC7YFR056CYFR057WERP6RPN14

COG7

PMC1

YGL007W

YGL010WPDR1

PUF4

YGL015C KAP122ATE1

CKB1

GET1
ALK1

PIB2

YGL024W

TRP5

CWH41

SCW11

RPL24A

AGA2YGL034CMIG1YGL036WPNC1YGL039WYGL041C

YGL042C

DST1RIM8YGL046WTIF4632TYW3MST27PRM8ERV14SDS23
YGL057C

RAD6YGL059WYBP2PYC1PUS2SGF73NPY1AFT1HNM1

DBP3

YGL079W
FMP37
YGL081WYGL082WSCY1

GUP1

YGL085WMAD1MMS2MF(ALPHA)2LIF1

PAN2

TOS8YGL101WVPS73

ARC1

YGL108CYGL109W
CUE3YGL114WSNF4YGL117WYGL118CGPG1

MON1

MET13SCS3

SOH1

SNT2YGL132WITC1YGL138CFLC3YGL140C
HUL5

ROG1YGL146C

RPL9A

ARO2

YGL149W
NUT1

YGL152C
PEX14

AMS1YGL157WRCK1YGL159WYGL160WYIP5SUT1

RAD54

YRB30YGL165CCUP2PMR1

HUR1

SPO74

KEM1

BUD13SAE2YGL176CYGL177W

TOS3

ATG1GTS1HOS2GCN1YGL196WMDS3YIP4YGL199C

ARO8

KEX1

POX1SIP2MIG2YPT32

NCS6

VAM7

SKI8

CLG1

KIP3

YGL217C

YGL218W

MDM34

NIF3

EDC1SDT1
OST5

MTC3

VID30

SHE10SAP4YGL230CYGL231CTAN1ADE5YGL235WMTO1
HAP2

KAP114YGL242CTAD1

RTF1

PDE1ZIP2
YGL250W

HFM1RTG2HXK2FZF1

ZRT1

ADH4MNT2VEL1YPS5YGL260WPAU11YGL262WCOS12YGR001CCUL3
PEX31MUQ1STF2NMA2YGR011WYGR012WMSB2YGR015CYGR016WYGR017WYGR018CUGA1YGR021WYGR022CMTL1YGR025WYGR026WRPS25AMSP1YGR031WGSC2TIM21RPL26BYGR035CACB1ORM1YGR039WKSS1BUD9YGR042WYGR043CRME1YGR045CSCM4YGR050CYGR051CFMP48YGR053CYGR054WMUP1YGR058WSPR3ADE6
YGR066C

YGR067C

YGR068CYGR069WROM1YGR071C

UPF3

PEX8

YGR079WTWF1

SLX9

MRP13

RPL11B

PIL1PDC6CTT1NNF2

DBF2

YGR093WTPC1MDR1

PCP1

VMA21YGR106CYGR107WCLB1CLB6YGR110WYGR111WYGR117CRPS23AMEP1

YGR122C−A

YGR122W

PPT1

ASN2YGR125WYGR126WYGR127W
SYF2

YGR130CYGR131W PHB1PEX4CAF130PRE9LSB1YGR137WTPO2YGR139WVPS62BTN2SKN1THI4YGR146C

RPL24B

YGR149WYGR151CRSR1YGR153WGTO1CHO2RTS3GTR2YGR164W
KRE11

YGR168CPUS6PSD2RBG2

CBP4

YGR176WATF2
PBP1
TIM13YGR182C

QCR9

UBR1

HGH1

BUB1CRH1TDH3PDX1XKS1FYV8SNG1PMT6

ELP2

YGR201C
PCT1

YGR203WYGR205WMVB12YGR207C
SER2

TRX2YGR210CSLI1RTA1RPS0ACCH1TOS2HSV2AZR1AMA1YGR226C

DIE2

YGR228WSMI1BNS1

PHB2

NAS6PHO81YHB1YGR235CSPG1YGR237CKEL2PEX21YAP1802YGR242WFMP43LSC2CPD1SOL4MGA1YGR250CENO1COQ6GND2

YGR259C

TNA1

SAY1YGR266WHUA1YGR269W

YTA7

SLH1YGR272C
YGR273C
RTT102RNH70SCW4YOR1BGL2

YGR283C

ERV29BIO2YGR287CMAL13MAL11YGR290WYGR291CCOS6

HSE1

LAG1

YHL005C

SHU1YHL008CYAP3YHL010CYHL012W

OTU2

YLF2DUR3YHL017WAPM2
OPI1

FMP12SPO11

RMD11

RIM4
SNF6YHL026CRIM101WSC4

OCA5
ECM29

GOS1

GUT1

RPL8A

SBP1

VMR1MUP3YHL037CYHL039WARN1YHL041WYHL042WECM34YHL044WYHL045WPAU13ARN2QCR10YHR003CNEM1

GPA1

STP2SOD2YHR009CVPS29SPO13MIP6YSC84YSC83
RPS27B

ECM12YHR022CTHR1DAP2YHI9

SLT2

RRM3YHR032WYHR033WPIH1YHR035WPUT2MSC7SRB2
DOG2DOG1YHR045WINM1AAP1YHR048WYHR049C−AFSH1SMF2CPR2GIC1

SSF1

HTD2OSH3PPE1PTC7

NMD2

YHR078W
IRE1
YHR079C−BYHR080C

LRP1

KSP1
NAM8RTC3HXT4AHT1HXT1YHR095WHXT5YHR097CSBE22GRE3YPT35TRR2GGA2CTM1ERP5

UBA4

YHR112CYHR113WBZZ1DMA1

COX23

TOM71LSM12EPT1NDT80YHR125WYHR126CYHR127W

ARP1

YHR130CYHR131CECM14IGO2NSG1WSS1YCK1SPL2ARO9YHR138CSPS100YHR140WCHS7DSE2

CRP1

PEX28MTC6SPO12SPO16RTT107YSP1LIN1REC104
KEL1

YHR159WPEX18 YAP1801YHR162WSOL3

THP2

ATG7FMO1

STB5

OYE2
YHR180WSVP26YHR182WSSP1PFS1 PTH1

CTF8

NVJ1FMP22FMP34RPN10YHR202WRPS4BMNL1SKN7SET5CRG1YHR210CYIL001WINP51EPS1YIA6NAS2

URM1

EST3

DOT5YIL012WPDR11MNT3YIL015C−ABAR1SNL1

VID28

YKE4

YIL024CYIL025CKRE27YIL028WYIL029CSSM4

YIL032C

CAP2

CKA1

CST6

PRM2NOT3YIL039W

APQ12

GVP36PKP1CBR1AGE2PIG2SYG1DFG10PCL7RPL34B

RHR2

YIL054W

YIL055C

VHR1

YIL057C

YIL058WYIL059CYIL060WYIL064WFIS1

RNR3

YIL067CMAM33PCI8HOP1SPO22SER33SEC28YIL077C

AIR1

SDS3KTR7
YIL086CYIL087CAVT7YIL089W

ICE2

YIL092W

RSM25

PRK1YIL096C

FYV10

FMC1SGA1YIL100W

XBP1

YIL102C

DPH1

SLM1

PFK26

YIL108W

MNI1

COX5BHOS4SDP1POR2PRM5RPI1
POG1

SIM1
AYR1

KGD1

MET18

ASG1

FKH1

CSM2

RPL16A

FLX1

VHS2

OM45

TMA108TPM2REV7AXL2YIL141WPAN6ECM37RPL40AMLP2
YIL151C
YIL152W

RRD1

IMP2'

GUT2UBP7

FMP35

YIL158W

BNR1

POT1

YIL161W

SUC2YIL163CNIT1YIL165CYIL166CSDL1YIL168WHXT12VTH1SGN1

MPH1

YIR003WDJP1IST3YIR007WMSL1GAT4YIR014WYIR016WMET28YAP5MUC1YIR020CYIR020W−B

DAL81

YIR024CMND2DAL1DAL4DAL2DCG1DAL7DAL3 MGA2
YIR035CIRC24HYR1GTT1

YPS6

YIR042CYIR043CYIR044C

SYS1

YJL007C

VTC4

MAD3YJL016WYJL017WBBC1YJL021CYJL022W

PET130

APS3YJL027CYJL028W

VPS53

MAD2

SNX4

IRC18YJL038CMHP1YJL043WGYP6YJL045WYJL046WRTT101
UBX6
YJL049WIRC8 PEP8YJL055WIKS1BIT61YHC3BNA3

LAS21
YJL064WDLS1MPM1YJL067WYJL068CYJL070CICS3PRY3PRY1IML2TAX4ALY2SIP4

HPR5

TOK1KHA1

BCK1

SAP185CHS6LSB6

GSH1

GSM1SET4IME2YJL107C
PRM10

GZF3

MDV1ASF1NCA3PHO86YJL119C
YJL120W

RPE1

ALB1

LSM1

NIT2YJL131CYJL132WMRS3LCB3YJL135WRPS21BGLG2TIF2

YUR1

YAK1YJL142CYJL144W
SFH5

IDS2YJL147C
RPA34

YJL149WYJL150WSNA3YJL152WINO1

VPS35

FBP26CIS3HSP150FMP33

JJJ2

YJL163C

TPK1

HAL5

SET2

YJL169W

ASG7YJL171C
CPS1YJL175W

SWI3

RPL17B

ATG27YJL181WYJL182C MNN11

YJL185C

MNN5SWE1
BUD19

RPS22ARPS14BSOP4YJL193WELO1UBP12PHO90MBB1
ECM25

RCY1
YJL206C

YJL206C−ALAA1NUC1

PEX2
YJL211C

OPT1YJL213WHXT8
YJL215C

YJL216CYJL217WYJL218WAVT1YJR003CAPL1YJR008WTDH2SPC1MET3

TMA22

YJR015WTES1YJR020WREC107YJR024C

BNA1

YJR026WYJR030CGEA1

CPR7

RAV1

PET191RAD26HUL4YJR037WYJR038CYJR039W

GEF1

POL32

VPS55ANB1CYC1UTR1ISY1OSM1
RAD7

BFA1

YJR054WAPS2PTK2

CBF1

YJR061WNTA1
TOR1
HAM1

LIA1

OPI3

MOG1

HOC1 MIR1BNA2YJR079WFMP26

EAF6

ACF4

CSN12

YJR087WYJR088C

GRR1

JSN1BUD4IME1

RPL43B

SFC1YJR096W

JJJ3

YJR098CYUH1YJR100CECM27YJR107WABM1CPA2YMR1YJR111CYJR115WYJR116WSTE24ILM1
JHD2YJR120WATP2YJR124CENT3VPS70RSF2YJR128WYJR129CSTR2MNS1XPT1SGM1

MCM22

ECM17HOM6HIR3 YJR142W
RPS4A

YJR146WHMS2BAT2YJR149WDAN1DAL5PGU1

YJR154W

MET14BYE1

RPL14A

CAP1

LAC1

MRT4

UFD4

PUT3
HCS1

SPT23

YKL023W

PAN3

GPX1YKL027WMAE1YKL030W
YKL031W

IXR1

YKL033W−A

TUL1YKL037WRGT1PTM1NFU1

VPS24

PHD1
YKL044WDCW1
YKL047W

ELM1

YKL050CSFK1YKL053WOAR1

TMA19

YKL061WMSN4YKL063CMNR2YET1YKL066WYNK1NUP100YKL069WYKL070WYKL071WSTB6LHS1

MUD2

YKL075C

PSY1YKL077WSMY1

TEF4

HOT13MDH1SRX1
CYT2CUE2YKL091CBUD2MBR1YJU3CWP1CWP2YKL097CMTC2YKL100CYKL102CLAP4YKL105CAAT1YKL107W HAP4

KTI12

RAD27

APN1YKL115CPRR1SBA1
OAC1YKL121W

YKL123WSSH4PGM1PMU1MYO3SHE2YKL131WRMA1YKL133CYKL136WYKL137WCTK1 TGL1MRP8AVT3YKL147CSDH1

DBR1

MCR1

YKL151C

RPS27A

APE2YKL158WRCN1

ELF1

YKL161CYKL162CPIR3PIR1TPK3MRP49KKQ8YKL171WTPO5

ZRT3

LST4

YKL177WSTE3COY1LOT5

SPE1

ASH1YKL187CPXA2CNB1

DPH2

PEX1PTK1YKT9YKL200CMNN4YKL202WLOS1

ADD66

YKL207W CBT1TRP3

SAC1

DOA1

YRA2YKL215CJEN1SRY1FRE2MCH2YKL222C

VPS1

OSH6YKR005C

MEH1

FOX2
TOF2YKR011CYKR012CPRY2YPT52YKR015CFMP13YKR017CYKR018CIRS4

VPS51

ALY1YKR023WGCN3BCH2SAP190SET3GMH1
SPO14

YKR032WYKR033C
DAL80

YKR035C

DID2

CAF4GAP1YKR040CYKR041W

UTH1

YKR043CUIP5YKR045CPET10YKR047W

NAP1

FMP46TRK2YKR051WMRS4YSR3

DYN1

RHO4
TRM2RPS21A

GLG1TIF1UTP30KTR2OAF3PAM17CCP1GPT2MET1
YKR070W
SIS2

YKR074W

ECM4

YKR077W

YKR078WMTD1

NUP133

HBS1OMA1TVP38TGL4PXL1SRL3SRP40PTR2

RPL40B

MLP1YKR096W
PCK1
UBP11

BAS1

SKG1SIR1FLO10NFT1YKR104WYKR105CYKR106WDNM1RTT109 SPO75

MMM1

YLL007CPSR1YEH1

PUF3

YLL014WBPT1SDC25YLL017W

KNS1

YLL020C
SPA2

YLL023CSSA2PAU17

HSP104

TPO1 YLL029WYLL032CENT4UBI4VPS13SDH2ATG10

FPS1

RPL8B

RNP1YLL047WYBT1

LDB18

FRE6AQY2YLL053CYLL054CYLL055WYLL056CJLP1YLL058WYLL059CGTT2MMP1MHT1AYT1YLR001CYLR003CTHI73

SSK1

LOT6YLR012CGAT3PPR1

BRE2

PML1MEU1POM34

PSR2

YEH2IRC25IZH3UBR2ADE16YLR030WYLR031WRAD5SMF3MLH2YLR036CDAN2

COX12

RIC1

YLR040CYLR041WYLR042CTRX1PDC1YLR046CFRE8

RPS0B

YLR049CYLR050CYLR053COSW2SPT8

ERG3

YLR057WSHM2REX2

RPL22A

BUD28

YLR063WYLR064WYLR065CXYL2YLR072WYLR073CFMP25SIC1GAL2SRL2EMP70

RAX2

ARP6
CSF1

ALT1

XDJ1 YLR091WSUL2NYV1GIS3

IOC2

KIN2HRT3CHA4

ICT1

APC9

YLR104WREX3YLR108CAHP1

CCW12
YLR111W

YLR112WHOG1YLR118C

SRN2

YPS1YPS3YLR122CYLR123CYLR124WYLR125WYLR126CDCN1ZRT2

ACE2

CKI1PDC5SLX4TIS11YLR137WNHA1PUT1

YLR143W

ACF2SPE4YLR149C

STM1

PCD1YLR152CRNH203YLR164WPUS5YLR168CYLR169WAPS1YLR171W

DPH5

YLR173WIDP2RFX1YLR177WTFS1YLR179C
SAM1

VTA1

SWI6

TOS4

YLR184W

RPL37A

SKG3MDL1ATG26MMR1
PEX13

HCR1

UPS1

YLR194CYLR199CYKE2

HMX1

ENT2HRD3PNP1CLB4YLR211CCRR1

FRE1

CPR6

YLR217W
YLR218C

MSC3CCC1RSA3YLR224WYLR225C

ADY4

ECM22BNA5YLR232W

EST1

TOP3YLR235CYLR236CTHI7FAR10LIP2YLR241WARV1ERF2IRC20RCK2SSP120SYM1YLR252WYLR253WNDL1YLR255CYLR257WGSY2

YLR261C
YPT6

TMA7RED1RPS28BNEJ1PDR8BOP2SEC22YLR269CYLR271WPIG1YLR278CYLR279WYLR280CYLR281CYLR282CYLR283WECI1NNT1CTS1YLR287C
RPS30A

GUF1

YLR290C

SEC72YLR294CYLR296WYLR297WECM38EXG1MET17UBC12CDA1
CDA2
IMH1YLR311CYLR312CSPH1NKP2BUD6MMS22 PEX30RPL38YLR326WTMA10NMA1REC102CHS5

MID2

RPS25BYLR334C

NUP2

VRP1
YLR338W

SPO77
FKS1

GAS2

RPL26A

YLR345WYLR346CDIC1YLR349WORM2NIT3YLR352WBUD8

TAL1

YLR356W

RSC2

VPS38

DCR2

STE11

NMD4YLR364WYLR365WYLR366WRPS22BMDM30

ARC18

ROM2

SUR4

VID22YLR374CSTP3PSY3FBP1CSR1CTF3

IKI3

SWC7

VAC14

REH1

RPS29ASTE23ECM19CCW14YLR391WYLR392C ATP10CST9COX8

SKI2

YLR400WDUS3

YLR402W

YLR404WDUS4RPL31B
YLR407W

YLR408C

VIP1

YLR412WYLR413WYLR414CYLR415CYLR416C

CDC73

RPN13YLR422WATG17TUS1YLR426WMAG2YLR428CCRN1ATG23IMD3CNA1YLR434CTSR2ECM30YLR437CCAR2

SIR3

ECM7YLR444CYLR445WYLR446W

RPL6B

FPR4HMG2 LEU3

RIF2

FMP27YLR455WYLR456WYLR460C

YPT7

YML002WYML003WGLO1TRM12
GIS4

YAP1

ERG6

MRPL39

YML010C−B

RAD33ERV25

YML013C−A

SEL1 PPZ1PSP2YML018COST6YML020WUNG1

APT1

RPS18BYOX1

TSA1

USA1YML030W

RAD52

YML033WSRC1AMD1YML035C−ACGI121YML037C

YMD8

VPS71CAT2PRM6GSF2YML048W−AYML050WGAL80SUR7
YML053C

CYB2SPC2IMD4CMP2YML058C−ASML1NTE1

OGG1

MFT1

RPS1B

SMA2ERV41ITT1DAK1COG8TCB3FPR3HMG1WAR1ATP18 YML090WGIM5RAD10YML096W

VPS9

TSL1YML100W−ACUE4
YML102C−A

CAC2

NUP188MDM1PML39
YML108W

ZDS2
CTK3
DAT1ATR1NAB6YML117W−ANGL3YML119WNDI1

GTR1

YML122CPHO84TUB3MSC1YML131WMIC17YMR003WMVP1PLB2YMR007WPLB1ADI1YMR010WHXT2CLU1ERG5SOK2SPO20YMR018WSTB4FMS1MAC1QRI8MSS1CSI1PEX12YMR027WFAR8RSF1YMR031CYMR031W−AYMR034CIMP2MIH1MSN2

CCS1

SUB1

YET2YMR041C
IOC4

CSM3

YMR052C−AFAR3STB2STV1

BUB2

AAC1

YMR057CFET3

SAM37

RIM9
KAR5

UBX4

AVO2MOT3

IRC21

YMR074C

YMR075C−ARCO1

CTF18

NAM7

YMR085WYMR086C−AYMR086WYMR087WVBA1AIP1SNO1SNZ1YMR099C
MUB1
SRT1YMR102CYMR103CYPK2

PGM2

YKU80

SPG4MYO5HFD1YMR111CYMR114CFMP24
ASC1

YMR118C
ASI1YMR119W−AADE17RPL15BYMR122C

PKR1

YMR124WDLT1
SAS2

POM152YMR130WJLP2REC114
GID8

YMR135W−AGAT2PSO2CIN4RIM11SIP5YMR141CRPS16A

YMR144W

NDE1YMR147WYMR148WYIM1

YMR153C−A

NUP53

RIM13YMR155WTPP1FMP39YMR158C−BYMR158W−AATG16YMR160WHLJ1DNF3INP2MSS11

PAH1

YMR166C MLH1
ALD3

ALD2YMR171CYMR172C−A

HOT1

DDR48YMR173W−APAI3SIP18

ECM5

MMT1YMR178WSPT21CTL1YMR181CRGM1SSO2YMR187CMRPS17
GCV2

SGS1SPG5GYL1

YMR193C−A

YMR194C−A

RPL36A

ICY1YMR196W
CIK1

CLN1RAD14

ERG2

INP1PFK2

YMR206W

HFA1YMR209CYMR210WSCJ1GAS3SKY1ESC1FMP42FSH2UBP8

MRE11

MRPL44TMA29RPS10BFUS2YMR233WRNH1BCH1DFG5
YHM2

ZRC1YMR244C−AYMR244WYMR245WFAA4RKR1GAD1GTO3HOR7YMR252CYMR253CYMR254CGFD1

COX7

YMR258CYMR259C TPS3YMR262W

SAP30

CUE1YMR265CRSN1TMA23

SCS7

ZDS1

RCE1

BUL1
DSK2

YMR278WYMR279CCAT8

AEP2

RIT1

YKU70

NGL2ABZ2YMR291WGOT1

JNM1

YMR294W−AYMR295CPRC1

DYN3

ADE4YME2ADH2YMR304C−AUBP15SCW10YMR306C−AFKS3GAS1

YMR310C

GLC8

ELP6

TGL3YMR315WYMR316C−A

YMR316C−B

DIA1
YMR317W
ADH6FET4YMR320WSNO4YMR326CDOM34HRB1ASI3IDP3YNL010W

YNL011C

SPO1YNL013CHEF3PBI2PUB1ARK1

HDA1

YNL022CFAP1YNL024CCRZ1YNL028WKTR5HHF2HHT2

SIW14

YNL034WYNL035CIDH1YNL040WCOG6BOP3YNL043CYIP3YNL045WYNL046WSLM2SFB2YNL050CCOG5COX5AMSG5VAC7

OCA2

YNL057WYNL058CMTQ1

YDJ1

AQR1SUN4
RPL9B

FKH2

RPL16B

TOM7LAT1RNH201MLF3

MKS1

APJ1NIS1TPM1

EOS1

PMS1
SAL1MKT1YNL086WTCB2YNL089C

RHO2

NST1YNL092WYPT53APP1YNL095C

RPS7B

PHO23RAS2
OCA1

YNL100WAVT4YNL105W

INP52

YAF9YNL108CYNL109WCYB5
YNL115C
DMA2

MLS1

NCS2

YNL120C

TOM70YNL122CNMA111

ESBP6

FAR11TEP1NRK1CPT1YNL134CFPR1EAF7

YNL140C

AAH1

MEP2YNL144CMFA2YNL146WLSM7

GIM3

YCK2YNL155WNSG2IGO1ASI2

RPL42A

IBD2

YNL165WBNI5SKO1
FMP41

PSD1

YNL171C

MDG1NOP13YNL176C
SRF6RHO5

NPR1

YNL187WYNL190WDUG3CHS1YNL193WYNL194CYNL195CYNL196CYNL198CGCR2YNL200CSPS19YNL203CSPS18YNL205CRTT106YNL208WYNL211CVID27PEX17IES2YNL217WMGS1
ALG9

ATG4SQS1

YNL226W

JJJ1

URE2ELA1PDR16BNI4
YNL234W

:::SIN4

SIN4

YTP1

KEX2

LAP3

ZWF1

ATG2

VPS75

MPA43

RAD50

TEX1 RTC4PRM1

ERG24

WSC2
MRPL10

YNL285WCUS2

CAF40

PCL1MID1PUS4MSB3RIM21YNL295WMON2TRF5YNL300WRPL18B
RPS19B

YNL303WYPT11YNL305C

MCK1

STB1

SKP2DAL82PHA2HXT14YNL319WYNL320WYNL321W

KRE1

LEM3

YNL324WFIG4PFA3EGT2MDJ2PEX6RPD3THI12SNZ2SNO2DDI3COS1YNL338WYRF1−6CIT1ATO2

YNR004W

YNR005C

VPS27ATG3LRO1NRM1

CSE2

URK1PHO91YNR014W
SMM1

YNR018WARE2 YNR020CYNR021WMRPL50YNR024WYNR025CBUD17CPR8

YNR029C

ALG12

SSK2
HUB1PPG1

ABZ1

SOL1ZRG17YNR040WYNR042W

AGA1
PET494

YNR047WYNR048WMSO1
BRE5

HOL1BIO5BIO4BIO3

MNT4

FRE4YNR061CYNR062CYNR063WYNR064C

YSN1

YNR066C
DSE4
BSC5YNR071CHXT17YNR073CAIF1COS10

PHO80

IZH2PFA4
SIN3

TOP1

CSI2

COQ10

MDM12

PLB3HRD1YOL013W−AYOL014WIRC10CMK2ESC8TLG2YOL019WTAT2YOL024WLAG2 MDM38YAP7YOL029CGAS5SIL1OPI10YOL035CYOL036WYOL037C
RPP2A

NGL1NTG2

PEX15

PSK2YOL046CYOL047CYOL048C

GSH2

:::GAL11

SPE2

YOL053C−AYOL053WPSH1THI20GPM3YOL057W

GPD2

MAM3PRS5APM4CRT10MET22INP54

RTG1

HST1

NBA1

EMI5

YOL073CYOL075C
YOL079WREX4

IRA2

ATG19YOL083WPHM7YOL085CADH1YOL087CMPD2HAL9MSH2SPO21YOL092WTRM10YOL098CYOL099CIZH4ITR2NDJ1WSC3YOL106WYOL107WZEO1SHR5MDY2MSB4SKM1YOL114CMSN1RRI2YOL118CMCH4RPS19ASMF1

TRM11

MDH2YGK3VPS68YOL131WGAS4PFK27BSC6

RTC1

PPM2PEX11YOL150CGRE2FRE7
YOL153C

HPF1ENB1YOL159CYOL160WYOL162WYOL163WRRP6

ALG6

YSP3DNL4YOR006CSGT2SLG1

YOR008C−A

TIR4TIR2AUS1YOR012WYOR013WRTS1YOR015WERP4 PET127ROD1YOR019WYOR021CYOR022C

AHC1

YOR024WHST3BUB3

STI1

CIN5YOR029WDFG16CRS5HMS1

EXO1

AKR2

SHE4

CYC2HIR2

CKB2

GLO4SRF5CUE5WHI2IRC23 TOM6

STD1

RSB1YOR050CYOR051C

YOR052C

YOR053WVHS3YOR055WASE1YOR059C

CKA2

YOR062C

YNG1

CYT1
YOR066W

ALG8

VAM10

VPS5

GYP1THI71YOR072W

SKI7

BUD21

ATX2

DIA2

TGL5

YOR082C

YOR084W

OST3

TCB1YVC1YOR088W

VPS21

PTC5TMA46ECM3YOR093CARF3YOR097CKTR1CRC1RAS1PIN2YOR105W

VAM3

RGS2
INP53YOR111WYOR112W

AZF1

YOR114WTRS33RTC5GCY1YOR121C

LEO1

UBP2

CAT5IAH1RGA1ADE2YOR129CYOR131C
VPS17

EFT1BAG7YOR135CIDH2SIA1RUP1

YOR139C

SFL1

ARP8

LSC1

ELG1

YOR152CPDR5SLP1
ISN1

NFI1

PET123
PNS1YRR1DDP1YOR164C
SEY1
SWT1RPS28AYOR170WLCB4YRM1DCS2YOR175CMPC54GAC1SYC1

DCI1

RPS30BFYV12SER1GSP2YOR186WMSB1IES4SPR1RIS1THI72PEX27SLK19LIP5MCA1

HIS3

PTP2

NPT1

STE4

SAS5

YOR214CYOR215CRUD3STE13WSP1MCT1ODC2YOR223WYOR225WISU2YOR227WYOR228CWTM2WTM1MKK1KIN4

RPL33B

YOR235WHES1YOR238WABP140YOR240WSSP2

PUS7

DGA1YOR246C
SRL1

YOR248W

YOR251C

TMA16

NAT5OSW1YOR263CDSE3RBL2 PNT1HRK1YOR268C

PAC1

VPH1FSF1TPO4MOD5RIM20
CAF20YOR277C

RFM1
FSH3YOR283WHUA2YOR285WFMP31MPD1YOR289WYOR291WYOR292C

RPS10A

YOR296WTIM18
MBF1
MUM3BUD7YOR300WRAX1YOR302W

CPA1
YOR304C−AISW2

MCH5
SLY41SNU66

YOR309C

HSD1

RPL20B

SPS4YOR314WSFG1COT1FAA1YOR318CGNT1PMT3

LDB19

FRT1YOR325WSNC2PDR10YOR333CMRS2TEA1YOR338WUBC11YOR342CYOR343CTYE7

YOR345C

REV1
PYK2PUT4CIN1

MNE1MEK1YOR352WMSC6GDS1YOR356WSNX3 HAP5
VTS1

PDE2
PIP2YOR364WYOR365C

YOR366W

SCP1

RAD17

GPB1

ALD4

GDH1

YOR376WATF1YOR378WYOR379CRDR1FRE3

FIT2

FIT3FRE5YOR385WPHR1

HAT1

ULA1LSP1

CHL1

YPL009CYPL014W
HST2

IRC15

CTF19

VTC3ECM23RAD1
MET12
RMI1YPL025CSKS1SMA1

TRM44

SVL3YPL033CYPL034W

YPL035C

PMA2
EGD1

MET31
YPL039WYPL041CELC1
SGF11
CAM1ARL3OAZ1KTR6LEE1

LGE1YPL056CSUR1PDR12LPE10

ALD6

YPL062W

CWC27YPL066W
YPL067C
YPL068C

BTS1

MUK1YPL071CUBP16YPL073CYTA6

RPL21B

YPL080C

RPS9A

ELP3

YDC1YPL088WRLM1RPS6AGLR1SSU1EEB1

PNG1

MGR2FMP14ATG21

ELP4

YPL102C

FMP30YPL105CSSE1YPL107WYPL108WYPL109CGDE1CAR1PEX25YPL113CYPL114WBEM3HOS3DBP1VPS30MEI5RNY1KAP120HHO1SPO19RDS2ODC1ISU1YPL136WGIP3SPP1

UME1

MKK2YPL141CPOC4KES1PXA1ATG5YPL150WRRD2PEP4

KIP2

PRM4TGS1YPL158CPET20

BEM4

YPL162CSVS1MLH3SET6ATG29REV3YPL168WDAP1OYE3
NIP100

TRE1CUP9

CBC2

PPQ1

TCO89CTI6YPL182C

YPL183C

RTC6

MRN1

YPL185WUIP4MF(ALPHA)1GUP2YPL191CPRM3

DDC1

APL5OXR1YPL197CRPL7BYPL199CCSM4YIG1AFT2TPK2

YPL205C

YPL206C

TYW1

RKM1PUS1LEA1THI6YPL216WPCL8RPL1AFLC1FMP40GRE1MMT2

YPL225W

NEW1
ALG5

YPL229WYPL230WSSO1YPL236CYAR1

HSP82

CIN2HUT1YPL245WRBD2YPL247CGAL4GYP5

ICY2

VIK1

CLN2YPL257WTHI21APM1YPL260WYPL261CFUM1
KEL3YPL264C

DIP5

ACM1

KAR9

MDL2YPL272CSAM4SAM3CIT3PDH1YPR003C

YPR004C

HAL1ICL2REC8HAA1SUT2YPR011CYPR012WYPR013CYPR014C

YPR015C

DSS4RLF2ATP20AGC1YPR022C

EAF3

YME1

ATH1
YPR027CYOP1

APL4
CSR2

NTO1

ERV2

YPR038W

YPR039W

TIP41

PUF2

RPL43A
YPR044C

MNI2

MCM16

YPR050C

MAK3

NHP6AYPR053CSMK1
BRR1
YMC1YPR059CARO7JID1FCY1YPR063C

YPR064W

ROX1
UBA3

HOS1

SPE3

MED1

YPR071W
LTP1

TKL1

OPY2

YPR076W

YPR077C

YPR078C

MRL1MDM36

YPR084W

YPR089W

YPR090W

YPR091CYPR092W

ASR1

SYT1

YPR096CYPR097W

YPR098C

ISR1YPR109W
DBF20

YPR114WYPR115WYPR117W

YPR118W

CLB2

CLB5

THI22AXL1YPR123C
YLH47

YPR126CYPR127W
ANT1

SCD6YPR130CRPS23B

MSS18

CTF4

MEP3
TAZ1

KAR3 ASN1YPR146C
YPR147C

YPR148C
NCE102

YPR150W
SUE1

URN1YPR153W
PIN3
NCA2TPO3YPR157WYPR158W

GPH1

MMS1

MET16

YPR170CBSP1

YPR172W

VPS4

YPR174C
HDA3

GDB1

ATG13

MLC2SKI3

QCR2

AQY1HPA2OPT2
YPR195C

YPR196WYPR197CSGE1

ARR1

ARR2ARR3

−1

0

1

−2 −1 0 1
Heydari (IHM) GIS

N
ew

m
an

 G
IS

Figure 5.15: Correlation plot of the mean posterior genetic interaction strength from the
Heydari et al. (2016) IHM and the latent Gaussian model specified in Section 5.7 (labelled
as ‘Newman GIS’). The dashed line represents the 1:1 line.
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are common between both sets of results. Two of these overlapping hits appear
in a concerning manner in Figure 5.15, since they appear in the top-left quadrant
of the plot, indicating the two models have reached conflicting statements about
whether sir3∆ and rsc2∆ cause suppressing or enhancing interactions. Overall, the
plot shows a promising overlap in ‘hits’ and a positive and generally linear cor-
relation in interaction strengths, suggesting the simplified latent Gaussian model
performs acceptable inference in comparison to the IHM.
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Chapter 6

Mini QFA

6.1 Introduction

Mini QFA is a recent and on-going development upon the previous QFA experi-
ments seen in Chapter 5. It aims to find genetic epistasis between defective telom-
eres and the simultaneous deletion of two other non-essential genes of interest.
As with QFA, this experiment is performed on Saccharomyces cerevisiae.

Groups of genes are known to work together to perform various operations,
each according to their own interaction pathway. One relevant example that exists
in Saccharomyces cerevisiae is the MRX complex, consisting of the genes MRE11,
RAD50 and XRS2. D’Amours and Jackson (2002) explains this complex is known
to play a part in telomere length maintenance and DNA double-strand-break
(DSB) repair pathways. Each gene in the complex plays its own part in these
processes; if the complex is damaged by the deletion of one or more of these
genes, the remaining genes will be unable to perform their task in maintaining
telomere length or fixing a DSB.

Developing methods which can identify groups of genes that interact together
with telomeres is of interest, not just for the case of Saccharomyces cerevisiae, but also
for identifying homologues of these genes present in human cells. While MRE11
and RAD50 were found to exist in many species, a homologue of XRS2 remained
elusive. When Carney et al. (1998) discovered that NBS1 deficiency prevented the
growth of MRE11/RAD50, it was discovered that NBS1 is the homologue of XRS2
in vertebrates, thereby revealing the group on genes that affect telomere length
maintenance and DSB repair in humans.
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The previous QFA experiment was concerned with finding genetic epistasis be-
tween the defective telomere and a single deletion from across the whole genome,
suggesting which of the 4294 non-essential genes (4135 after some were stripped
from the analysis) interact with a defective telomere. The new experiment aims
to delete all pairwise combinations of the non-essential genes from strains that
feature one of two possible telomeres. Attempting to perform a genome-wide
analysis of pairwise deletions across a set of 4135 genes with one of the telomeres
would result in 41352 = 17, 098, 225 possible combinations to check, even before
any replicates have been taken; since each strain needs to be prepared, grown
and photographed at regular time-points, this would not be a feasible experiment
to perform at the laboratory under reasonable time and budget constraints, even
with access to robotic equipment.

Therefore, this new experiment is performed by deleting two genes from a
smaller selection of only 154 genes, leading to the name Mini QFA. The limit
of 154 genes was pragmatically selected as it is the number of genes that can
be grown on half an agar plate in 384-spot configuration; 384-spot format uses
a 24× 16 grid layout, but edge-colonies must be discarded from the experiment
because they have a growth advantage due to the lack of competition for nutrients.
The growth advantage of edge colonies is visible in the example 384-spot plate
given in Figure 6.1, which shows the growth of yeast cultures after approximately
117 hours.

Genes were selected as part of the 154 orf ∆ to be analysed if they fit any of
these criteria: they affect telomere length, they were found to interact with telom-
ere defects in the full QFA analysis, or they have homologues in human cells. Ad-
ditionally, a very small number of genes featured in the study which are known
neutral mutations, such as his3∆, will be included in the selected 154 genes.

One concern exists about the lack of a genome-wide dataset because the se-
lected 154 genes are an inherently biased selection, mostly chosen as these genes
have exhibited an interaction in previous experiments. The inclusion of known
neutral mutations could allow a fixed reference point, which the many interacting
mutations can contrast against, with potential added benefits of helping prevent
some identifiability issues.

A background screen is made with a gene deleted from the sequence, and
divided up among the spots on each plate. Each query gene is then knocked
out from each of the spots using a different screen. This results in 1542 = 23716
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Figure 6.1: An example 384-spot format plate provided in the Colonyzer package (Lawless
et al., 2010). The yeast cultures on this plate have grown for approximately 117 hours.
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different pairwise combinations of deletions to be analysed in this “all-by-all”
experiment.

We define the notation where a defective telomere (such as CDC13-1) is crossed
with the deletion of two other genes (for the sake of this example, the background
screen has YFG1 deleted, and the query screen deletes XYZ21), then we denote
this triple mutant strain as cdc13-1 yfg1∆ xyz2∆.

We will find that for some of the observations, the same gene is deleted twice;
once in the background screen and separately in the query screen. Using our
notation, this situation of having the same gene deleted twice will be described
as cdc13-1 yfg1∆ yfg1∆, and we will refer to these as double-l deletions since the l-th
ORF has been deleted twice. In such cases, we expect that all double-l deletion
strains should always be dead2 for reasons discussed in Section 5.1.3.

This experiment is performed at two different temperatures for each of two
different telomeres, giving four different combinations: CDC13+ at 27°C and 33°C,
and CDC13-1 at 27°C and 33°C. These are all treated as separate experiments and,
as a result, they are analysed independently.

6.2 Modelling for Mini QFA

6.2.1 Models of epistasis

We aim to model for pairwise deletions that cause an interaction, which would be
indicated by a deviation from expected behaviour. We use Fisher’s multiplicative
model of epistasis (Cordell, 2002), which was described previously in Section 5.2.2,
to define what behaviour is expected. We will illustrate properties of this model
by assigning hypothetical fitness values to some imaginary genes.

Suppose cdc13-1 yfg1∆ has a fitness of 2, cdc13-1 xyz1∆ has a fitness of 3, and
yfg1∆ & xyz1∆ actually have independent functions so should have no interactions.
We would expect to find that cdc13-1 yfg1∆ xyz1∆ has a fitness of 2× 3 = 6.

Now suppose that cdc13-1 yfg1∆ has a fitness of 2, cdc13-1 yfg3∆ has a fitness
of 3, and yfg1∆ & yfg3∆ do interact (for example, YFG1 may be involved in essen-
tial preparation for chromosome repair which YFG3 completes; the chromosome

1The genes YFG1 and XYZ2 are not real and they merely serve as placeholders; YFG is used
here to stand for “your favourite gene”.

2We may find extremely poor growth as opposed to zero growth from a truly dead strain.
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cannot be repaired if either of these are missing). The multiplicative model would
expect to find cdc13-1 yfg1∆ yfg3∆ to have a fitness of 6, but we might actually find
the fitness is only 2. This deviation from the expected value is indicative that the
pairwise deletion exhibits epistasis.

6.2.2 Standard Mini QFA model

Under the multiplicative model of genetic epistasis, we define the model as fol-
lows:

Fcll′m ∼ N
(

F̂cll′ , τε

)
F̂ll′ = exp

(
f̂cll′
)

f̂ll′ = µ + Zl + Zl′ + δll′γll′ (6.1)

µ ∼ N(0, 0.001−1) γll′ ∼ N(0, τ−1
γ )

Zl

= 0 if l = 1

∼ N(0, τ−1
z ) otherwise

δll′

= 1 if l = l′

∼ Bern(pδ) otherwise

ε ll′m ∼ N(0, τ2
ε ) τε, τz, τγ ∼ Ga(1, 0.00005)

where:

• F is a measure of fitness.

• l represents that ORF l is deleted from the background screen; l′ denotes
that ORF l is the query deletion. The order of these ORF deletions does not
matter, excluding ORF l = 1 which we set to be the neutral deletion, HIS3.

• Zl is the ORF fitness expected when ORF l is deleted from the strain. Zl′

represents the same for the query gene that is deleted. Since Z1 = ZHIS3 = 0,
all other ORF fitnesses represent contrasts from a neutral deletion.

• µ represents an underlying overall mean fitness for the chromosome with
its telomere. Since ZHIS3 = 0, the underlying mean is the fitness where a
neutral HIS3 deletion has occurred.

• γll′ is a genetic interaction strength between the two deleted genes.

• δll′ is a Kuo & Mallick indicator which determines whether there is a signif-
icant genetic epistasis between the deleted genes and the telomere. When
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a double-l deletion occurs, the indicator is fixed to be ‘on’ as these strains
should always be dead.

6.2.3 Model variations

The fitness measurements, F, that are used in the model and described previously
in Section 6.2.2 are inferred using an updated version of the Colonyzer software
(Lawless et al., 2010) for image analysis and the fitting of logistic-growth curves.
The parameters from fitting these growth curves allow for multiple possible mea-
sures of fitness, such as MDR, MDRMDP and nAUC which were described in
Section 5.2.1, along with the doubling rate parameter, r, from the logistic growth
model. There is current debate as to which is the best measurement to use, so
models have been run on all four different fitness measures to investigate which
may be most informative.

As many of the ORF fitnesses, Z, selected for this study will often be quite
far from zero—an artifact from selecting 154 genes that mostly interact with the
telomere—we expect this distribution to have heavier tails than a Gaussian distri-
bution. For this reason, we also explore the possibility of modelling ORF fitness
using a t-distribution on 3 degrees of freedom, as this is more robust when pre-
sented with non-Normal data.

We have also explored whether ORF fitness distributions behave similarly if
the gene of interest is deleted in the background screen or the query. For biolog-
ical reasons, it is expected that the fitness of cdc13-1 yfg1∆ xyz2∆ should behave
identically or similar to cdc13-1 xyz2∆ yfg1∆, but investigations on early datasets
showed examples where the fitness did not behave like this. Examples of this
occurring are shown in Figure 6.2, where in Figure 6.2a there is a slight discrep-
ancy between the fitness depending on where SCS2 was deleted. A more obvious
case of this discrepancy is visible in Figure 6.2b. All cdc13-1 dun1∆ yfg1∆ strains
were grown on the same plate and all had extremely poor growth, leading to the
decision that DUN1 results should be stripped from the data and the plate grown
and evaluated again.

To account for this in the model based on the current data we have been pro-
vided, we implement asymmetric ORF fitness values by treating the ORF fitness
for the background screen deletion separately to the ORF fitness for the query
screen deletion. This would be represented in the model as an adjustment to
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Figure 6.2: Asymmetry in the ORF fitnesses depending on whether the gene was deleted
in the background strain or the query. Red vertical lines denote the fitness of double-l
deletions, i.e. the cdc13-1 scs2∆ scs2∆ fitness values in Figure (a).
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Equation (6.1):

f̂ll′ = µ + Zb
l + Zq

l′ + δll′γll′

Zb
l , Zq

l′

= 0 if l = 1

∼ N(0, τ−1
z ) otherwise

where Zb and Zq are ORF fitness for the background and query deletions, respec-
tively.

Early datasets also showed some cases where fitness of the double-l deletion
strains had higher than expected fitness values. In some cases, this was an indi-
cation that the screen had not worked correctly and would therefore need to be
stripped from the experiment. In other cases, it revealed that the double-l deletion
culture was actually dead, but neighbouring cultures that were very fit would
overlap into the empty space left by the double-l deletion, causing the image anal-
ysis to believe the dead strain was growing. Recent refinements in Colonyzer’s
image analysis by Lawless et al. (2010) has proven more successful at correcting
for this, as shown in Figure 6.3, where the old methods in Figure 6.3a picked up
artificially high fitnesses for double-l deletions, but newer results in Figure 6.3b
show this issue has now been corrected..

This highlights some of the uncertainty there can be in the quality of the data,
and the problems presented in deciding whether these quirks in the data should
be handled by the Bayesian model, the image analysis and logistic growth-curve
fitting, or at the laboratory stage. The histograms of fitness values, such as those in
Figures 6.2 and 6.3, are useful for identifying which genes should be investigated
for potential experimental error; this can be where the distributions are different
depending on whether the same gene is deleted from the background or query,
or whether there are several double-l deletion strains with unusually high fitness
values.

6.3 Implementation and analysis

We can implement the model and its variants described in Sections 6.2 and 6.2.3
using JAGS (Plummer, 2003), as this provides the simplest way to explore the mul-
tiple model variations to be considered. As there are 4 independent experiments
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to analyse for each telomere and temperature, we can run each analysis in parallel
to make use of multi-core processors or computing clusters.

Scripts are used to create batches of jobs, making it more manageable to initiate
all the independent experiments for each of the different model variations. It is
generally best for the user to manually check that the chains have converged to
their posterior distributions and are mixing well, although methods suggested
by Raftery and Lewis (1992) could be used to identify the amount of iterations
to be discarded as the burn in and the amount of thinning to be applied to the
remaining results. This provides scope for the chain from each experiment to be
checked automatically as part of the Mini QFA analysis workflow.

Once the chains are manually checked, further scripts are used to calculate
genetic interaction strengths for each of the pairwise orf ∆ combinations for each
experiment. With over 23, 000 possible combinations of deleted genes, an intuitive
way of viewing the results from the model’s analysis is required. We have created
a HTML web page which finds and displays output from the Mini QFA analysis
scripts, and places these in the relevant parts of a template. This template allows
for results from each experiment to be viewed, for each of the telomere defects
used at the different temperatures, along with variations of the models explored.

A searchable and sortable data table of key numerical summaries can be cre-
ated using DT (Jardine, 2014), listing information such as the genetic interaction
strength, predicted and actual fitness measurements, and whether each pairwise
deletion is a phenotypic suppressor or enhancer.

To supplement this, a genetic interaction plot in PDF format is included dis-
playing how actual observed fitness values deviate from their predicted fitness
under the assumption of no interaction occurring (i.e. γll′ = 0), highlighting terms
which deviate from this by a significant amount. Each interaction is labelled with
the concatenation of the names from the deleted genes, allowing the PDF to be
searched for deletions of interest. There is additional scope for using plotly (Siev-
ert et al., 2016) to provide an interactive version of these genetic interaction plots,
which may prove easier to explore due to the large quantity of points and labels
featured in the plot.

An example of a genetic interaction plot can be found in Figure 6.4. For the
horizontal axis of these plots, we compute the ‘predicted fitness’ value under the
assumption of Fisher’s multiplicative model of epistasis based on what is expected
when each gene is deleted; this is the fitted value assuming no interaction occurs
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(i.e. γll′). For the vertical axis, we have the fitted value of the fitness measure
for each pairwise deletion; this is equivalent to adding the genetic interaction
strength, γll′ , back into the predicted ‘fitness assuming no interactions’ measure.
Most pairs of deletions do not interact, which is expected, and these lie on or
sufficiently close along a 1:1 gradient. Deviations above this line suggest that
the telomere defect is suppressed by the deletion of both ORF, performing better
than predicted. Conversely, deviations below the line suggest a telomere defect is
enhanced if the actual fitness was worse than predicted.

Purple points denote where a double-l deletion has occurred. As we expect
these to always be dead, we expect to find their predicted ‘fitness including inter-
actions’ values to be minimal, meaning all these points should appear along the
bottom. This can be used as a form of quality control for indicating if the results
show any issues with any of the strains.

6.4 Adjustments from collaborator feedback

Providing the tables and plots of genetic interactions allows our collaborators to
identify problematic screens and provide feedback on what model variations are
showing the most promising ability to identify interactions correctly, based on
findings from smaller scale analyses that have previously been performed.

6.4.1 Identifying problematic data

Our collaborators believed they had the greatest understanding of what patterns
to expect in the cdc13-1 at 33°C experiment, so they requested for side-by-side
plots of results from the various models for each of the possible fitness measures
in the cdc13-1 at 33°C experiment. From these plots, they found the models had
identified a number of unexpectedly strong hits involving the POT1 gene where
the doubling rate parameter, r, was used as the fitness measure—an original
plot which exhibited this behaviour is featured in Figure C.3 of Appendix C.2.
On further investigation, it emerged the metadata for POT1 had all dates offset
by one day, leading to inflated growth rate parameters being provided to the
interaction model. After re-performing the analysis with corrected POT1 data, the
interaction model also highlighted similar issues with the DPH5 screen, which
was subsequently removed from the dataset.
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Figure 6.4: Example GIS plot for Mini QFA data for cdc13-1 at 27°C using the MDR mea-
sure of fitness. Each interacting gene combinations is labelled by its concatenated name.
Purple points represent the double-l deletions which are always set to be interacting. The
dashed line follows a 1:1 line of fitness.
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Under these circumstances, the interaction model proved useful in highlight-
ing problematic subsets of the data to our collaborators. When supplied with
unusually high fitness measurements, the interaction model remained robust
enough to avoid predicting correspondingly high fitness values, opting instead to
highlight these as strong interactions. Unfortunately, the model is not be robust
enough to reliably infer all the remaining interactions accurately as the very strong
false-interactions from the bad data cause many of the weaker interactions to be
considered neutral.

To produce a more robust model in the face of potentially incorrect data, fitness
measurements were modelled using a t3-distribution, in the hope that the heavier
tails of the distribution would be more robust to measurement errors. When this
model was fit to data containing the original incorrect POT1 and DPH5 values,
these genes were not highlighted as strong interactions; it is robust enough to
continue identifying other interactions, but does not highlight the problematic
screens that needed correcting. This can be seen in Figure C.4 of Appendix C.2.

6.4.2 Selecting from model variations

A number of model variations are mentioned in Section 6.2.3 and we wish to
identify a single model that is best for identifying genetic interactions. Producing
side-by-side plots of the results from each of the model variations proved to be a
useful in identifying which models work best.

As problematic data was corrected or removed from the datasets provided
to the interaction models, we found that the results from the different models
converged to produce similar results, as seen in Figure C.5 of Appendix C.2. Mod-
elling the fitness measurements using Gaussian or t3-distributions often high-
lighted the greatest differences when problematic data was present. As these
models have now converged to give similar results, this might suggest that most,
if not all, problematic data has been successfully removed. We may opt for the
most convenient model to use; this may arguably be the model which applies
Gaussian distributions to both the fitness measurements and the ORF fitnesses,
since this is quickest to perform due to its latent Gaussian structure.

Models with asymmetric ORF fitnesses were also considered. As problem-
atic data was identified and corrected, we found that most of the symmetry has
returned to the ORF fitnesses. This was evident in plots where a pairwise dele-
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tion (e.g. cdc13-1 yfg1∆ xyz2∆) would appear near its complement deletion (e.g.
cdc13-1 xyz2∆ yfg1∆). In light of this improvement, a model containing symmet-
ric ORF fitnesses could be used, which would fall inline with our collaborator’s
expectation of the underlying genetic processes.
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Conclusions and future work

7.1 Conclusions

The aim of this thesis was to explore the use of methods which can aid in more
efficient Bayesian inference on latent Gaussian models, including those containing
an aspect of Bayesian variable selection. DAG representations of latent Gaussian
models highlight the often-sparse dependence structure that appears between
variables. By exploiting the conditional independence seen between many of the
latent variables, we are able to represent the model using a multivariate Gaussian
distribution with a sparse precision matrix. This opens up the possibility of using
blocking methods to more efficiently sample from a correlated posterior distribu-
tion (Roberts and Sahu, 1997; Amit and Grenander, 1991; Seewald, 1992) since the
sparse matrix operations required to do this are feasible, even in large dimension
problems.

In the special case of linear Gaussian models, where observations are mod-
elled as Gaussian variables with mean equal to a linear combination of the latent
variables, we are able to simplify the calculation of the posterior distribution
through use of a canonical parameterisation of the multivariate Gaussian distri-
bution, which Wilkinson and Yeung (2004) demonstrate by constructing a linear
Gaussian model from its DAG representation. GDAGsim software (Wilkinson, 2002)
assists in the construction of linear Gaussian models based on its DAG representa-
tion; we created a new version of this in Java, GDADGsimJ, built using Parallel Colt
(Wendykier and Nagy, 2010) which, crucially, handles AMD permutations of the
precision matrix before Cholesky factors are taken and allows very large matrix
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operations to be performed in parallel. This therefore extends the original GDAGsim
implementation in two important ways: fill-reduction and parallelisation. These
both facilitate applications to larger and more challenging problems. The new
Java version of GDAGsimJ is to be publicly released on GitHub once fully tested
and documented.

For latent Gaussian models which feature more general likelihoods, GDAGsimJ
can be used for construction of the prior distribution of the model, but an alter-
native way of conditioning on the observations is required. Gaussian approxima-
tions, also referred to as a GMRF approximation by Rue and Held (2005), provide a
method for conditioning on the latent Gaussian model, supplying an approximate
multivariate Gaussian density with optimised mean and precision parameters. We
explored using a combination of GDAGsimJ with Gaussian approximations as part
of a blocking scheme for an example in Chapter 4. For this scheme, the model was
sufficiently small that standard Gibbs methods from JAGS did not struggle too
much with the correlation between variables. An approximate marginal scheme
was able to generate independent samples from the posterior with greatest effi-
ciently in terms of ESS/s, but only performs approximate inference and doesn’t
automatically produce any inference for latent variables without employing a col-
lapsed Gibbs Sampler (Liu, 1994). On larger dimension models, the single- and
two-block samplers could not cope with the dimension of the latent field it was
attempting to sample from.

Integrated nested Laplace approximations are a deterministic algorithm pro-
posed by Rue et al. (2009), which allows previously intractable integrals to be
computed using Laplace approximations. We recreated this method for use on
the same toy model and found it to produce close approximations to the exact
posterior density targeted by an MCMC scheme, although we could not match the
fast processing times achieved in the highly developed and refined INLA software.
Use of INLA is restricted to low-parameter-dimension problems, as the integra-
tion of the parameter space suffers as dimension increases. For this reason, it does
not work well for Bayesian variable selection problems as the number of possible
indicator states to integrate over can be of a prohibitively high dimension, but
some of the methods used in INLA are shared with some of the MCMC blocking
methods used on latent Gaussian models.

In Chapter 5, we examined the effect of blocking methods for Bayesian variable
selection models by applying them to a genome-wide genetics study to identify
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genes that interact with defective telomeres, developing on previous studies by
Addinall et al. (2011) and Heydari et al. (2016). The work was focused on pro-
ducing a more efficient sampling method at the potential cost of a slight decrease
in the model’s ability to identify interactions. On a linear Gaussian model, we
investigated how efficiency improved where we employed a number of tricks to
try and reduce computational time or improve mixing. We found: permutations
on precision matrices can be essential to reduce Cholesky fill-in; dynamic resiz-
ing of the model gives reasonable speed-ups where variables are often likely to
be excluded; choice of parameterisation can influence the mixing of a scheme. In
comparison with results obtained by JAGS, the blocking methods in one case were
over seven times more efficient in terms of the minimum ESS/s of any variable in
the chain.

Applying methods for the latent Gaussian model on the same genome-wide
dataset was problematic, as the high-dimension of the latent field creates a very
low acceptance probability for accepting new values of the latent variables. On
a smaller model, using only data from Plate 15, the blocking scheme manages
to perform inference successfully being over 14 times more efficient by ESS/s
than what is obtained from JAGS. However, this positive performance rapidly
deteriorates as the dimension increases.

Finally, in Chapter 6 we discussed details from an ongoing experiment, detail-
ing the considerations made to build an new model for detecting genetic epistasis
based on the fitness data provided by image analysis and growth-curve fitting
data.

7.2 Future work

7.2.1 Permutations for dynamically resizing models

In Section 2.3.2, we discussed how the AMD algorithm permutes a matrix to
minimise Cholesky fill-in. Then we see the effects of these permutations in Sec-
tion 5.6.2, and while fixing the permutation here does not cause a reduction in
computation time, it is possible that larger or more complicated models will ben-
efit from a fixed permutation. Then Section 5.6.3 demonstrated that dynamically
resizing the model at each iteration does reduce the CPU user time of the scheme.
Since the contents of the precision matrix was changing at each iteration, we al-
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lowed the permutation to be recomputed from scratch each time.
What has not yet been explored is whether a permutation can be fixed at the

start, while allowing the model to resize. Recall that in Section 2.3.2, we described
three key properties that the permutation aims for: densest final row/column, low
bandwidth and empty blocks. Suppose you begin with a sparse matrix, A, rep-
resenting a full model which is permuted by the AMD algorithm into C = PAPT,
and that each row/column i in A will have a bijective mapping to row/column j
in C, according to the permutation matrix P. We conjecture that once an optimum
permutation for the full model is obtained, any row/column i can be removed can
be removed from A, which will leave C approximately close to its optimal layout.

This is in fact because removing any row/column j from C will not damage
the three desirable properties for an approximately optimal permutation: we can’t
cause a dense row/column to appear further from the bottom-right of a matrix by
deleting any row/column; we can’t increase the maximum bandwidth by remov-
ing any row/column; while we can reduce the size of an empty block, we can’t
contaminate an empty block with a non-zero value by removing any row/column.
Since any j can be removed from C, it follows that any i can be removed can be
removed from A. By further extension, multiple rows and columns can be deleted
at once.

7.2.2 Multi-block methods for latent Gaussian models in QFA

Where performing a latent Gaussian model on a full-size dataset proved unsuc-
cessful due to the large dimension of the latent field being sampled, workarounds
can be investigated. One possible solution to the problem is to divide the latent
field into multiple smaller blocks, and proposing and accepting each block in turn.
Creating smaller blocks should increase the acceptance probability of each, allow-
ing the chain to move more frequently. Increasing the blocks will unfortunately
decrease the positive effect blocking has on the mixing, as correlation can exist
between the blocks, but this is favourable to a scheme that rarely moves at all. A
suitable way of dividing the QFA dataset into smaller blocks may be to perform
one block for each of the 15 plates the experiment is performed on. A paper is in
preparation awaiting results from the this multi-block approach before it is to be
submitted for publication.
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7.2.3 Developments on Mini QFA

Progress has been made in exploring which model should be used out of the model
variations that were considered, but since analysis of the Mini QFA experiment is
an ongoing project, this has not yet been finalised. Feedback and refinement is still
being performed in collaboration with the experimentalists, who found the use
of different fitness measures useful at tracking-down problematic datasets and
spotting interactions. For this reason, they have proposed that three additional
fitness measures be considered in the analysis: the carrying capacity parameter
from the logistic growth model, K; the product of rate and capacity parameters, rK;
a parametric area under the growth curve measurement, AUC. Once the model
has been finalised, utilising methods for blocking could be explored to investigate
if the inference can be performed in a more efficient manner.

Use of clustering methods can also be investigated, with an aim to iden-
tify groups of variables that feature in pairwise deletions. Genetic interaction
strengths can also be uploaded to GeneMANIA (Warde-Farley et al., 2010) to as-
sist in predicting clusters of genes that interact and guess at their genetic functions.

The scripts used to automatically create and run the JAGS models and process
results afterwards were designed to be easy to implement as a package for R (R
Core Team, 2016), which is likely to be released on R-Forge once further refine-
ments have been made. Potential additions to the work include automatically
checking the model has converged and is sufficiently thinned to remove autocor-
relation, although it could be argued that this stage should contain an element of
human intervention to double-check the results.

Current Mini QFA analysis provides point estimates for posterior measure-
ments. For example, the posterior genetic interaction terms, δll′γll′ , are given as
the posterior mean. It would be beneficial to include a measure of uncertainty
around this estimate, especially since the lengthy and complicated process of ex-
perimental data collection creates a number of opportunities for error to enter into
the model. Probability intervals could easily be included in the searchable results
tables. Unfortunately, the large number of overlapping points on the genetic inter-
action plots would make it impractical to also show probability intervals around
each point, unless interactive plots are generated where the user would be able to
zoom in on an area of interest in the plot.

Current fitness measures supplied to the interaction models specified in Sec-
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tion 6.2 are point estimates from the Colonyzer software. A more recent version
of Colonyzer implementing Bayesian methods is being trialled which would be
able to provide posterior predictive distributions for each of the fitness measures
that are later used in interaction model specified in Section 6.2. The interaction
model would need to be restructured considerably in order to take advantage
of the posterior predictive distributions, but this would allow uncertainty from
the growth-curve fitting stages to be propagated through the model to the final
identification of interacting pairwise gene deletions. Under such a framework, it
may be advantageous to create one large Bayesian model which handles both the
inference of growth-curve parameters and genetic interaction identification. This
would be analogous to the Joint Hierarchical Model created by Heydari et al. (2016)
for the QFA experiment. A potential drawback to creating this model would be the
long time currently needed to infer the growth-curve parameters using MCMC,
which takes over one month to create a satisfactory sample.

Key findings on the detection of genetic epistasis in the Mini QFA paper are
expected to be published following further model refinement.
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Appendix A

Algorithms

Algorithm 5: Specification of a general GDAG model in GDAGsim.
Data: Values for precisions τ·, number of roots n1, number of nodes n2,

model dimension n1 + n2 = n.
Create GDAG instance of dimension n;
/* Add roots of latent variables using prior values */

for i := 1 to Number of roots n1 do
addRoot(index = i, mean = µi, precision = τi);

end
/* Condition other latent variables on the roots */

for i := n1 + 1 to Model dimension n do
Node := Specified dependencies for Node[i] conditioned on roots;
addNode(Node, index = i, offset = bi, precision = τi);

end
if log-density values are needed then

Process prior structure;
end
/* Add observations to the model */

for i := 1 to Number of observations do
Node := Specified dependencies of observation’s node;
addObservation(Node, precision = τobservation i);

end
Process GDAG model;
Result: Access to log-likelihood, simulations of latent variables, precision

matrix Q, Lower Cholesky factor L.
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Algorithm 6: Calculating a multivariate Gaussian density.
Function mvnLogDensity (x, µ, L)

Data: Quantile vector x to evaluate the density at, Cholesky factor L
from precision matrix Q, mean vector µ, dimension d of L and µ.

Result: The log-density of Nd(x; µ, Q−1).
d := dimension(µ);
logd := − d

2 log(2× π);
/* Now find the (x− µ)TQ(x− µ) term */

for i := 1 to d do
z[i] := x[i]− µ[i] ;

end
v := Mult(LT, z); /* Matrix multiply LTz = v */

tot := 0;
for i := 1 to d do

tot := tot + (v[i]× v[i]);
end
logd := logd− 0.5× tot;
/* Calculate the square of the determinant for Q */

tot := 0 ; /* Reset the total counter */

for i := 1 to d do
tot := tot + log(L[i, i]);

end
logd := logd + tot;
return logd;

end

Algorithm 7: Generating a sample from a multivariate Gaussian distribution.
Function multivariateGaussianSample (µ, L)

Data: Cholesky factor L from precision matrix Q, mean vector µ,
dimension d of L and µ.

Result: A sample of values from Nd(µ, Q−1).
d := dimension(µ);
for i := 1 to d do

z[i] := random sample from N(0, 1) distribution;
end
w := backsolve(LT, z); /* Solves LTw = z */

for i := 1 to d do
x[i] := w[i] + µ[i];

end
return x;

end
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Additional derivations

B.1 Demonstration that Equation (3.5) has no depen-

dence on x

Section 3.2 contains the statement that the π(θ | y) term on the left-hand side
of Equation (3.5) carries no dependence on the latent values x, and therefore the
right-hand side of the equation also does not depend on x, despite this term
appearing in the equation. By factorising Equation (3.5) further, it can be shown
there is no dependence on x:

π(θ | y) =
π(x, θ, y)

π(x | θ, y)π(y)

π(θ | y) =
π(x | θ, y)π(θ, y)
π(x | θ, y)π(y)

π(θ | y) =
π(θ, y)
π(y)

π(θ, y) = π(θ | y)π(y).

Therefore, the expression in Equation (3.5) simplifies to a standard statement of
conditional probability containing no dependence on x.
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B.2 Demonstration of Equations (3.12) and (3.13)

The AR(1) process for x in Equation (3.11) can be summarised as,

xi = φxi−1 + εi; |φ| < 1; εi ∼ N(0, σ2); i = 2, . . . , n.

The variance of this process for x can be derived as,

Var(xi) = Var(φxi−1 + εi)

Var(xi) = φ2Var(xi−1) + Var(εi)

(1− φ2)Var(xi) = σ2 [Since Var(xi) = Var(xi−1)]

Var(xi) =
σ2

1− φ2 .

The covariance between two consecutive values in x is calculated as,

Cov(xi−1, xi) = Cov(xi, xi−1) = Cov(φxi−1 + εi, xi−1)

= φCov(xi−1, xi−1)

= φVar(xi−1)

= φ
σ2

1− φ2 .

This can be extended to find the covariance between two latent values in x which
are k values apart, for k = 0, . . . , i− 1, since,

Cov(xi−k, xi) = Cov(xi, xi−k) = Cov(φxi−1 + εi, xi−k)

= φCov(xi−1, xi−k)

= φCov(φxi−2 + εi, xi−k)

= φ2Cov(xi−2, xi−k)

...

= φkCov(xi−k, xi−k)

= φkVar(xi−k)

= φk σ2

1− φ2 .
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Supplementary plots

C.1 Simple example for MCMC

To produce the plots shown in Figure 4.3, long MCMC runs were performed on
the simple model shown in Section 4.12.5 of 30000 iterations, each thinned by 50
iterations. ACF and trace plots of these runs are provided in Figures C.1 and C.2.
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tions (thinned by 50) shown in Figure 4.1, for the parameters (from left column to right
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C.2 Highlighting problematic data in Mini QFA

Section 6.4.1 discusses how the experimentalists had the greatest understanding
of the CDC13-1 experiment at 33°C from the small scale experiments they per-
formed, so the genetic interaction plots for these experiments provided interest-
ing comparisons to the behaviour which they expected. The unexpectedly strong
interactions involving POT1 and DPH5 that appeared in Figure C.3 warranted
further investigation and highlighted problematic subsets in the dataset.

Figure C.4 is the analysis on the same problematic data featured in Figure C.3,
but where the fitness values are modelled with a t3-distribution instead of a Gaus-
sian distribution.

Figure C.5 shows results from the same model used to produce Figure C.3, but
this uses a more recent dataset where problematic data was corrected or stripped
from the analysis.

139



Appendix C. Supplementary plots

CHK1_RAD9

CHK1_DPH5

CHK1_RAD17
RAD24_RAD9PPT1_RAD9

BCK1_RAD9 RAD17_RAD9

POT1_RAD24

RAD17_RAD24

BMH1_POT1

GTR1_PMR1

PIF1_POT1

ESC1_POT1

POT1_RAD17

BCK1_RAD17

DPH5_EXO1

DPH5_RAD17

CSM3_NAM7

DDC1_RAD24

DDC1_POT1DDC1_DPH5

DDC1_RAD17

DPH5_GIM3

BAS1_POT1DUN1_POT1

DUN1_RAD17
HIS3_HIS3SLA1_SLA1TEL1_TEL1HMT1_HMT1MUM2_MUM2CHK1_CHK1MRC1_MRC1SOL2_SOL2OCA4_OCA4

NHP10_NHP10
MBP1_MBP1RPP1B_RPP1BPHO13_PHO13RAD57_RAD57PPH3_PPH3RAD55_RAD55VPS41_VPS41BMH2_BMH2MTC5_MTC5

SAN1_SAN1EBS1_EBS1 RAD9_RAD9
PEX5_PEX5 SUM1_SUM1

XRS2_XRS2RAD51_RAD51 SCS2_SCS2
RAD24_RAD24

BMH1_BMH1BST1_BST1RPO41_RPO41DBP3_DBP3PAN2_PAN2RAD54_RAD54PMR1_PMR1XRN1_XRN1VAM7_VAM7SKI8_SKI8UPF3_UPF3PPT1_PPT1HGH1_HGH1ELP2_ELP2NMD2_NMD2UBA4_UBA4RTT107_RTT107MPC2_MPC2DPH1_DPH1 FKH1_FKH1MLP2_MLP2POT1_POT1SRS2_SRS2BCK1_BCK1RPE1_RPE1UBP12_UBP12NUC1_NUC1AVT1_AVT1TMA22_TMA22BNA1_BNA1POL32_POL32MOG1_MOG1KTI12_KTI12APN1_APN1LST4_LST4HSP104_HSP104DPH5_DPH5EST1_EST1YPT6_YPT6SUR4_SUR4PSY3_PSY3IKI3_IKI3SKI2_SKI2VIP1_VIP1CDC73_CDC73RIF2_RIF2RAD52_RAD52PIF1_PIF1GTR1_GTR1SUB1_SUB1CSM3_CSM3BUB2_BUB2IRC21_IRC21NAM7_NAM7
YKU80_YKU80SGS1_SGS1SKY1_SKY1ESC1_ESC1MRE11_MRE11SAP30_SAP30YKU70_YKU70FKH2_FKH2PHO23_PHO23INP52_INP52ZWF1_ZWF1RAD50_RAD50STI1_STI1EXO1_EXO1CKB2_CKB2DIA2_DIA2LEO1_LEO1ELG1_ELG1RIS1_RIS1

RFM1_RFM1
TYE7_TYE7

RAD17_RAD17CHL1_CHL1ELP3_ELP3HHO1_HHO1COX10_COX10TIP41_TIP41SPE3_SPE3TKL1_TKL1CLB5_CLB5CTF4_CTF4VPS4_VPS40

50

100

0 5 10 15 20

Fitness assuming no interactions

F
itn

es
s 

in
cl

ud
in

g 
in

te
ra

ct
io

ns

Interaction Phenotypic Suppression Phenotypic Enhancement No interaction

Figure C.3: Genetic interaction strength plot for CDC13-1 at 33°C with a Gaussian distri-
bution used to model the fitness (r) measurements. Problematic POL1 and DPH5 data is
included in the analysed dataset. Note that very few interactions are found due to the
extreme outliers.

140



Appendix C. Supplementary plots

HIS3_SLA1

HIS3_PPH3

HIS3_VPS41
HIS3_SCS2

DBP3_HIS3

HIS3_NMD2

HIS3_MRE11

HIS3_STI1

DIA2_HIS3

HIS3_RAD17

CTF4_HIS3

HMT1_SLA1

RAD24_SLA1

CDC73_SLA1MRE11_SLA1

RIS1_SLA1

RAD17_SLA1

ELP3_SLA1

SCS2_TEL1

PIF1_TEL1

RAD17_TEL1

HGH1_HMT1

MUM2_SAN1

EBS1_MUM2

MUM2_RAD9

MUM2_SUM1

MUM2_NUC1

MUM2_STI1

EXO1_MUM2

COX10_MUM2CHK1_PHO13
CHK1_RAD55

CHK1_MTC5

CHK1_RAD9

CHK1_RAD24
BMH1_CHK1

CHK1_PAN2

CHK1_RAD54CHK1_XRN1

CHK1_SKI8

CHK1_PPT1CHK1_HGH1

CHK1_NMD2

CHK1_RPE1

CHK1_UBP12

CHK1_TMA22
CHK1_POL32CHK1_KTI12CHK1_LST4

CHK1_HSP104

CHK1_VIP1

CHK1_GTR1

CHK1_SGS1
CHK1_ESC1

CHK1_ZWF1

CHK1_RAD50

CHK1_EXO1

CHK1_LEO1

CHK1_RIS1

CHK1_RFM1

CHK1_RAD17CHK1_TIP41

CHK1_VPS4
MRC1_PEX5
MRC1_SUM1

MRC1_SCS2

MRC1_RAD24

MRC1_UPF3

KTI12_MRC1

ELG1_MRC1

MRC1_RAD17

ELP3_MRC1

COX10_MRC1

OCA4_SOL2

PPH3_SOL2

SAN1_SOL2

RAD9_SOL2

DBP3_SOL2

OCA4_PPH3

BMH2_OCA4OCA4_SAN1

OCA4_RAD9

OCA4_SUM1

BMH1_OCA4

OCA4_PAN2

OCA4_PPT1

HGH1_OCA4

ELP2_OCA4
NMD2_OCA4

FKH1_OCA4

AVT1_OCA4

OCA4_TMA22

KTI12_OCA4

APN1_OCA4OCA4_RIF2
OCA4_SGS1

OCA4_STI1

OCA4_RFM1

NHP10_RAD24

NHP10_RAD17

BMH2_MBP1

MBP1_SAN1

MBP1_RAD9

MBP1_SCS2

DIA2_MBP1

PPH3_RPP1B

RPP1B_SAN1

RAD9_RPP1B

PIF1_RPP1B

PHO13_RAD9

DIA2_PHO13

PHO13_RAD17

RAD57_SAN1

RAD17_RAD57

ELP3_RAD57
BMH2_PPH3PPH3_SAN1

PPH3_SCS2
BMH1_PPH3

PAN2_PPH3

PPH3_SKI8PPH3_PPT1

AVT1_PPH3

PPH3_TMA22APN1_PPH3

PPH3_PSY3

PIF1_PPH3
NAM7_PPH3

PPH3_RFM1

PPH3_RAD17

HHO1_PPH3

RAD54_RAD55
POL32_RAD55

CDC73_RAD55

EXO1_RAD55RAD17_RAD55

RAD9_VPS41

UPF3_VPS41

VPS41_YPT6

CDC73_VPS41

PIF1_VPS41NAM7_VPS41

EXO1_VPS41

CKB2_VPS41

BMH2_RAD9

BMH2_SUM1
BMH2_BST1

BMH2_NMD2

BMH2_IKI3

BMH2_STI1

MTC5_RAD24

MTC5_RAD17

RAD9_SAN1

SAN1_SUM1

SAN1_SCS2

RAD24_SAN1

BST1_SAN1

RAD54_SAN1

PPT1_SAN1

HGH1_SAN1

NMD2_SAN1

RTT107_SAN1

DPH1_SAN1
FKH1_SAN1MLP2_SAN1

AVT1_SAN1

SAN1_TMA22

APN1_SAN1

HSP104_SAN1RIF2_SAN1

SAN1_SGS1FKH2_SAN1PHO23_SAN1

SAN1_STI1

EXO1_SAN1

DIA2_SAN1

LEO1_SAN1

RFM1_SAN1

RAD17_SAN1

HHO1_SAN1

SAN1_TIP41

EBS1_PPT1

EBS1_NMD2

AVT1_EBS1

EBS1_TMA22

EBS1_KTI12

EBS1_RIF2

EBS1_STI1

RAD9_SUM1

RAD9_SCS2

BMH1_RAD9

BST1_RAD9

PAN2_RAD9

RAD9_SKI8

PPT1_RAD9

HGH1_RAD9

NMD2_RAD9

RAD9_UBA4

FKH1_RAD9

MLP2_RAD9

NUC1_RAD9

AVT1_RAD9

APN1_RAD9
LST4_RAD9

HSP104_RAD9

IKI3_RAD9

RAD9_SKI2

RAD9_VIP1

RAD9_RIF2

BUB2_RAD9

NAM7_RAD9

RAD9_SKY1

FKH2_RAD9

INP52_RAD9

RAD9_ZWF1

RAD9_RFM1

RAD9_TYE7

HHO1_RAD9COX10_RAD9

PEX5_RAD17PEX5_SPE3

SCS2_SUM1

RTT107_SUM1

PIF1_SUM1

NAM7_SUM1

SCS2_XRS2

RAD24_XRS2

IKI3_XRS2

RAD51_RTT107

IKI3_RAD51

RAD24_SCS2

BMH1_SCS2

BST1_SCS2

RPO41_SCS2

DBP3_SCS2

PAN2_SCS2

SCS2_XRN1

PPT1_SCS2

HGH1_SCS2

NMD2_SCS2
SCS2_UBA4

FKH1_SCS2

MLP2_SCS2

RPE1_SCS2

AVT1_SCS2

POL32_SCS2

APN1_SCS2

DPH5_SCS2

SCS2_YPT6

RIF2_SCS2

PIF1_SCS2

CSM3_SCS2

IRC21_SCS2
NAM7_SCS2

MRE11_SCS2

INP52_SCS2

RAD50_SCS2

SCS2_STI1

EXO1_SCS2

LEO1_SCS2

RFM1_SCS2SCS2_TYE7

RAD17_SCS2

COX10_SCS2SCS2_TIP41

CLB5_SCS2

BMH1_RAD24

BST1_RAD24

RAD24_RPO41

DBP3_RAD24

PAN2_RAD24

PMR1_RAD24

RAD24_UPF3

PPT1_RAD24

ELP2_RAD24

MPC2_RAD24

DPH1_RAD24

MLP2_RAD24

RAD24_SRS2

BCK1_RAD24

POL32_RAD24

DPH5_RAD24

RAD24_YPT6
RAD24_SUR4

IKI3_RAD24

RAD24_RIF2

PIF1_RAD24

CSM3_RAD24

BUB2_RAD24

NAM7_RAD24

RAD24_YKU80

MRE11_RAD24

RAD24_SAP30

RAD24_YKU70

PHO23_RAD24

INP52_RAD24

RAD24_ZWF1

EXO1_RAD24

DIA2_RAD24

ELG1_RAD24

RAD24_TYE7

RAD17_RAD24
ELP3_RAD24

RAD24_TKL1

CTF4_RAD24RAD24_VPS4

BMH1_SKI8

BMH1_UPF3
BMH1_PPT1
BMH1_NMD2

BMH1_KTI12

APN1_BMH1

BMH1_SKI2

BMH1_NAM7
BMH1_SKY1
BMH1_STI1

BMH1_DIA2

BMH1_RAD17

BST1_NMD2

BST1_RAD17

BST1_COX10

IKI3_RPO41
COX10_RPO41

DBP3_NMD2

DBP3_VIP1

DBP3_EXO1

DBP3_RAD17

DBP3_ELP3

PAN2_PIF1

EXO1_PAN2

CDC73_RAD54

RAD54_YKU70
CDC73_PMR1PMR1_RAD17IKI3_XRN1

BUB2_XRN1

RAD17_XRN1

PIF1_VAM7

EXO1_VAM7

EXO1_SKI8

RAD17_SKI8

AVT1_UPF3

MOG1_UPF3

UPF3_VIP1

IRC21_UPF3

NAM7_UPF3

SGS1_UPF3

FKH2_UPF3

RAD17_UPF3

HGH1_PPT1
NMD2_PPT1

AVT1_PPT1

PPT1_TMA22

NAM7_PPT1

PPT1_STI1

PPT1_RFM1

PPT1_RAD17

HGH1_PSY3
HGH1_RIF2

HGH1_PIF1
HGH1_RFM1

HGH1_RAD17

AVT1_ELP2

ELP2_KTI12

ELP2_PSY3

ELP2_RFM1

ELP2_RAD17

ELP2_ELP3

NMD2_POT1
NMD2_NUC1

NMD2_TMA22

BNA1_NMD2

MOG1_NMD2

APN1_NMD2

NMD2_PSY3

NMD2_PIF1NMD2_SKY1

EXO1_NMD2

LEO1_NMD2

HHO1_NMD2

RAD17_UBA4
SPE3_UBA4

IKI3_RTT107

CDC73_RTT107

RTT107_SAP30

BUB2_MPC2

MPC2_SKY1MPC2_RAD17

DPH1_RAD17

AVT1_FKH1

FKH1_PSY3

MLP2_PIF1

NAM7_SRS2

RAD17_SRS2

BCK1_RAD50

BCK1_RAD17

BCK1_ELP3

ELP3_RPE1
IKI3_UBP12

ELP3_NUC1APN1_AVT1
AVT1_PSY3

SKY1_TMA22

POL32_YPT6POL32_RAD17

EXO1_MOG1

DIA2_MOG1
KTI12_STI1

ELP3_KTI12

APN1_IKI3

APN1_STI1

ELP3_LST4

ELP3_HSP104

DPH5_RAD17

DPH5_ELP3DIA2_EST1

EST1_RAD17

RAD17_YPT6

PHO23_SUR4

EXO1_SUR4RAD17_SUR4

ELP3_SUR4

IKI3_RAD17

IKI3_SPE3
CLB5_IKI3

COX10_VIP1

CDC73_ZWF1

CDC73_DIA2

CDC73_LEO1

CDC73_RAD17

CDC73_ELP3
PIF1_RIF2

RIF2_SKY1

RIF2_STI1

DIA2_RIF2

RAD17_RAD52

PIF1_RAD17

GTR1_RAD17

ELP3_GTR1

RAD17_SUB1

CSM3_EXO1

CSM3_RAD17

BUB2_ELG1

BUB2_RAD17

BUB2_ELP3
ELP3_IRC21

NAM7_YKU80NAM7_YKU70

EXO1_NAM7

NAM7_RAD17

RAD17_YKU80

RAD50_SGS1

RAD17_SGS1

CTF4_SGS1

HHO1_SKY1

MRE11_YKU70MRE11_RAD17

EXO1_YKU70

RAD17_YKU70

EXO1_FKH2

PHO23_RAD17
RAD17_ZWF1

EXO1_RAD50

ELG1_RAD50

RAD17_RAD50

EXO1_STI1

HHO1_STI1
SPE3_STI1

CLB5_STI1

EXO1_RAD17

CKB2_RAD17

DIA2_LEO1

DIA2_ELG1

DIA2_RAD17

LEO1_RFM1

LEO1_RAD17

ELG1_RAD17

RAD17_RIS1

RFM1_TYE7

HHO1_RFM1
COX10_RFM1

RAD17_TYE7

CHL1_RAD17

ELP3_RAD17COX10_RAD17

RAD17_SPE3

CLB5_RAD17
CTF4_RAD17

RAD17_VPS4

COX10_ELP3

ELP3_SPE3

CLB5_ELP3

CTF4_VPS4

EDE1_SLA1

EDE1_MUM2

CHK1_EDE1

EDE1_RAD9

EDE1_RAD24

EDE1_RAD17

MUM2_VPS74

CHK1_VPS74

SAN1_VPS74

RAD9_VPS74

UBP12_VPS74

ELP3_VPS74

CTF18_HIS3

CTF18_SLA1

CTF18_PEX5

CTF18_RAD24

CDC73_CTF18CTF18_EXO1

CTF18_DIA2

CTF18_ELG1

CTF18_RAD17

HIS3_MPH1

CHK1_MPH1

MPH1_OCA4

EBS1_MPH1

MPH1_RAD9

MPH1_SUM1

MPH1_NMD2

MPH1_UBA4

MPH1_PIF1

DIA2_MPH1

MPH1_RAD17

ELP3_MPH1

GPA2_SLA1

GPA2_MUM2GPA2_RPP1B

GPA2_PPH3

GPA2_VPS41

EBS1_GPA2

GPA2_RAD24

BST1_GPA2GPA2_HGH1

GPA2_NMD2GPA2_RAD17

CHK1_RAD6

OCA4_RAD6

MBP1_RAD6

PPH3_RAD6

RAD6_RAD9

RAD6_SUM1
BST1_RAD6
DBP3_RAD6

RAD6_UPF3

COX10_RAD6

SLA1_YKR070W

CHK1_YKR070W

SOL2_YKR070W

OCA4_YKR070W

SAN1_YKR070W

RAD9_YKR070W

SUM1_YKR070W

SCS2_YKR070W

BST1_YKR070W

RPO41_YKR070W

PMR1_YKR070W

STI1_YKR070W

CTK1_PHO13
CTK1_RAD24BCK1_CTK1

CTK1_RAD17

CBC2_SCS2

CBC2_RAD24

CBC2_XRN1CBC2_VAM7

CBC2_RAD17

CCS1_HIS3

CCS1_INP52
CCS1_DIA2

CCS1_RAD17

CHK1_DCC1
DCC1_PIF1

EST3_RAD24

EST3_RAD17OCA4_RIF1

MBP1_RIF1

RIF1_SAN1

RAD9_RIF1

RIF1_SUM1

DBP3_RIF1

RIF1_UPF3

AVT1_RIF1

CLB5_RIF1

CHK1_UBC4

SAN1_UBC4

RAD24_UBC4

BMH1_UBC4

NMD2_UBC4

UBA4_UBC4RAD17_UBC4

DDC1_SLA1

DDC1_MRC1

DDC1_OCA4

DDC1_NHP10

DDC1_VPS41

DDC1_SAN1

DDC1_XRS2

DDC1_SCS2

DDC1_RAD24

BMH1_DDC1DDC1_RPO41

DBP3_DDC1

DDC1_PAN2

DDC1_PMR1

DDC1_XRN1

DDC1_VAM7 DDC1_UPF3

DDC1_ELP2

DDC1_NMD2

DDC1_MPC2

DDC1_DPH1

DDC1_MLP2

DDC1_TMA22

DDC1_POL32

DDC1_YPT6

DDC1_SUR4

DDC1_IKI3

CDC73_DDC1

DDC1_RIF2

DDC1_PIF1

DDC1_SUB1
CSM3_DDC1

BUB2_DDC1

DDC1_NAM7

DDC1_YKU80

DDC1_ESC1

DDC1_MRE11

DDC1_SAP30DDC1_PHO23

DDC1_ZWF1 DDC1_EXO1

DDC1_DIA2

DDC1_RIS1

DDC1_TYE7
DDC1_RAD17

DDC1_ELP3

DDC1_HHO1

DDC1_TKL1
DDC1_VPS4

DOA1_RAD9

CDC73_DOA1

GEF1_MUM2

GEF1_MBP1

GEF1_RAD9

GEF1_SCS2

GEF1_RAD54

GEF1_HGH1

ELP2_GEF1

FKH1_GEF1

GEF1_STI1

GEF1_RAD17

MAD1_SLA1

CHK1_MAD1

MAD1_SOL2
MAD1_OCA4

MAD1_MBP1

EBS1_MAD1

MAD1_RAD9

MAD1_RAD24

BMH1_MAD1

HGH1_MAD1

ELP2_MAD1

MAD1_UBA4MAD1_RAD17
MUM2_URM1

RAD9_URM1

RAD24_URM1

KTI12_URM1

IKI3_URM1CDC73_URM1

RAD17_URM1

ELP3_URM1

SPE3_URM1

ARP6_CHK1
ARP6_RAD24

ARP6_RAD54
ARP6_NMD2

ARP6_LST4

ARP6_IRC21

ARP6_DIA2CLB2_MUM2
CLB2_VPS41

CLB2_SCS2

CLB2_NAM7

CLB2_RAD17

CHK1_GIM3

GIM3_RAD57

GIM3_RAD24

GIM3_PIF1

GIM3_MRE11
GIM3_YKU70

DIA2_GIM3

GIM3_RAD17

MAK3_SLA1
MAK3_RAD55

KTI12_MAK3

DIA2_MAK3

MUM2_SRN2

CHK1_SRN2

SRN2_VPS41

RAD9_SRN2

POL32_RAD27

CDC73_RAD27

DIA2_RAD27

BAS1_CHK1

BAS1_MRC1

BAS1_SOL2

BAS1_OCA4

BAS1_MBP1

BAS1_SAN1

BAS1_SUM1
BAS1_SCS2

BAS1_RPO41

BAS1_ELP2

BAS1_UBA4

APN1_BAS1

BAS1_STI1BAS1_RAD17

DUN1_HIS3
DUN1_TEL1

DUN1_HMT1

DUN1_PHO13

DUN1_RAD57

DUN1_PPH3

DUN1_MTC5

DUN1_SAN1

DUN1_RAD9

DUN1_RAD51

DUN1_SCS2

DUN1_RAD24

BMH1_DUN1
DUN1_PAN2

DUN1_PPT1
DUN1_HGH1

DUN1_ELP2

DUN1_NMD2

DUN1_UBA4

DPH1_DUN1

DUN1_FKH1

DUN1_MLP2

DUN1_TMA22

DUN1_KTI12

DUN1_LST4

DUN1_HSP104

DUN1_EST1
DUN1_VIP1

DUN1_RAD52

DUN1_PIF1

DUN1_IRC21

DUN1_FKH2

DUN1_EXO1

CKB2_DUN1

DIA2_DUN1

DUN1_RFM1

DUN1_TYE7

DUN1_RAD17

DUN1_HHO1

DUN1_TIP41
MUM2_RRD1
CHK1_RRD1

RAD24_RRD1

DIA2_RRD1

RRD1_TYE7
CSG2_HIS3

CDC73_CSG2
CSG2_YKU80

CSG2_RAD17

HIS3_HIS3

SLA1_SLA1

TEL1_TEL1

HMT1_HMT1
MUM2_MUM2CHK1_CHK1

MRC1_MRC1

SOL2_SOL2OCA4_OCA4
NHP10_NHP10

MBP1_MBP1

RPP1B_RPP1B
PHO13_PHO13
RAD57_RAD57
PPH3_PPH3
RAD55_RAD55VPS41_VPS41
BMH2_BMH2MTC5_MTC5

SAN1_SAN1

EBS1_EBS1
RAD9_RAD9PEX5_PEX5SUM1_SUM1

XRS2_XRS2RAD51_RAD51SCS2_SCS2

RAD24_RAD24

BMH1_BMH1BST1_BST1RPO41_RPO41DBP3_DBP3

PAN2_PAN2

RAD54_RAD54

PMR1_PMR1

XRN1_XRN1

VAM7_VAM7
SKI8_SKI8

UPF3_UPF3
PPT1_PPT1HGH1_HGH1

ELP2_ELP2
NMD2_NMD2UBA4_UBA4RTT107_RTT107MPC2_MPC2

DPH1_DPH1
FKH1_FKH1

MLP2_MLP2POT1_POT1SRS2_SRS2
BCK1_BCK1

RPE1_RPE1UBP12_UBP12

NUC1_NUC1

AVT1_AVT1TMA22_TMA22BNA1_BNA1POL32_POL32MOG1_MOG1KTI12_KTI12APN1_APN1LST4_LST4
HSP104_HSP104

DPH5_DPH5EST1_EST1

YPT6_YPT6

SUR4_SUR4PSY3_PSY3

IKI3_IKI3

SKI2_SKI2
VIP1_VIP1
CDC73_CDC73

RIF2_RIF2RAD52_RAD52

PIF1_PIF1

GTR1_GTR1SUB1_SUB1

CSM3_CSM3

BUB2_BUB2IRC21_IRC21

NAM7_NAM7

YKU80_YKU80

SGS1_SGS1

SKY1_SKY1ESC1_ESC1
MRE11_MRE11

SAP30_SAP30

YKU70_YKU70

FKH2_FKH2PHO23_PHO23INP52_INP52ZWF1_ZWF1RAD50_RAD50
STI1_STI1 EXO1_EXO1CKB2_CKB2DIA2_DIA2

LEO1_LEO1

ELG1_ELG1

RIS1_RIS1
RFM1_RFM1

TYE7_TYE7
RAD17_RAD17

CHL1_CHL1ELP3_ELP3
HHO1_HHO1

COX10_COX10

TIP41_TIP41SPE3_SPE3
TKL1_TKL1CLB5_CLB5CTF4_CTF4
VPS4_VPS40

5

10

0 20 40 60

Fitness assuming no interactions

F
itn

es
s 

in
cl

ud
in

g 
in

te
ra

ct
io

ns

Interaction Phenotypic Suppression Phenotypic Enhancement No interaction

Figure C.4: Genetic interaction strength plot for CDC13-1 at 33°C with a t3-distribution
used to model the fitness (r) measurements. Problematic POL1 and DPH5 data is included
in the analysed dataset.
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Appendix C. Supplementary plots
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Figure C.5: Genetic interaction strength plot for CDC13-1 at 33°C with a Gaussian dis-
tribution used to model the fitness (r) measurements. Problematic datasets have been
removed or corrected for this more recent analysis.

142



Bibliography

Addinall, S. G., Holstein, E.-M., Lawless, C., Yu, M., Chapman, K., Banks, A. P.,
Ngo, H.-P., Maringele, L., Taschuk, M., Young, A., Ciesiolka, A., Lister, A. L.,
Wipat, A., Wilkinson, D. J. and Lydall, D. (2011), ‘Quantitative Fitness Analysis
Shows That NMD Proteins and Many Other Protein Complexes Suppress or
Enhance Distinct Telomere Cap Defects’, PLoS Genetics 7(4), e1001362.

Amestoy, P. R., Davis, T. A. and Duff, I. S. (1996), ‘An Approximate Minimum
Degree Ordering Algorithm’, SIAM Journal on Matrix Analysis and Applications
17(4), 886–905.

Amestoy, P. R., Davis, T. A. and Duff, I. S. (2004), ‘Algorithm 837: AMD, an Ap-
proximate Minimum Degree Ordering Algorithm’, ACM Transactions on Mathe-
matical Software 30(3), 381–388.

Amit, Y. and Grenander, U. (1991), ‘Comparing sweep strategies for stochastic
relaxation’, Journal of Multivariate Analysis 37(2), 197–222.

Bagchi, R., Gallery, R. E., Gripenberg, S., Gurr, S. J., Narayan, L., Addis, C. E.,
Freckleton, R. P. and Lewis, O. T. (2014), ‘Pathogens and insect herbivores drive
rainforest plant diversity and composition’, Nature 506(7486), 85–88. Letter.
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