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Abstract

4H-SiC is an attractive material for high-power, high-temperature electronics because
it has a wide band-gap, favourable thermal-conductivity and the beneficial SiOy native
oxide. However, SiC device characteristics are degraded by electrically-active defects with
electronic states located deep within the band-gap arising from native defects in the SiC
and close to the SiO4 interfaces.

In this thesis are presented the results of a computational study to understand the
dynamics of selected native defects, with reference to the SiO,/4H-SiC interface. Density-
functional simulations have been used to explore defect structures, electrical properties
and diffusion energetics. The modelling exploits the computational advantages of periodic
boundary conditions to represent both bulk and interface cases. Different interfaces cor-
responding to the internal structure of the SiC have been examined, and many individual
diffusion steps have been examined to explore the impact of the system models and role
of depth into the SiC for key processes.

It is determined that carbon-vacancies (V¢), which are known to be key carrier traps,
have their diffusion hindered in the vicinity of a SiO5/(0001)-4H-SiC interface, with the
overall activation energy ~15% higher in the immediate interface than two-to-three bi-
layers into the SiC where they behave as in bulk SiC. It is also thought that oxidation of
SiC introduces carbon interstitials to device channels, and the diffusion C; in the vicinity
of the interface with SiO, has also been simulated. It is found that the interface stabilises
C; even more than V¢, lower its energy by ~1eV relative to bulk. Such stabilisation is
expected to inhibit the injection of self-interstitials into SiC.

The calculated hindering of diffusion of these native defects is consistent with a rela-
tively high density of traps in this region, in line with experimental findings, but effective

approaches to remove vacancy-related traps remains a challenging problem to be solved.
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Vck | Carbon vacancy in cubic-face.
1; | Chemical potential of atom species.
n(r) | Charge density.
q | Charge state.
Ecpym | Conduction band bottom.
2C; | Di-interstitial defects.
Eyveum | Valence band top.
te | Electron chemical potential.
EJ | Formation energy for the system .
EF | Fermi energy.
T | Temperature.
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LDA | Local density approximation.
LDF | Local density functional.
MOSFET | Metaloxidesemiconductor field-effect transistor.
MP | Monkhorst-Pack.
NEB | Nudged elastic band.
NN | Next neighbour
PL | Photoluminescence.
SC | Self consistent.
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Chapter 1

Introduction

1.1 Background

Semiconductor-based technology is becoming extremely important to modern life, as we
are increasingly dependent on electronic appliances [1]. Major applications of such tech-
nology include robotics, domestic appliances, and more recently, sustainable technology,
and electric cars [1]. Silicon (Si) is a commonly used material due to its low extraction
cost and abundant availability in the Earth’s crust [8, 1]. However, in recent years, with
the rapid development of materials and advances in material processing technology, there
has been an increasing need for a material which can operate at temperatures of around
200°C and above. The operating temperature range of Si is relatively limited, with a
maximum close to 175°C [4, 2]. One of the better alternatives to silicon for the semi-
conductor industry is silicon carbide (SiC), which exhibits superior physical and chemical
properties. However, SiC is limited in availability compared to pure silicon.

Berzelius first discovered silicon and carbon in 1824 [9], and in 1892 an American
chemist discovered SiC from silica [9]. However, no techniques for controlling crystal
growth were available at that time, and there were great challenges in the production of
high quality SiC crystals. These challenges significantly reduced the ability to work with
SiC materials [10]. This situation continued until 1955, when a breakthrough method for
producing relatively pure SiC in the laboratory was discovered by Jan Anthony Lely [11].

This led to the development of the Lely method [11, 12], process that is still used

today. Much later, in the 1970s, a novel method based on seeded sublimation growth was

3
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developed by Tairov and Tsvetkov [13]. This method allowed the researchers to produce
SiC wafers for the first time, and since then, there has been a fast-growing interest in this
material, given the great importance of SiC in high-power devices. In the next section,

more details are presented on the structure of SiC.

1.2 Properties of Silicon Carbide (SiC)

1.2.1 Crystal structure of SiC

Silicon carbide structure is comprised of carbon and silicon atoms that mutually sur-
round each other. The C-Si bond length is found to be around 1.88 A, which places it
between the bond lengths of bulk silicon (2.35A) and diamond (1.55 A). There are two
possible orientations for the neighbouring SiC bilayers that exist in SiC crystals [14]. In
the first orientation, the top layer of Si, C tetrahedra conforms with the bottom layer,
resulting in a cubic zincblende structure. In the second arrangement, the Si-C bonds
of the top layer are rotated by 60° relative to the bottom layer, leading to a hexagonal

wurtzite structure, as shown in figure 1.1.

cubic site hexagonal site

.2

site view:

r silicon )

L.

top view: o /\ carbon °

Figure 1.1: Top and side views of Si—C structure and orientations, leading to cubic and

hexagonal forms of SiC crystal lattices.

SiC crystals can exist in many different structural formations: the so-called polytypes.

More than 200 polytypes of SiC have been discovered to date [15] and are a result of the
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different stacking sequences of the atoms (figure 1.2). The three configurations of Si and
C layers are denoted by A, B and C [16]. The atom locations in the hexagonal polytypes
are classified as cubic sites (k) or hexagonal sites (h), according to Ramsdell notation [16],
after the scientist who discovered the differences between the polytypes and distinguished
them by using a number and a letter. The number refers to the number of double layers
in the unit cell, while the letter indicates the structural type, e.¢g. C, H and R to represent
cubic, hexagonal, and rhombohedral, respectively.

The most common types are illustrated in figure 1.2. For the case of cubic polytypes
that exhibit the stacking sequence ABC, all the atoms residing in the hexagonal polytypes
contain AB in their stacking sequences, as shown in table 1.1. The data show that 2H-SiC
has a 100% hexagonal structure, while 3C-SiC has a 100%; cubic structure, with other
polytypes containing a varying mixture of the two structures. Increasing the number of
Si-C bilayers controls the effect of the hexagonality of the different polytypes. These
results are summarised in table 1.1. The values confirm the tendency that the percentage
of double hexagonal layers decreases to 50% per unit cell in 4H-SiC due to equal numbers

of hexagonal and cubic sites, while in 6H-SiC one third of the lattice sites are hexagonal.

6H-SIC silicon )
carbon ‘

Figure 1.2: The sequences for the three most common polytypes of SiC.
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SiC polytypes stacking sequence Lattice constant hexagonally %

2H AB ap=3.1A 100
c=50A

4H ABCB ap=3.0A 50
c=10.0A

6H ABCACB ap=3.1A 33
c=151A

3C ABC ap = 4.3A 0

Table 1.1: Structural characteristics of common SiC polytypes [4].

1.2.2 Physical and electrical properties of SiC

Silicon carbide material parameters provide credibility for the claim that it is superior
choice for high-power device applications. The breakdown field of SiC is greater than
that of silicon [17, 4], which enables the fabrication of very high-voltage, high-power
devices [17]. One clear advantage is that SiC has a wide band gap (2.3-3.2eV), which is
two to three times higher than that of silicon (1.2eV). This increased band gap results in
SiC continuing to behave as an intrinsic semiconductor at temperatures close to 1000°C,
in comparison to 150°C for Si [10]. This makes SiC very suitable for high-temperature
applications, and a number of functional devices have been demonstrated at temperatures
beyond 1000°C [4]. The table 1.2 summarises the electronic and material properties of
SiC polytypes as compared with silicon.

Another advantage of SiC is its ability to present a stable native oxide in order to form
silicon dioxide (SiO2) [12]. This fact makes the device fabrication process much less com-
plicated. Table 1.2 also shows the difference in the band gap between the polytypes, which
is a consequence of the different physical and electrical properties influencing the number
of electronic and vibrational levels of the material. 4H-SiC is considered to be the most
suitable for electronic applications due to its higher band gap and higher carrier mobility
in comparison to 6H. 4H-SiC also has a lower mobility anisotropy, increasing its suitability
for both vertical and lateral structures. However, this extremely important technology

has its own share of problems that limit its efficiency and functionality. The SiC crystal
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Property Si 3C-SiC  4H-SiC 6H-SiC
Band-gap (eV) 1.2 2.3 3.2 3.0
Lattice constant (A) 2.3 3.4 ap=30 ay=31
c=10.0 c=15.1
Breakdown field (MV/cm) 0.3 2.0 3.0 3.0

Electron Mobility (cm?/Vs) 1350 1000 1000 (L ¢) 450 (L ¢)
1200 (|| ¢ ) 100 (]| ¢)
Thermal conductivity (W/ecm,K) 1.5 4.9 4.9 4.9

Table 1.2: Comparison of physical properties of SiC and Si at room temperature [2, 4].

structure has a large array of impurities and defects [7, 2, 18, 19, 20, 5, 21, 22, 23, 24, 25].
The biggest challenge in fully utilising the capacity of SiC devices is the difficulty in ob-
taining a high power density. A number of issues are responsible for this. In the following
sections, these defects and impurities will be discussed in detail. Furthermore, the high
density of the interface states (D;;) results in a poor surface electron mobility [2], with the
effective mobility being reduced by the interface states and Coulomb scattering during
the oxidation processes in the growth of SiC [26, 17, 18, 27]|. A large number of traps be-
come filled during inversion, causing Coulomb scattering of mobile charges and a decrease
in effective mobility. Understanding the nature of these defects in bulk SiC will enable
the identification of technologically feasible methods to eliminate them and improve the

channel mobility of SiC metal-oxide-semiconductor-field-effect transistors (MOSFETS).

1.2.3 Point defects in SiC

SiC possess a high concentration of impurities and defects than other Si materials. These
abnormalities are unintentionally incorporated during processing of the materials or at the
growth stage [17]. Primarily, there are three types of point defects reported in literature
as due to the fact of two different atom types. These defects are explained as follows:
Firstly, a point defect can be formed due to a vacancy created by removing either a
carbon (V) or a silicon atom (Vg;). The space left due to the missing atom can also be

occupied by any other atom type (Sic or Cg;). and this gives rise to the second type of
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point defect. In the third type, an atom can occupy a non-lattice site between the existing
atoms [28]. The atoms may be displaced from anywhere in the lattice and commonly occur

during the growth process [29].

A comprehensive study on the properties of the intrinsic point defect of 4H-SiC is
pending. This would further our understanding of the electronic properties of SiC-based
semiconductors [29]. The vacancies and interstitials are the most fundamental defects
that are produced during the ion irradiation and annealing processes [29]. The formation
energy of a Vi defect is reported to be lower in comparison to the Vg defect in SiC
lattice [29, 30]. As a consequence, a vacancy is understood to move through the SiC
lattice by direct migration of atom of same type from a neighbouring site and lead to an
activation energy of 3.6 eV [29]. In contrast, Vg; defects exhibit metastable behaviour and
can convert to a complex state. This state is made from the carbon vacancy and the carbon
anti-site complex Vi-Cg; during the diffusion process [31] and leads to a high activation
energy of 4.6 eV [29]. Therefore, It has been established that the diffusion processes that
are based on the silicon vacancies will be inherently more complicated than those involving
carbon vacancies. In this thesis, the origins of various defect signatures will be studied

by exploiting selectively created point defects that are related to the carbon atom.

Another primary defect related to an intrinsic defect in the bulk 4H-SiC is the carbon
interstitial C;. A wide range of structure configurations of carbon interstitials in 4H-SiC,
as have been previously been explored [32, 29], but the most stable carbon interstitial
forms a short bond with direct carbon neighbours ((C-C); configuration defect) [33, 29,
34, 32]. An overview of carbon vacancy and interstitial defects in crystalline 4H-SiC is

presented, as described in more detail in chapter 4.

Doping is a well-established process to enhance material properties, however the pro-
cess often leads to an increase of impurities or defects [35, 29]. Specifically doping helps
to improve the conductivity of pure SiC by two primary routes: firstly, the addition of
extra electrons to SiC is carried with an element that has five valence electrons (negative
charge carriers), such as nitrogen (N) adding an extra electron to the SiC structure. This
addition of a bonding electron is called n-type doping. secondly, the SiC lattice can be
doped with aluminium (Al), which has three valence electrons (positive charge carriers),

producing an extra hole and is called the p-type doping [35]. The impurities arising from
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the doping process lead to an introduction of additional electronic states into the SiC
band gap. In the case of n-type SiC, the introduced energy level position is close to the
conduction band (CB), while the p-type SiC introduces a level near to the valence band
(VB). This will be presented in more depth in chapter 4.

Defects in SiC can be experimentally observed using various techniques, a few of which

are:

1. Photoluminescence spectroscopy (PL), which is based on the identification optical

transition between spatially localised defect [7].

2. Deep-level transient spectroscopy (DLTS), based upon the principle of measuring the

transient capacitance of the electron transfer from the deep level into the CB [17, 29].

3. Electron paramagnetic resonance (EPR) method, used to identify species which

have unpaired electrons [20].

In order to widen our understanding of the above listed bulk defects, literature have
explored quite a few experimental techniques but limited to provide only averaged infor-
mation for large number of defects. However, they fail to provide an understanding that
describes the microscopic origin of the defects [29]. Theoretical and validated computa-
tional models based on density functional theory (DFT) techniques have been explored
and matched against experimental [29] observations to provide quantitative data relating
to the structure, electrical properties and migration energetics of the defects [29]. Similar
computational approach based on DFT is undertaken in this thesis. The details of the

implementation and the underlying theory are presented in chapters 2 and 3.

1.3 Key issues and challenges with SiC

Electronic devices have been manufactured with a technology heavily based on 4H-SiC
materials with SiOy as its native oxide. A significant challenge arise due to quality or
purity of 4H-SiC material: high defect density at the 4H-SiC interface is observed than for
Si interfaces (a difference of two orders of magnitude) [36]. These defects lead to charge

trapping and/or Coulomb scattering and therefore inefficient devices [26]. Reducing the
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defect density in SiC interfaces remains a challenging prospect due to a lack of underlying
theory explaining the origins of these considerable differences in defect density [37].
Ubiquitous process of SiC oxidation exacerbates the problem of commonly present
carbon-related defects [38]. In effect, this means that carbon accumulates during the
conventional post-growth process steps (post-implantation annealing and oxidation) and
further SiC oxidation produces extra defects, leading to added complexity [39, 40, 3].
Furthermore, the formation of SiOs leads to removal of carbon and the formation and
outgassing of volatile species such as CO and COs [41], as shown in figure 1.3. As a result,

a small volume of C remains close to the SiC interface, according to equation 1.1 [1].

SiC + 05 — Si0y + C (1.1)

1 )

COor CO,
C, 900000 o0 000

Trapped C

SiC 7

Figure 1.3: Schematic images of the mechanism of the chemical reactions of the thermal

oxidation process of SiC (a) before and (b) after in the SiC. Image taken from [1].

Experimental findings suggest that a large density of interface traps D, is mostly
present in the lower part of the interface SiC band gap. The high density of interface
states result in a poor surface electron mobility, with the effective mobility being re-
duced by interface-states and coulomb scattering [3]. A large number of trap are filled
during inversion, causing the coulomb scattering of mobile charges and decreasing the
mobility [12].

Recent computational studies by Deak et al. focused on several oxidation paths.
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Their calculations indicated that the carbon related defects are a possible origin of the
high density traps, as carbon interstitials are expected to appear as carbon dimers or as
carbon small clusters, but not large carbon structures [42]. This study further proposed
that the split interstitial defect also gives rise to a deep-level state in the band gap
(discussed in chapter 5). Other sources of interface traps that have been suggested as

contributing to D;; is the carbon vacancy [42].

Experimental data indicate that Z;/, centre is linked to the concentration of carbon
vacancies in the material, which are incorporated as a consequence of the growth condi-
tions. Data reported in the literature show a reduction in the concentration of the Z;
centre after both C* implantation and thermal oxidation, which is known to create carbon
interstitials within the SiC [3]. The centre is a major deep level in n-type 4H-SiC and is
a dominant carrier-lifetime killer [2, 10, 43]. These defects have been previously observed
by several experimental studies using techniques based on DLTS. Other common defects
in as-grown material include the centre are shown schematically in figure 1.4. The study
of the origin, stability and structure of the defect can be used to make recommendations
to crystal growers. The first objective of this thesis is to confirm whether the and defects
are directly related to the existence of carbon vacancies in different charge states, as has

recently been hypothesised [44, 19].

As illustrated in figure 1.5, defects may well originate from the same defect, V-, and

data obtained from EPR correlates well with those determined by DLTS.

Conventional post-growth process steps (post-implantation annealing and oxidation)
have been shown to reduce the concentration of these as-grown defects [4, 45, 3]. DLTS
data have previously shown that thermal oxidation and ion implantation play a key role in
the evolution of deep-level centres in as-grown SiC epilayers, as shown in figurel.5. Hiyoshi
and Kimoto [27] investigated the behaviour of defects during the thermal oxidation of SiC
epilayers, as illustrated by the DLTS data in figurel.5. They hypothesised that surplus
carbon atoms (which are produced at the SiC interface during the formation of SiOs)
diffuse into the bulk, filling the carbon vacancies and leading to the observed reduction

of and centres[27].

Based on these previous studies, a major aim of the current research is to clarify

the structure and origin of DLTS centres, which are believed to originate from C-related



12 CHAPTER 1. INTRODUCTION
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Figure 1.4: Major deep levels as absorbed in deep level (n-type and p-type) SiC. Image

taken from [2].
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Figure 1.5: DLTS spectra for as-grown n-type 4H-SiC before (dashed line) and after (solid
line) oxidation at 1300°C for 1.3 h. Image taken from [3].

defects as a result of thermal oxidation. Experimental data indicate that these defects
are linked to the concentration of carbon vacancies in the material [2]. Knowledge of

the physical structure of these defects will be critical in optimising the behaviour of
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high-performance electronic devices that use ion implantation and oxidation in their fab-

rication, such as MOSFETSs.

Si0, A\

C vacancies
lD|ffu5|pln of Z,
interstitials EHg7

Figure 1.6: Schematic model for the reduction of Z;,, and EHg/; centres during the

oxidation process. Image taken from [3].

1.4 Thesis Outline

This thesis is divided into three major parts:

1. An outline of the theoretical formulation of DFT and its implementation using

AIMpro modelling;

2. Application of the AIMpro software to understanding carbon vacancy and interstitial

defects in the SiC bulk.

3. The defects at the SiO/(0001)4H-SiC interface.

Each part is divided into chapters, and a summary of the contents of each chapter is as

follows.

1.4.1 Part I-Theory and Method

Chapter 2: Fundamental theories This chapter provides an overview of the compu-
tational quantum method of density functional theory (DFT), as implemented in
the Ab Initio modelling program AIMpro. This is used to obtain the total energy
of a system as a function of charge density. DFT can further be used to derive the

properties of systems such as solids, molecules and atoms in the ground state.
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Chapter 3: Modelling of physical quantities This chapter presents an introduction
to the AIMpro software, including the methods and approximations adopted for
the calculation of experimental observables. The physical quantities and primary
converged parameters used to simulate the pure SiC structures for both 3C- and
4H-SiC are also presented, along with the main quantities that have been tested
to study the accuracy of the computational procedure adopted in the application
of this thesis. These include modelling parameters such as the choice of lattice

constant, wave function basis and Brillouin zone sampling.

1.4.2 Part II-Applications to SiC bulk behaviour

This part summarises the results obtained from AIMpro modelling of the SiC bulk struc-

ture.

Chapter 4: Intrinsic defect in bulk 4H-SiC This chapter focuses on the analysis of
carbon vacancies to understand how the defects move through the SiC lattice by
the direct movement of the same type of atom from a neighbouring site. Since there
are two non-equivalent forms of V(, there are multiple diffusion pathways that the
vacancy might move through. This depends on whether the vacancy is initially

located at a cubic (k) or hexagonal (h) site, and where it ends up.

Furthermore, the carbon interstitials (C;) defects in pure 4H-SiC are presented in
this chapter. This includes studying their geometric and electronic structure and
investigating the different forms of carbon interstitials that can occur at either h- or
k-sites. Also included in this chapter is the calculation of the activation energies of
carbon interstitials for the barriers that are associated with the transfer of a carbon

atom from the surface to different site in 4H-SiC.

1.4.3 Part III-Applications to the SiO,/(0001)4H-SiC interface

Chapter 5: Structural models of the SiO,/4H-SiC interface This chapter presents
an investigation of the model for the 4H-SiC interface to obtain the effects of various
modelling parameters: the choices of converged parameters for the slab calculations.

Further, the first-principles calculations were performed on the 4H-SiC interface in-
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cluding examination of the geometric differences between h-face, k-face, Si-face and
C-face at the interfaces. In addition, the differences in 4H-SiC carbon vacancy

occurring at either h- or k-faces have been investigated.

Chapter 6: Analysis of Vi at the 4H-SiC(0001) interface Based on the fundamen
tal calculations highlighted in 4, this chapter focuses on the analysis of the diffusion
of Vi defects in a more complex environment in the vicinity of the 4H-SiC interface.
The chapter outlines the migration of carbon vacancy defects at the interface that
were discussed in chapter 5. This includes the calculation of the activation energies
for the barriers associated with the transfer of a carbon vacancy from the surface to
the different sites in the 4H-SiC slab. The migration of carbon vacancies is examined
in two directions: the basal plane and c-axis directions of the 4H-SiC slab. Finally,
the migration of carbon for both vacancies and interstitial defects is presented and

compared with the results described in chapter 4.

Chapter 7: Carbon interstitials in the SiO,/4H-SiC interface Based on the fun-
damental calculations highlighted in chapter 6, this chapter focuses on the analysis
of diffusion of (C-C); defects in the vicinity of the 4H-SiC interface and presents a
comparison with the bulk SiC results (chapter 4). The calculation of the activation
energies for the barriers associated with the transfer of a carbon atom from the
surface to different sites in 4H-SiC slab is included in this chapter. The migration
of the carbon spilt-interstitial is examined in the c-axis direction of the 4H-SiC slab.
Finally, the migration of carbon interstitial defects is presented, alongside the re-
sults of the impact of the migration of carbon spilt- interstitials in the vicinity of

an the SiO,/4H-SiC interface.

1.4.4 Part IV-Conclusions

Chapter 8: Conclusions and future work In the final chapter, the general conclu-

sions are presented alongside suggestions for future research.
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Chapter 2

Background Theory

2.1 Introduction

For a stationary system with a number of interacting electrons, the quantum-mechanical
behaviour can be adequately described by calculating its many-electron wave function. In
principle, this can be achieved by solving the Schrodinger equation; however, the equation
is hard to solve analytically because the motion of a single electron is determined by all
the other electrons present in the system. Progress requires same approximations and a
numerical approach. The content in this chapter aims at gives the reader an introduction
into density functional formalism theory and the main concepts therein. It will provide,
albeit in brief terms, a presentation of the important approximations incorporated in the

Ab Initio modelling program [46] AIMpro.

2.2 The Many-Body Problem

The fundamental task behind the DF'T method is to find the solution to an approximation
to many-body Schrodinger equation for the system which is under study. The time in-
dependent Schrodinger equation (SE), can be represented in the following way:

HU(r) = EY(r) (2.1)
where, E represents the total energy of the system, H is the Hamiltonian operator and

U refers to a function of the electron, coordinates and nuclear positions.

\III‘IJ<7’1,T2, ..... ;Rl,RQ, ..... ) (22)
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where, (11,79, ,...r,) indicate to the electrons’ coordinates, while Ry, R, ... Ry refer to the
coordinates of the nuclei of masses My, Ms,...My. The Hamiltonian operator describes
both the kinetic (7") and potential energies (V') of the electrons or nuclei and can be

described in form of an equation 2.3.
H=Ty+T. 4 Vo4 Vet V.. (2.3)

The kinetic terms 7}, and T., represent the kinetic energy of nuclei and electrons, re-
spectively. As shown in equation 2.3, there are three types of interactions: the Coulomb
potentials of nuclear-nuclear Vn_n, the electron-electron interactions ‘A/e_e, and the at-
tractive Coulomb potential of electron-nuclear V._n. The Hamiltonian operator in the

Schrodinger equation can be written as:

et -t
H= — A v/ _
= 2me A=1 =7 4D Ameoria
N N
ZAZBe2
Py LD DD D s (2.4)
i=1 j>i 47T(€Orlj A=1B>A 47T€ORAB
where
Tij:‘ri_rj‘; TiA:|ri_RA‘7 RAB:‘RA_RB|- (25)

Here, A and B are the nucleus and |r; — r;| is the distance between electrons ¢ and j,
|r; — Ral is the distance between electron j and nucleus A, while A refers to the nuclei
charge of atom A. The parameters e, h, 4meg, m. are equal to (1au)in the atomic system

of units. The Hamiltonian can be expressed as in equation 2.6.

(1) (3) (5)
JP—— —~—

ﬁ_il a_iL Q_iié+§:§:i+ . iZAZB (2.6)
B — 2 Vi = 2My Va —ATiA Tij A Rap .
i= = = = i=1 j>1 A=1B>A

(2) (4)
The first and second terms of equation (2.6) refer to the kinetic energy of the electrons
and the nuclei, while the third part contain the nuclear coulombic attraction between
the j** nucleus and the " electron. The fourth term refers to the electron coulombic
repulsion between the i and j** electrons, and the final term represents the nuclear
coulombic repulsion between the A and the B nucleus. Finding practical methods to

solve the Hamiltonian expressed in equation 2.6 is extremely difficult. Therefore, it is
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necessary to make additional approximation and assumptions to simplify this equation.
To this end, an assumption can be made to make the motions of electrons and nuclei
independent. The approximations were first achieved by Born and Oppenheimer [47] and

are widely used; these as described in next section.

2.3 The Born-Oppenheimer approximation

This approximation is applied by separating the nuclear and electronic terms in the
Schrodinger equation. In this approach, the nuclei of the system are seen as fixed, depend-
ing on the electrons’ small mass and faster motions compared to the mass and motions of
nuclei. Therefore, according to this approximation, the kinetic energy team of the nuclei
in the Hamiltonian equation 2.3, can be removed, leaving the electronic Hamiltonian can

be written as in equation 2.7:

H=T,+V, .+V.. (2.7)
The nucleus coordinates now enter as parameters. That is, equation 2.1 is solved for

a certain set of R4.

2.4 Density Functional Theory

The DFT method was first introduced by Hohenberg and Kohn [48]. This is a mathe-
matical theory that uses the electron density n(r) to derive the system propertie’s and
eventually succeeded in overcoming the challenge of reducing the number of parameters
that faces most many-body theories. The principal idea of this method is to find the total
energy of a system as a function of charge density E[n(r)]. It is considered a success-
ful method for quantum mechanical modelling explaining the interactions of many-body

systems such as atoms, molecules, and solids.

2.4.1 The Hohenberg-Kohn theorem

Density Functional Theory is based upon two fundamental theorems introduced by Ho-

henberg and Kohn (H-K) [48]. The first Hohenberg-Kohn theorem assumes that ground
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state properties can be inferred from the charge density n(r). This further means that
a given charge density of the system can correspond to only one electron potential. The
ground state energy is thus a functional of n(r), i.e. we may write E[n(r)] equations can

be expressed as in equation 2.8:

E[n(r)] = Fin(r)] + /n(r)‘/m(r)d?’r (2.8)

Here F[n(r)], which is a universal function that represents the kinetic energy and
electron-electron interactions in the system. Therefore, the H-K calculate ground state
depending on n(r). The second H-K theorem [49] states that the correct density n(r) can

be inserted into E|[n|, is the one that produces the minimum energy.

2.4.2 The Kohn-Sham Equations

In order to applied density functional theory approach for computational applications,
Kohn-Sham (K-S) [49] suggested approach in which the system is replaces the real electron
state with function electron, which is generated the same charge density. The main idea
behind this approach is to calculate the non-interacting system of electrons that have the
same density n(r) as the real system. The total energy of a system can be expressed as

a function of the charge density as in equation:
Eln] = T[n] 4+ Vew[n] + Ve_c[n] (2.9)

Where T'[n] is the kinetic energy, while V._.[n] of a fictitious non-interacting system
of electrons which has the same density n(r) as the real system. V_,(r) is an external
potential representing the interacting system. There is obstacles to straightforward appli-
cation of this formula one of them is that exchange and correlation energy is not known
exactly. One of the effective approximations that can be used within DFT is the local

density approximation (LDA).

2.4.3 The exchange and correlation functional in DFT

The local density approximation is the most widely used approximation for determining
the exchange-correlation energy function in order to produce accurate ground state energy

and charge density. Its local density n(r) means that the electron exchange-correlation
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energy density of a homogeneous electron gas €,.(n) is used locally as a function of the

electron density at the given point:
Eoln] = / n(r)ese(n)dr (2.10)

This method is very useful in determining the exchange-correlation energy function,
as it is the mostly used for modelling solids. Despite providing rational definitions for
the non-homogenous systems, the DFT technique in LDA results in an underestimation
of the lattice constant and the band gap values. Table 2.1 lists the computed lattice
constants and band gaps for the 3C-SiC, as a cubic structure of SiC polytypes. Based
on the current results, the calculated values for the lattice constants show a high level of
agreement with the theoretical values reported in the literature [5], which is reflecting the
well-documented underestimate arising from the underpinning methodology [50, 35| (see

Table 2.1).

On the other hand the calculated band gap is underestimated by around 1.0eV,
which is well known in the literature, for the LDA calculations, which is consistent with
the data reported in [19]. Ground state energy can be accurately predicted without the
optical band gap being correct. This means that the ground state properties, such as
thee lattice constant, bond lengths, migration barriers, formation energies and electrical
levels (which, as explained in chapter 3, are found in ground state total energies), can be

accurately predicted by DFT, even if the band gap is poor.

Parameter Present work Theory [5] Experiment [6]

ag (A) 4.33 4.35 4.36
E,(eV) 1.30 1.20 2.36

Table 2.1: Energy band gap E, and lattice parameters aq for 3C-SiC calculations by using
LDA. This result is compared with theoretical and experimental values [5, 6] and shown

here for the comparison.
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2.5 Chapter Summary

This chapter briefly provided an overview of the computational quantum method density
functional theory (DFT), with the mathematical principles approximations. The technical
methods and the relevant theories and aspects of the calculation parameters have been
discussed. The next chapter will present additional methods and the implementation
of the DFT theory in the AIMpro software along with the calculations for the defect

structures and the experimentally observable properties.



Chapter 3

Modelling of physical quantities

3.1 Introduction

In chapter 2, the fundamental theory of electron density energetics was presented with a
focus on density functional theory. In this chapter, an efficient computational implemen-
tation of DFT using the quantum mechanical code AIMpro [46] is presented. This code
is used to calculate the electronic and structural properties of a multi-electron interacting
system. The AIMpro software takes atomic-level information as inputs from the user.
These inputs are fundamental to the problem or system under consideration, and the

solution is sensitive to these parameters. These inputs are summarised as follows:
1. Atomic geometric configuration: position, atom types.
2. Basis functions to be used for the wave function and charge density
3. Supercell size: determines the structure size to be studied
4. Sampling zone: sampling grid size for integration approximations

The inputs are either (a) determined based on the system or (b) optimised a priori with
a simple system before moving on to a complex system understanding or (c) as well some
inputs are based on understanding from the literature. On the basis of these inputs,
AlIMpro solves the Kohn-Sham equations [49] through a self-consistency cycle algorithm
which is an iterative procedure to find the minimum energy of the system. In this chapter,

the simplification of DFT theory implementation is presented with emphasis on the basis

25
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of the choice of the input parameters listed above. In the latter half of the chapter, the

calculations of fundamental material properties are presented with the help of the code.

3.1.1 Self-consistency cycle

The self-consistency cycle (SC) is an iterative procedure for solving Kohn-Sham (KS)
equations (section 2.4.2) by determining a residual potential. In a generic sense, in this
method the charge is redistributed around the system iteratively until the minimum total
energy is achieved, which is then taken as the solution to the KS equations. The solution
procedure starts with the initial charge density n(r), which is guessed as either a neutral
atom density or from the output of a previously optimised structure and used to generate
a potential. The initial estimate of the charge density is further used to solve the KS
equations to obtain a new output charge density, n(r). The difference between the initial
and the new output charge density is calculated, and if the difference (residual) is within
a certain threshold, the new density is taken as the solution. Otherwise, the procedure is
re-iterated until a converged charge density solution is found. The procedure is illustrated

in the schematic in figure 3.1.

3.1.2 Pseudopotential approximation

Interactions between core electrons and the nucleus are complicated and computation-
ally challenging to solve. For example, the electronic configuration of a carbon atom is
15%2522p%. The 1s? refers to the core electron (C,) of a carbon atom, which does not
chemically bond because of its extremely localised position around the nucleus. Only
the valence electrons (V.) 2s and 2p contribute to bonding. One may remove the core
electrons from the explicit quantum-mechanical simulation by using a pseudo-potential
approximation that defines an effective net potential term to reduce the computational ex-
pense. This approximation is illustrated in figure 3.2, which shows both the real potential
and a pseudo-potential.

The pseudo-potential of Hartwigsen, Goedecker and Hutter (HGH) is used throughout
this thesis for all calculations are easily available from the literature [51]. In this study,
atoms are modelled using norm-conserving separable pseudopotentials, with 2522p? and

3523p? valence sets for C and Si, respectively, as per the standard AIMpro guidelines.
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Figure 3.1: The schematic flowchart of the self-consistent for density functional-based

calculations.

3.1.3 Basis sets functions

The basis set method expresses a complicated mathematical function using a sum of suit-
able simpler functions. In the AIMpro package, this approach is leveraged by representing
the charge densities and the electron states by linear combinations of Gaussian functions
to form the orbitals only a small number of functions per atom is required, significantly
reducing the time required for calculations. The Cartesian Gaussian orbitals assign a
group of basis functions to each atom within a molecule and are able to approximate and
expand the wave function mathematically in order to provide accurate results.

The Gaussian basis functions, #;, which are centred at an atomic site, R;, are as shown

in equation 3.1,
0;(r) = (x — Rip)™ (y — Riy)™(z — Ry.) e o= F)’ (3.1)

where a;, a; and agz are integers and ) . a;, = 0, 1,2, ... There are various types of orbitals

that can be constructed by selecting different values of a;, which correspond to particular
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Figure 3.2: Schematic illustration of electron wave-function and potential (dashed green
line), and the pseudo-potential and resulting wave-function (solid blue line). Note that
the cut-off radius r. indicates the defined region at which point the systems must match.

C. and V. refer to the core and valance electrons respectively.

atomic orbitals (s, p and d), while « is a constant for each function. In this thesis, the
Cartesian Gaussian orbital basis sets are extensively used to increase the breadth of the
study.

Several test calculation basis sets that are provided by the AIMpro package are used to
the optimised material for Si and C. The total energies were computed from the electron
charge density using the different basis set to select the most promising basis set for both
elements C and Si. The basis sets used to represent Si and C in 3C-SiC are optimised
to obtain the minimum total energy are (SiC-ddpp), which contains of 28 functions per
atom. The data in table 3.1 shows the influence of structural properties, which include the
total energy, bulk modulus (By), and lattice constant (ag) of SiC for different basis sets.
The numbers of the labelled basis sets indicate the exponent and number of functions
per atom for silicon and carbon. For example, the labelled basis function (ddpp), which

is used to represent Si and C in the SiC polytypes, comprises four letters indicating four
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different exponents.

As clearly shown in table 3.1, the variation in the structural parameters with basis
is relatively small such as basis like pdpp or ddpp and dppp are found to be sufficient.
Although the same basis sets are able to describe the pure SiC polytype, with ddpp a
higher accuracy is obtained with much higher computational speed as compared to the
other basis sets in table 3.1.

Consequently, this basis set consists of 28 functions per atom, giving the best lattice
parameters for the 3C-SiC system when compared with the values of 4.33A and 4.36 A
obtained by another theoretical-experimental study [5, 6].

Furthermore, to establish the accuracy of the Gaussian basis set used in this thesis, the
lattice constant of the hexagonal lattice (4H-SiC) was calculated using the same basis set
for both Si and C. Comparison of the two lattice constants ag and ¢ with other simulations
and experiments shows excellent agreement. Based on the current results, the calculated
values for the lattice constants ay=3.06 A and ¢=10.04 A compared with the values of
ap=3.07 A and ¢=10.04 A obtained by another theoretical study [5]. Moreover this result
also shows a best agreement with experimental lattice constants values reported in the
literature [5] (ao=3.07 A and ¢=10.05 A, more details in 3.2.2).

In summary, these results and calculations provide a good foundation for the use of
the basis set SiC-ddpp for both Si and C atoms for all subsequent calculations with both
polytypes throughout the rest of this thesis.

3.1.4 Supercell approach

The computational costs of modelling defects, interfaces and surfaces can be mitigated
by choosing a model system, i.e. a supercell, which is representative of an infinite and
periodic set of cells. To investigate defect modelling in bulk SiC and surfaces using the
slab method (as will be discussed later in chapter 5, it is necessary to ensure that the
supercell is large enough to contain all the local relaxation around a defect [52]. When
defects are introduced to the unit cell, they are arranged periodically, which means that
they are repeated throughout the three dimensions.

Therefore, one should consider how to avoid the localised charge distribution with its

neutralising total energy around each defect. The slab-model approach is used to model
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Basis Si C  No. functions per atom ag (A)
1 pdpp  pdpp 22 4.238
2 dddppp  pppp 29 4.318
3 ddpp  ddpp 28 4.332
4 pppp  pdpp 19 4.362
5 dddd  ddpp 34 4.314
6 ddpp  dppp 25 4.323

Table 3.1: Calculated lattice constant and time as a function of the number of Gaussians

by using to describe 3C-SiC basis sets for a primitive SiC cell.
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Table 3.2: Calculated lattice constant by using different basis sets for a primitive SiC cell.

Numbers refer to the basis sets listed in table 3.1.
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the interface. The slab in the supercell is infinite in the zy plane, while finite in the
z-direction normal to the interface. This uses a basic repeated unit cell (slab) with 2D

symmetry and periodic boundary conditions [53].

There are two important considerations when modelling the structure of the 4H-
SiC/SiO, interface: (a) the crystal slab should be thick enough to study any defects
present beyond the deep layer; and (b) the vacuum region between the two slabs should
be wide enough to isolate the two slabs. Chapter 5 discusses these features in detail. The
various different structures of 4H-SiC determine the behaviour of carbon vacancies (V) in
bulk 4H-SiC. Subsequent calculations were performed using two different sizes of supercell
for 4H-SiC (as shown in Figure 3.3) and carbon vacancies were analysed in bulk 4H-SiC
(see chapter 6). In contrast, the investigation of diffusion V¢ in bulk 4H-SiC did not need
more than 71 atoms to describe this calculation without defect—defect interactions [52],

as presented in chapter 4.

Energy (eV)
Energy (eV)

Figure 3.3: Band structure of the Vi in 4H-SiC in the neutral charge state. The deep
defect level is shown as the blue line and its dispersion is presented for the 71, and 575
atom supercells. The blue and red lines represent occupied and empty bands, respectively,

with the underlying shaded areas showing the valence and conduction bands.
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3.1.5 Sampling of the Brillouin Zone

Total energy calculations in periodic systems require an integration over a primitive unit
cell of the reciprocal lattice, often referred to as the Brillouin zone (BZ) [54]. These
calculations are essential to calculate the electronic and structural properties of the system
using a supercell with specific boundary conditions. The Brillouin zone sample contains

a set of finite points, which are called k-points.

Monkhorst and Pack proposed a uniformly spaced k-point mesh over the BZ, giving
the advantage that the mesh density can be used as a parameter to adjust the trade-off
between accuracy and computational cost in integrating over the Brillouin zone. The

sampling scheme is therefore represented by MP-n? for an [n x n x n| grid.

It does, however, ensure that the chosen lattice vectors are the same length-scale mag-
nitude, creating a cubic structure. Therefore, in this thesis, the Monkhorst-Pack (MP)
method is used for the BZ sampling. The energies calculated for a range of sampling
schemes, including MP-23, MP-43, MP-63 and MP-8% are shown in figure 3.4. The in-
fluence of BZ sampling on the calculated physical properties of bulk SiC polytypes was
determined, and the data shown in the figure relate to a two-atom 3C-SiC structure. The
results show that the energy per atom is independent of the number of k-points selected
for sampling. Further, the values of the lattice constant exhibit similar behaviour to that
of the total energy. The data show that the calculated energy difference 6 x 6 x 6 is
4 x4 x4 is equal to 3 x 1075 eV, which is significantly more than 1meVl. Therefore,
throughout the rest of this thesis, MP sampling of [4 x 4 x 4] is fixed to for any subsequent
3C-SiC structure studies.

The sampling study is further extended to hexagonal polytypes from the cubic struc-
tures, as demonstrated previously. The 4H polytype and the k-point values of [6 x 6 x 2]
were tested, and the required grid size was established by a convergence test. The limit
of the grid size was tested to an extent that an extra k-point within the BZ led to an
unnecessary computational cost, with the calculated value showing a very minor devia-
tion. The energy values and the difference in the lattice constant value remained almost
unchanged from the [2 x 2 x 2] grid, which will now be used in the remainder of this study

to model hexagonal polytypes.



3.2. DERIVED QUANTITIES 33

4.37 80
(10,10,10l
.(1,1,1)
4.36 4160
= —_
8 2
Z (8,8.8) 2}
S 435+ o 4140 PR
&
o g
Q ©
-5 (6,6,6) =
-]
3 ®
4.34 444 4120
(2.22) ®
® ]
4.33 I I I ()

MP-Sampling

Figure 3.4: Calculated lattice constant and the computation time with different BZ sam-
pling. These calculation are achieved to show how the Brillouin zone sampling affect the

3C-SiC modelling accuracy.

3.2 Derived quantities

In the previous sections, the parameters relating to total energy calculations on the basis
of DFT were identified and studied. However, the first-principles simulations are much
more meaningful when their outputs are compared against experimental observables. In
this section, several of the experimentally measurable observables, such as the formation
energy of carbon vacancy defects, are explained in detail. Furthermore, the emphasis here
is on how these experimental observable quantities can be calculated or reconstructed
from the first-principles DF'T simulations, which aim to model the structure at a more

fundamental microscopic “electron” length-scale.

In this section, the following important quantities (obtained from DFT) are discussed:
1. Lattice constant and bulk modulus
2. Formation energy and electrical levels

3. The diffusion barrier.
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3.2.1 Structural optimisation

AlMpro simulations require a knowledge of constituent atoms, and the underlying physics
of the energetics is fully governed by the quantum-mechanical DFT. The code determines
the structural and electronic properties of a range of materials such as semiconductors,
metals and insulators. The foremost computational task is to find the stable equilibrium
structure of the system. This requires the determination of the state of the system with
minimum energy. This process is called (relaxation) or (optimisation) and uses the forces
on each atom. In AIMpro, the conjugate gradient method is performed to identify a self-
consistent charge density (section 3.1.1). The structures are optimised until the change
in energy between iterations is less than 107 Ha, while the forces are below 10~ atomic
units. It is to be noted that this method could calculate an optimised structure within a
local energy minimum rather than the global energy minimum of the system. In order to
reach a level of certainty, several tests can be performed to optimise until finding the lowest

energy state. This is presumed to be the best estimate of the ground-state structure.

3.2.2 Lattice constant and bulk modulus

To evaluate the lattice parameters for the SiC structure, the values determined from the
initial calculations are considered as a function of unit cell volume. AIMpro calculated
energies were fitted to determine the bulk modulus By and equilibrium volume by means
of the Birch-Murnaghan equation of state for the total energy [55, 56|, as shown in equa-
tion (3.2). The purpose of the procedure is to obtain the relationship between total energy
and unit cell volume in bulk 3C-SiC.

BV
E(V)=E,+ é, (
0

GV Y B 52

By—1 By —1
where Ej refers to equilibrium energy and equilibrium volume V;, By is the bulk modulus
and Bo presents the first derivative of the bulk modulus B with respect the pressure, are

defined as:
oP

mev(2) »

Density functional theory calculations have been used to identify the equilibrium

atomic structure of SiC, which is plotted as a function of energy versus unit cell vol-
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ume, rather than the lattice constant ag = V'/3. Thus, these can be fitted to determine
values for the extracted lattice constant and bulk modulus, which can then be compared
to suitable experimental values [57]. For example, the equilibrium lattice constant and
bulk modulus of 3C-SiC calculated using the LDA approximation for two 3C-SiC atoms
with a basis set (SiC-ddpp) for both Si and C atoms (as described previously in sec-
tion 3.1.3) extends by 4.33 A. This value agrees with the experimental value [5]. The
bulk modulus is 228.7 GPa, which is just slightly higher than the experimental value of
224.0 GPa [57]. These results thus sufficiently converged to the total energy and optimised
lattice parameter, and they agree well with both theoretical and experimental values in
the literature.

In addition, the lattice constant was determined for the 4H polytype, the hexagonal
structure, using an eight-atom supercell with the basis set ddpp, as shown by the data
summarised in table 3.3. When compared with other simulations and experiments, the
values show excellent agreement. The calculated values for the lattice constants ag showed
a high level of agreement with the theoretical values reported in the literature. The data
show that the lattice constants for both 3C- and 4H-SiC are similar to those reported in

another theoretical study.

Parameter This study Theory [5] Theory [58] Experiment [57]

3C-SiC
ao 4.33 4.33 4.45 4.36
4H-SiC
ao 3.06 3.06 3.07 3.07
c 10.04 10.01 10.04 10.05

Table 3.3: Structure properties of 3C- and 4H-SiC was calculated by using DFT in com-

parison with other studies. All energies in eV.

3.2.3 Electronic structure

The electrical properties of a solid material can be expressed by description of all allowed

electronic energy levels put together in the form of electronic band structures. The band
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structure is effectively a plot of the energy of an electron as a function of its wave vector.

The energy bands of a material can be described by three key quantities: (a) the
valence band Ey, which contains the electrons; (b) the conduction bands (E¢); and (c)
the empty energy between Es and FEy, known as the band gap. Figure 3.5 describes
the band structure of 3C-SiC as simulated via AIMpro and shows the minima of the
conduction bands and the maximum of the valence band, The band gap was measured
from the highest point on the valence band (I-point), as in previous studies [58]. The
LDA calculations of this structure give a band gap value of 1.30 eV, which is very similar
to the theoretical value of the Ab Initio LDA calculations as shown in the literature [5],
and the experimental values differ by 1 A. As mentioned in section 3.1.3, the error in the
predicted band gap for wide band gap materials was typically 1.0eV, which is consistent
with the reported data [59]. Therefore, these results reflect the accuracy of the Ab Initio

LDA calculations, which were obtained in terms of bulk SiC.

SiC polytapes This work Theory [5] Theory [58] Experiment [57]

3C-SiC 1.30 1.20 1.33 2.36
4H-SiC 2.20 2.20 2.23 3.23

Table 3.4: Comparison of band gap of 3C-SiC and 4H-SiC as well as other theoretical and

experimental results. All energies in eV.

Furthermore, the studies were repeated for the 4H-SiC structure with a calculated
band gap of 2.5 A and lattice constants ag = 3.06 A and ¢ = 10.04 A. The indirect band
gap of 4H-SiC was calculated from the band structures and found to be 2.2 A. This value
is quite similar to that reported previously for density functional theory calculations but
shows the expected reduction in comparison to the experimental values [57], as shown
in table 3.4. This result is similar to that reported by one study [5], but slightly lower
than that reported by another [58]. This difference arises from the choice of different

pseudo-potentials in their calculations.
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Figure 3.5: Band structures of 3C-SiC for using a two atom unit cell, the red and blue

levels show condition band E¢x and valance band Fy respectively.
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Figure 3.6: Band structure of bulk 4H-SiC, empty and occupied bands are shown in red

and blue respectively. The condition band minimum is located at M point, the valence-

band maximum is at [-point.
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3.2.4 Formation energy and electrical levels

The electrical characteristics of the defect that represent the charge state transition can
be calculated by the formation energy equation (3.5), which is fundamentally defined as
the difference between the energy of the atom configurations and the sum of the energies
of the atoms in their reference or elemental state. These are useful for understanding
the behaviour of different defects in a system. The formation energy EZ(0) of a particle

system x in natural charge states can be expressed as follows:

EL(0) = Eu(q) = Y i + apee (3.4)

Equation 3.4 can be written as equation 3.5.

E{(q) = Ex(q) = > _nipti + qEr + na(q) (3.5)

where ¢ refers to the charge state of the system, p; and n; denote the chemical potential
and number respectively of the atom species i. The energy of the valence band maximum
Ey g is often chosen as a reference energy for Ep. It can be expressed by (Eypa + fhe)-
The extra term in equation 3.5, 7,(q), refers to a correction caused by the approximate
treatment of a charged defect in a finite-sized unit cell.

Calculations of electrical levels as a function of the electron chemical potential are
possible when two charge states are equal, as shown schematically in figure 3.7. The
formation energy of the charged the electron defect follows the same trend as electron
chemical potential. The system changes its charge state at the point where (¢ and ¢+ N.)
have the same energy; . stands for number of added or removed electrons. Therefore, the
single donor level corresponds to ji., where Ef(0) = E,(+1), and it is written as (0/+).
The p. for the equation E/(0) = FE,(—1) characterises the single acceptor level, which
is inscribed as (—/0). The left and right symbols on either side of the slash therefore
represent the defect electron charge state.

As an example of this calculation, the equilibrium concentration and ionisation levels
of V& of 4H-SiC are calculated here. The chemical potentials of components uc and pug;
are related by Eg;c = pue + ps; where Eg;¢ is the energy per bulk formula unit in SiC.
The range of possible values for puc and pug; is related to the requirement for 4H-SiC to

be stable relative to decomposition into its elemental constituents, so that the silicon-rich
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limit is taken from silicon-metal, and for carbon-rich. The formation for Vo in 4H-SiC
in a neutral charge state is calculated to be 3.49 eV, which agree with pervious work

(3.61 eV) [58].
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Figure 3.7: Schematic diagram illustrating the formation energy EY(q), to obtain donor
and accepter levels for the system x, as a function of the electron chemical potential p..
The dashed green and red lines obtain donor and accepter level respectively. Ecpy and

Evpum are represented to conduction and valence band respectively.

Defects introduce frequently electrical energy levels in the forbidden energy gap such as
carbon vacancy defect in SiC [58]. These energy levels are consequences of the symmetry
breakage of the crystal structure. The electrons may be captured by those at various
rates which depending on the potential produced due to the crystal defect. Donor levels
that are located quite close to the conduction bands (CB) are referred to as shallow
donors, whereas the acceptor levels located close to the valance band (VB) are called
shallow acceptors. Deep acceptors and the donor levels are located far from the VB and
CB, respectively, and as shown in figure 3.8. The band gap width and defect states
are primarily responsible for the conductive properties of the materials. The majority
of electrically active defects in SiC have levels located deep within the band-gap, and
these act as the carrier traps and degrade the carrier transport properties as discussed in

chapter 6.



40 CHAPTER 3. MODELLING OF PHYSICAL QUANTITIES

Conduction band

Shallow donors

Energy gap

Deep accepter

SI0UOp d23(]

il
-

Shallow accepter

Valence band

Figure 3.8: The schematic diagram shows shallow and deep levels of material. The or-
ange and blue curves represent the conduction and valence bands, respectively, and the
separated by the energy gap. The orange and blue shades refer to donors and acceptor

levels, respectively.

3.2.5 Diffusion barrier

The dynamics of defect behaviour is a key to improving or designing the channel mobility
of devices. In order to find minimum energy pathways between different orientations of
defects or just the migration of a defect, the nudged elastic band (NEB) technique can be
used within the AIMpro package [60, 61].

In this method, the migration mechanisms of the defects in SiC (in order to obtain an

energy barrier (Fj,) can respond to an accuracy of 107* au)

can be calculated via a curve containing a number of “images” along a path between
two equilibrium structures. As a first step, the minimum energy of the initial (S;) and
final structure (Sg) is found. The structure with the highest energy along the reaction
path is called the saddle point. The minimum energy path between each structure is found
by linear interpolation of a number of “images” along the path, and the optimisation of
each of the images, which are in turn connected via spring forces to ensure equal spacing

along the reaction path. The procedures for NEB calculations can be described as shown
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in figure 3.9.In the schematic flowchart in figure 3.9, three diffusion processes can occur
in principle:

Three diffusion processes can occur in principle 3.9:
(a) Symmetrical diffusion: the diffusion energy rate in the forward reaction is equivalent
with that of the backward reaction, and the energy is equal between states S; and S,, as
occurs in path-1
(b) Forward transition: excitation applied at an initial state S; overcomes the energy
barrier E; and reaches state So (£; ; Ef). This can often lead to rapid symmetrical
reactions from the higher energy structure to the lower one 3.9.
(c) Reverse or backward transition: This transition occurs when E; is greater than Ey: the
atom resides at state S; and moves to state So. However, this reaction is not favourable
in comparison to the forward transition 3.9.

In the present work, the activation energy and reaction pathways of carbon vacancy
defect in bulk 4H-SiC, the barrier is optimised by using seven images and the image-forces

are less than 0.01 atomic units. This will be presented in more depth in chapter 4.

3.3 Chapter Summary

In this chapter, a detailed implementation of DFT within the AIMpro package (self-
consistency cycle calculations) was presented, along with the rationale for the choices of

the key input parameters are:

1. The Pseudopotential approach: to help in speeding up the DFT calculations by

removing the core electrons from a calculation.
2. Atomic geometric configuration: position, atom types, relaxation.

3. Basis function: to expand the Kohn-Sham electron orbitals for the wave function

and charge density.
4. Supercell size: to determine the structure size to be studied.

5. Sampling zone: the sampling grid size for integration approximations.
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Figure 3.9: Simple scheme representing a NEB calculation. There are three reaction
pathways between two relaxed structures S; (initial state) and S, (final state) and the
highest point between them is a saddle point (Es). Whereas (E;) represent forward energy,

while (Ef) appear the forward reverse activation energy barriers.

The chapter also presented the first-principle calculations of the derived quantities such
as the lattice constant, the electronic structure and the diffusion barrier. The input
parameters listed will be used in the rest of the thesis to calculate the key experimental

variables and compare them against relevant experiments.



Part 11

Applications

43






Chapter 4

Intrinsic defect in Bulk 4H-SiC

4.1 Introduction

A detailed knowledge of point defects is a prerequisite to understanding and subsequently
controlling the electronic properties of SiC-based semiconductors [29]. Vacancies and
interstitial defects are the most fundamental defects and also the primary defects that are
produced during the ion irradiation and annealing processes [29] (see section 1.2.3). In

the next two sections, an overview of carbon vacancy and interstitial defects is presented.

4.1.1 Carbon vacancies in crystalline 4H-SiC

For an overview of carbon vacancy defects in 4H-SiC, readers are encouraged to refer to
the literature [58, 30, 29, 19, 62]. The 4H-SiC structure has a strong site dependence for
carbon vacancies, and this results in a different structure for the k and h [29, 62, 63] (see
section 1.2.1). A variety of carbon vacancies arise from different inequivalent sites (h-site
and k-sites) in the 4H-SiC lattice. The influence of inequivalent sites is not negligible and
needs to be understood to control impurities and defects [29, 64].

One theoretical calculation, predicts that there should be a striking difference in the
carbon vacancy properties as compared between the k& and h sites for 4H-SiC, due to dif-
ferent Jahn-Teller distortion behaviours [62]. In this thesis, emphasis is laid specifically on
the geometrical structure of Vi and the mechanisms of vacancy migration. The computa-
tional studies by [62] are based on DFT calculations within the local spin-density approx-

imation (LSDA), and emphasis was mostly on investigating the electronic and atomic
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structures of the defects in 4H-SiC for possible charged states. It has been concluded
that the influence of inequivalent sites is qualitatively similar for geometric structures but

different for the charged state [62].

However, the influence of inequivalent sites was found to be negligible. Geometric
structure data by [58] suggest that the relaxations in the structure due to a carbon
vacancy lead to shortening of the bond lengths for the four nearest-neighbour (NN) Si
atoms (2.7 A as compared to 3.05 A for a pure Si-Si bond). This is referred to as the
pairing mode, where Si atoms form new covalent bonds, and has been corroborated by
previous literature studies [30, 62]. Another theoretical study by Umeda et al. [20], which
is supported by EPR studies, concluded that the shorter length is due to fact that the k

site shows a Jahn-Teller distortion of V.

Several theoretical works have studied the energy barriers for the migration mechanism
of Vi transport through the SiC layer [30, 65, 66, 33]. Knowledge of migration processes is
crucial to understanding the kinetic properties of defects. Bockstedte et al. [30] presented
a comprehensive picture of the formation and migration energies and concluded that
these energies are very similar. However, the data showed that the knowledge of defect
energetics still lacks completeness. The results for cubic SiC (3C-SiC) and hexagonal
polytypes (4H-SiC) were discussed but did not address inter-site differences (hk or kh).
Also, Gao et. al. studied the migration of point defects in 3C-SiC using the molecular
dynamics (MD) and nudged-elastic band methods. It was suggested that the carbon
vacancies jump to one of their equivalent sites through a direct migration mechanism and
the activation energy for Vi migration was reported to be around 4.10 eV in the neutral
charge state [33]. Moreover, more recently, migration of carbon vacancies in 4H-SiC and
their energy barriers were studied in great detail by [65, 66]. It was shown that the
migration energy varies significantly with the charge state. The migration energy for a
carbon vacancy is raised by almost 2 eV for the neutral state as compared to the V& 2

charged state.

A variety of experimental techniques has been used to describe the defects within the
bulk 4H-SiC bulk, surface and interface regimes in SiC-based samples (not necessarily
devices). The most prominent trapping centres in as-grown 4H-SiC are the Z;,, and

E Hg /7 centres [19, 3, 67, 68, 69]. These have been reviewed in detail in the section 1.2.3.
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On the basis of comparative EPR and DLTS studies, researchers [29] suggest that the
peak could also be attributed to the Vi defects [3]. Experimental data by [10] indicate
that the defects are linked to Vi concentrations which are produced at the SiO,/4H-SiC
interface during the formation of SiO,. This leads to a reduction of the Z;,, and EHg/7
centres. Theoretical calculations using DFT found that the electrical level properties of
Ve defects are very similar to those of Z/, and EHg 7 DLTS centres [19]. A study by [67]
has unambiguously shown that the £ Hg 7 level can act as a double donor, located at 1.5-
1.6 eV below E¢ [68]. However, it is difficult to be separate because of severe overlapping.
The DLTS peak is rather broad and consists of two closely overlapping levels, the energy
position of F¢ — 1.35 and E¢ — 1.50 eV for FHg and EH; respectively [70, 71]. These
overlapping levels are treated together as their occurrence is found to be almost always
concurrent. In fact, it is a common knowledge that the FH; and Z;; levels are different
charge states of the carbon vacancy, found on the basis of an energy level comparison of
Ve, Z1y2 and EHy [67, 20, 17, 72, 73]. Both the EHg and the EH; exhibit highly enhanced

annealing following either carbon implantation [74] or thermal oxidation [27, 17].

4.1.2 Carbon interstitial defects in the crystalline 4H-SiC

Another primary defect related to an intrinsic defect in the bulk 4H-SiC is the carbon
interstitial C;, which has a lowest formation energy comparing of carbon vacancies among
carbon-related defects in SiC. A wide range of structure configurations of carbon inter-
stitials in 4H-SiC has been previously been explored [32, 29], but the most stable carbon
interstitial forms short bonds with direct carbon neighbours to form the (C-C); configu-
ration defect [33, 29, 34, 32]. Carbon interstitials defects are responsible for the reduction
of Z1/o and EHg7 centres, previously reported and discussed in [74]. Apart from Z ),
and E'Hg/7, additional deep levels are also, generated during the thermal oxidation pro-
cess of n-type 4H-SiC, labelled ON1 and ON2, which lie 0.84eV and 1.1eV below the
conduction band [3, 10]. It is generally agreed based on the experimental data [3] that
the role of these defects in the active regions of SiC devices is a significant challenge (as
discussed in chapter 1). The trapping of carbon within the oxide may further result in

an increased concentration of carbon within the SiC. Numerous centres of SiC structures

have been experimentally observed by using EPR, such as EI3 and EI1 in the 4H-SiC [34]
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and T5 in 3C-SiC centres [75, 34]. EIl is observed as the signal dominates in the SiC
sample’s radiations (annealing around 200 C°), suggesting that the EI1 centre is related
to a single defect rather than the complex ones. This is further represented by [29] and
is in agreement with the low migration barrier studies.

It has also reported that the high mobility of the C; defects and their low formation
energy means they could act as condensation points for larger interstitial clusters [34].
This can be further extended to an additional pair of the C; defects into the SiC lattice
and form a carbon di-interstitial [29]. This configuration can play a crucial role in forming
carbon aggregates and their impact on annealing mechanisms in SiC [2, 34, 29]. This defect
can be formed by the two C; relaxing into the nearby hexagonal ring, which is the most
stable di-interstitial structures in the 4H-SiC [29].

Furthermore, Knaup et al. suggested the possibility of defect structures at the interface
(as will be discussed in detail in chapter 6). They proposed the carbon split-interstitial is
responsible for the high state density at the interface near the valence band. It was further
suggested that the a single C—C bond is electrically active, having pair of p-states closer
to the mid-gap of 4H-SiC [76]. It was also further reported that the pair of interstitial
carbon atoms is introduced as an occupied state in the 4H-SiC band gap (Ey +0.37 eV))
while no unoccupied state was reported [76]. A detailed discussion of the role of the single

and pairs of this defect will be given in this chapter.

4.1.3 Chapter Objectives

From the literature review, it has been recognised that even though a plethora of studies
is available for the 4H-SiC structure, the material properties of the SiO,/4H-SiC structure
are largely understudied. In this chapter, first-principles DFT calculations are deployed to
reproduce the geometrical properties of the 4H-SiC structure in the most computationally
efficient manner, and these are compared against experiments and previous computational
studies. This is an important step and builds confidence with the use of the first-principles
calculations to simulate the SiO,/4H-SiC boundary, and furthermore extend the under-
standing of C; and defect migration between different sites both in the bulk and at the
interface.

This chapter aims to present the calculation of the energetics of 4H-SiC C; and V¢
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defects on the basis of density functional theory, implemented via the software package
AIMpro [46]. In this study, the model structures for both carbon interstitial defects and
carbon vacancies are produced, while outputting the electronic structures, occupation
levels, and binding energies of the defects, before comparing them to the literature [29, 58,
30, 19]. Moreover, the migration behaviours of carbon vacancies and carbon interstitials
are investigated with two non-equivalent forms of Vi and C;. The geometric structures
and diffusion behaviours of Vi and C; learnt from this chapter will serve as the basis of
the studies in subsequent chapters. The identification of the defect behaviours in this
chapter will also provide a reference for studying both types of defect in an SiO,/4H-SiC

interface environment in this study.

4.2 Computational method

The first-principles density-functional theory, implemented in AIMpro [46] (as mentioned
in chapters 2 and 3) forms the basis of the investigation of Vi defects in bulk 4H-SiC. The
computations were conducted with three sizes of cells containing 72, 128 and 567 Si and C
atom host sites, respectively. The carbon vacancy defects are modelled using a supercell
based upon the conventional unit cell of the 4H-SiC structure (eight atoms per unit cell).
Analyses of Vi in bulk 4H-SiC were previously presented in chapters 2 and 3. For this
study, the basis set was selected in order to ensure a convergence of the total energy of
the carbon vacancy in a pure 4H-SiC system (see section 2.8 that presents the results
of a detailed analyses of Vi defects conducted using different Gaussian basis sets). The
wave functions were expanded in terms of cartesian Gaussian functions of four widths,
yielding 28 functions per atom for C and Si. The calculated in-plane lattice constant
for pure 4H-SiC was found to be ag = 3.06 A and the out of plane lattice constant was
¢ = 10.04 A, which is in an excellent agreement with previous DFT results [5].

A Monkhorst-Pack mesh of (2x2x2) k-points [54] yielding a total energy within 107> Ha
of MP- 33 was chosen as the sampling frequency (see section 3.1.5). A conjugate gradient
scheme was used to obtain the structures optimised for minimum energy, wherein the fi-
nal energy was accepted only when the final forces were below a threshold of 1072 atomic

units. The final structural optimisation step was required to reduce the total energy to
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be less than 10~° Ha.

The minimum energy paths for diffusion processes of V- defects in bulk 4H-SiC were
determined by using the climbing-image nudged-elastic-band (CI-NEB) method (as de-
scribed in section 3.2.5 [61, 60]).

4.3 Results and discussion

This section is divided into two parts: the first models carbon vacancy defects 4.3.1.1,
and the second examines carbon interstitial defects 4.3.2. For both types of defect, the
energy differences at different sites and the role of charge effects, band gaps, and diffusion

processes are presented .

4.3.1 Modelling carbon vacancy in crystalline 4H-SiC
4.3.1.1 Geometrical structure

Carbon vacancy defects can occur at two sites in the 4H-SiC structure hexagonal and
cubic (as mentioned in chapter 2). These defect sites are shown in figure 4.1. The key
difference to note between these two sites is how the second-neighbour environment affects
the reconstruction of the defect. In cubic sites, the atoms of the lower silicon layer lie
at an angle of 60° between neighbouring carbon and silicon atoms [29, 58, 30, 77]. This
immediately raises the question of whether cubic and hexagonal vacancies possess distinct
properties. The quantitative and qualitative investigations of the vacancies at lattice sites
with local A or k environments are shown in figure 4.1.

In this section, carbon defect energetics at the hexagonal and cubic sites are calculated
and compared against values reported in studies [58, 30]. Using AIMpro code, a key
parameter, supercell size, was varied over a considerable range of atoms (71, 128 and 567)
for a sensitivity analysis and the energy difference for the hexagonal and cubic sites was
subsequently calculated. Table 4.1 shows the energy difference between the hexagonal
and cubic sites as calculated by this study and as reported in the literature [58, 30, 19].
It is noted that the calculations from this study are in agreement with the result reported
by [58], with very small discrepancy in the values of Vi (0.013 eV) in the natural charge

state. In a later study [58], 128 atoms of V¢ structure were used to create of one vacancy
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Figure 4.1: Plot shows that the rotation of upper carbon layer by 60° between the cubic

and hexagonal site, which appears in the local geometry in Vi in both sites.

on a lattice site, with an MP? mesh used to sample the BZ (similar to this study). It
should be noted that the energy difference between the hexagonal and cubic sites of the
pure 4H-SiC is lower than 1eV irrespective of the supercell size. Therefore, accurate
calculations achieved for a bulk SiC supercell containing 128-atoms were used to study
properties of V. To demonstrate this effect, the occupation of Vi at different sites in the

4H-SiC structure host was firstly examined.

4.3.1.2 Role of charge states

In order to study the behaviour of Vi defects in the bulk 4H-SiC, different structures were
investigated with the different charge states. The qualitative properties of Vi defects in
the 4H-SiC host structures were examined, as shown in figure 4.2. The schematic structure
shows the the second nearest neighbours (2NN) of the vacated site; sites labelled Sij, Sis
and Siz are in a common basal-plane and site Siy is along the c-axis relative to the vacant
site. In the neutral charge state, the Vo at the h- and k-sites creates two covalent Si—Si

bonds with different bond lengths. As shown in table 4.2, in the case of a neutral charge
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Supercell size  EVZ — EVE (eV) (Present work) — Previous theory

72 cell 0.157 0.17#
128 cell 0.108 0.12°
567 cell 0.092 0.10 ©

aref [58]

bref [30]

‘ref [19]

Table 4.1: The energy difference (eV) between the V¥ and V¥ site from this study and

from literature with different supercell sizes.

state, there are two neighbouring Si atoms of the vacant site move towards each other

and reduce the bonds in the ideal tetrahedral structure [58].

The Si dangling bonds (due to the removal of carbon) form two reconstructed Si-Si
covalent bonds, resulting in the pairs of the silicon atoms. Calculations show that the
bond lengths of the reconstructions in the V# are 0.31 and 0.29 A, and 0.29 and 0.38 A
at the k-site shorter than the Si-Si distance in pure 4H-SiC (3.07 A). This indicates that
the values are significantly shorter than the inter-nuclear separation of nearest silicon
neighbours in the SiC structure. These calculations on the restructured bond lengths
are in close agreement with the previous theoretical calculations by [58, 78]. It should
be noted that test calculations were performed for all the tetrahedral distances between
the Vi defects and compared against the reference Si—Si bond length, but only the most

notable ones are shown in table 4.2.

In order to understand the effects of the charged states on the reconstruction state,
simulations were carried out by adding or removing electrons from the system. In princi-
ple, if an electron is removed from V| (as shown in table 4.2), this will result in a positively
charged C-site vacancy VI ! and further lead to an outward relaxation of the system. The
Si-Si reconstructed bond-length in VI ! indicates an increase in both the sites. The ta-
ble 4.2 as well shows that the V 'in the h-site is slightly higher in comparison with the
k-site. For the h-site calculations, the bond distance increase is reported for about 3%,

and 2%, respectively, in comparison with the corresponding values for the Si-Si distance
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(a) (b)

Figure 4.2: Schematic atomic structure indicating the local arrangement of atoms in of
Ve labelling the two reconstructed bonds of length Ny and N,. C and Si atoms are shown

in grey and yellow respectively.

in pure 4H-SiC (3.06 A).

If an extra electron is removed to form the V2 states and the bond lengths of Si
atoms the reconstruction are calculated, they are found to be closer to 3.06 A. This is
in good alignment with the calculations and observations from [58, 20]. The system
can gain energy by charge redistribution even for quite small changes in the interatomic
distances [58]. Ny and Nj lengths for V' and V{? in comparison with the corresponding
values of the bond length in Si—Si bulk 4H-SiC (table 4.2), showing a significant decrease
of about 13 and 14 percent respectively. However, these lengths are shown to increase in
the case of V.

The same investigations were conducted for V(’JC , and the values for N; and N, for a k
site are slightly different to those reported for an h site in the cases of neutral and positive
charges, as shown in table 4.2.

As discussed previously, for a k-site, the values for the positive charges are closer to the
inter-nuclear separation of nearest silicon neighbours in the SiC structure (around 3.06 A).
However, calculations show a significant difference in the behaviour for the negative charge
states ( V' for h sites as compared to k sites). The reconstructed Si-Si bond lengths
have shortened by 2.65 A for Ny and 2.72 A for N,. This shortening of N; and widening
of Ny can be explained by the creation of a V; defect at the h site, as reported in [58, 20].
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Charge N Ny

Ve In h-site
Ve 276 (10)  2.77 (9)
Vit 299 (3)  3.03 (1)
Vi 298 (3) 299 (3)
(5)
(4)

Vel 257 (16) 291
Vi? o 244 (19) 293

Ve In k-site
Ve 268 (12) 2.77 (9)
Vit 298 (3)  3.00 (2)
Va?r o 297 (3)  3.02(2)
Vel 265 (13) 272 (11)
Vi? o 262 (14) 2.65 (13)

Table 4.2: Reconstructed Si-Si bond-lengths (A) for V¢ in bulk 4H-SiC in different charge
states at both the h- and k-site, relative to the Si-Si distance in pure 4H-SiC (3.05-3.06 A
within our computational approach) as indicated in figure 4.2. Values in parentheses

indicate the reduction in distance as a percentage of the pure 4H-SiC reference distance.

Similar conclusions can be drawn for the cases of the double positive and negative states.
Therefore, this difference in the structure of both h and k sites has a significant impact

on the diffusion process, as will be shown later, in section 4.3.1.4.

4.3.1.3 Band structure and electrical level

In this section, the electronic Vi band structures will be discussed together with corre-
sponding experimental data [67, 10, 70]. Figure 4.3 shows the calculated electronic band
structures of a Vi defect in a neutral state at an h-site (a) and a k-site (b), plotted along
high-symmetry branches in the first BZ. Occupied and unoccupied states are shown in
the figure as blue and red lines, respectively. The underlying shaded regions show the
electronic band structure for the corresponding bulk SiC supercell (128 atoms). The fig-

ure 4.3 indicates that the carbon vacancy at both sites creates deep mid-gap defects in
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the structure of 4H-SiC. Observing the line with an energy of 1.0 €V for the h and k sites
indicates a difference in the defective states and their dispersion (of the order 0.1 eV).
These differences can arise due to the change of the stacking sequence of the Si—C bilayers
along the c-axis.

As noted in section 3.2.4, the formation energy of the Vi defect in 4H-SiC is a func-
tion of the chemical potential of the species (calculated as in equation 3.4). The chemical
potential of the species calculated with equation 3.2 is further used to calculate the for-
mation energy of a Vi defect in 4H-SiC. The formation energies are further calculated to
estimate the donor levels located at k£ and h sites: Fy + 1.14 and Ey + 1.18 respectively.
It should be noted that the hexagonal site levels are slightly lower than the cubic site and
in agreement with previous calculations [19].

The double charge state is thermodynamically stable for both k and h sites. This
occurs at Ec —0.65 , Ec — 0.41 eV for V& and V{, respectively. These values are close to
the values determined using DLTS data [67, 10, 19]. The simulated results from this study
indicate that the Z/, centre has (-2/0) levels located at Ec — 0.65 eV, which is in good
agreement with observations from [17]. The DLTS peak for FHg/; consists of two closely
overlapping peaks with the EHg and EH; levels, which usually appear together [72].

It is as widely reported in the literature that the Z;,, and EH7 levels are thought to
arise from to the same kind of Vi defects with different charge states [67, 10, 74, 17, 70].
According to the present results and correlation with energy position in the band-gap of
the Zy 5 is determined by DLTS [17] and that of Vo by EPR [20, 17], a (-2,0) level could

be a possible explanation for the origin of the Z;/, centre.

4.3.1.4 Migration of V defects in 4H-SiC

In the previous section, the existence of electrical levels that could be conespond to
theZ,,, and E'H; peaks was confirmed. These peaks are considered as the most common
deep-level defects in as-grown n-type 4H-SiC, and are directly related to the existence
of carbon vacancies in different charged states [20, 2, 19]. This section deals with the
migration of carbon vacancies within the 4H-SiC structure at different sites, which could
happen when the devices are subjected to post-implantation annealing and subsequent

oxidation. These carbon vacancy migrations have been shown to reduce the concentration
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Figure 4.3: Electronic band structures of Vg bulk 4H-SiC: (a) V&, (b) V&. Occupied and
unoccupied states are depicted as solid blue and red lines respectively, with the envelope
of the band-structure for the corresponding defect-free case shown by the underlying
shading. The energy scale (eV) is defined such that the valence band maxima are at zero.

Only states in the region of the band-gap are plotted
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of as-grown defects such as Z;,, and EH; [67], and hence it is crucial to understand them
in detail. The knowledge from this study can help with decisions relating to the choice of
optimal materials and therefore device performance.

In 4H-SiC, migration could be within the same layer (hh or kk) or in the perpendicular
direction (hk or kh). Diffusion of carbon vacancies is a key knowledge gap in the under-
standing of the impact of carbon vacancies on the functionality of 4H-SiC [79]. In this
section, we study the diffusion of carbon vacancies by calculating the activation energies
required for carbon vacancies to migrate between two sites (h to h, h to k, k to k, k to
h) for different charged states. These calculations will determine the reference diffusion
barriers for SiOs defects in bulk SiC, and will be later be compared with the diffusion of
identical defects formed close to the SiOq interface (chapter 5).

A vacancy can move through the SiC lattice by direct movement of an atom of the
same type from a neighbouring site. As there are two non-equivalent forms of carbon
vacancy, as described in section 4.3.1.1, there are multiple diffusion pathways by which
the vacancy can move, depending on whether the vacancy is located at a k-site (V) or
an h-site (V#), and the end state, hh, kk and hk. The mechanism of this diffusion was
previously described in section 3.2.5. This method is based on determining a minimum
from a chain of images between two equilibrium structures. For the current migration

study, the minimum energy paths were calculated as described in figure 4.5.

Charge h—h k—h k—k

-2 3.11 3.86 3.35
-1 2.88 3.85 3.80
0 3.34 3.90 3.35
+1 4.18 4.63 4.44
+2 4.97 5.25 2.13

Table 4.3: Activation energies (eV) for the migration of Vi by nearest C-neighbour hops

for different charge states.

There are four possible migration pathways for V; diffusion in bulk 4H-SiC, as shown

figure 4.4 [80):
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k-site. to. k-site

Figure 4.4: Migration of the V(; in 4H-SiC via nearest-C-neighbour hops. The labels show
the types of sites between which the hops take place.

1. Parallel migration of Vi within the same C-layer (hh and kk) can be described as:
the C; atom is removed and moves to the next nearest neighbour C, (labelled hh
in figure (4.4-a). Similarly, migration for a k- site happens as C3 — C, (labelled kk
in figure (4.4-c)).

2. Perpendicular migration of Vi along the c-axis (hk (in figure 4.4-b), described as:
C; — Cy through the hk layer (labelled kh in figure (4.4-b)) or C3 — C,4 through
the kh layer.
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Figure 4.5: Calculated migration barrier of Vi in the natural charge state including all

three possible migration processes to nearest C neighbour.

These diffusion pathways were simulated using AIMpro by removal and addition of
the carbon vacancies as described above. The calculated energy barriers along these path
ways calculated are given in table 4.3. For the neutral states the energy barrier values
for hh (3.34 €V) and kk (3.35 eV) are comparable but are ten percent lower than for kh
migration (3.77 eV). These values suggest that the Vi defect moves more freely along in
the basal-plane via h- and k-sites than in the orthogonal direction. This may be due to the
small local strain field (hk) causing the Si atoms surrounding the Vi defect to displace
outwards along the perpendicular direction [66, 65], known as asymmetrical relaxation
around the defect [66]. This lowers the distance between the second C neighbours and
the Vi defect in the parallel direction as opposed to the perpendicular direction, and
hence lowering the energy barrier for diffusion. The difference between the energy barrier
for an hh site (3.34 eV) and a kk site (3.35 eV) can be explained by the difference in
the formation energies. Figure 4.5 describes the minimum energy pathway and shows
as the intermediate minimum for perpendicular migration hk or kh but not for parallel
migration hh or kk cases. This might be due to a reorientation of the Si-Si bond (due to
the carbon vacancy) between out plane Si-Si atoms (kh) against a case where the Si-Si

bond reconstructs within the plane (hh or kk migration).
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The calculations shown in the table 4.3 for hh and kh suggest that the reorientations
of a Si-atom can take place with barriers of around 0.5 eV, while the migration of a
Vo via kh has an energy barrier of 3.90 eV. Simulations from the neutral states were
extended to include the effect of charged states and the energy barriers along the different
pathways were calculated (table 4.3). It can be observed that the calculated values for hh
migration are lower than the corresponding kk migration for all the charged states from
+2 to -2, and the gap is significantly greater than that found with neutral states. These
differences can again be explained due to differences in the formation energies of the two
sites (section 4.3.1.2). Furthermore, it should be noted that the energy barrier for the
positive charge states (+2 and +1) across all migration pathways (hh, hk, kh and kk) is
always higher than the negative charges states (-2 and -1).

For instance, for hh, the +2 charge state value for the energy barrier is 4.97eV, whereas
for the -2 charge state, the value is 3.11eV. This may be a consequence of the different
geometric rearrangements: there are two Si—Si reconstructed covalent bonds for the posi-
tive state, meaning the dangling bonds are located at the nearest-neighbour Si atoms at
a distance of 3.06 A, as in the ideal SiC crystal, and cannot substantially overlap. There-
fore, the process involves the breaking of a stronger C—Si bond. Thus, this process gives a
higher barrier, as explained in 4.3.1.1. These calculations are consistent with previously

reported theoretical results based on density functional theory calculations [81, 57].

4.3.2 Modelling of C; defect in crystalline 4H-SiC

4.3.2.1 Geometrical structure of single C;

As shown in the previous section, there is one form of carbon vacancy, Vi, which can
exist in SiC (regardless of whether the different sites in the 4H-SiC). However, there
are various forms of carbon interstitial configurations that have been explored in SiC
materials [82]. Figure 4.6 shows carbon interstitial configurations that can exist in SiC.
For example, it is agreed that the tetrahedral site of carbon Cpc (the site of carbon
that is surrounded by four carbon atoms as shown in site (4) in figure 4.6) is considered

an unstable site [7]. The primary reason for this is due to the fact that the C; relaxes
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towards the nearest neighbours into a more favourable split-interstitial configuration.
Another possible configuration of the interstitial is the carbon-silicon split-interstitial (C—
Si)c (this is shown in site (1) in figure 4.6), but this is found to be less stable than
(C—C)¢ [29]. However, the hexagons (hex) perpendicular to the basal plane Cj, as shown
in the site (4) of figure 4.6 is energetically unstable [7]. This site plays an important role
in the migration mechanisms, and will be discussed in section 4.3.2.2.

Carbon interstitial defects can have additional configurations the 4H-SiC structure [32],
which can be distinguished by their different nearest neighbourhood configurations, and
primarily arise due to different resulting relaxation patterns (figure 4.6). The primary rea-
son for the wide variation of these configurations can be attributed to orientation changes
in the stacking sequence at the hexagonal sites, which results in a different bonding to the
nearest neighbours as compared to the cubic sites in the 4H-SiC lattice. In general, car-
bon interstitials have a tendency to form short bonds with their direct carbon neighbours.
The ground state of a single carbon interstitial in 4H-SiC is understood to primarily form
a split-interstitial configuration [33, 7|, which is formed when two atoms share a single

site (figure 4.7).

Figure 4.6: Schematic of the carbon split-interstitial models in 4H-SiC bulk: (1) refers
to the carbon-silicon split-interstitial (C-Si)q, while the positions 6 and 7 are the carbon-
carbon split-interstitial (C-C)¢ in k- and h-sites respectively. Position (2) refers to the
hexagonal site of the carbon interstitial, which either possess a silicon-like Crg; or (3)

carbon-like Cp¢ surrounding. (4) site is the interstitial site in the hexagonal plane Cpe,.
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It can be seen in this figure that the carbon split-interstitials involve both sp® and sp?
hybridisations, depending on whether the interstitial is located at a hexagonal or cubic
site. The single carbon interstitial defect is studied in the bulk SiC. It can also be seen
that the addition of a carbon atom leads to an increase by 10 % in the volume of the
tetrahedron, defined by the four silicon atoms including the C-C pair. This is true for
both h and k sites. Based on the computational studies using AIMpro, the resulting bond
lengths between the carbon atoms and the enclosing silicon tetrahedron are summarised
in table 4.4. In this table, the distance of band length parameters in both configurations
of defect at the k- and h-sites in 4H-SiC can be seen. The bond lengths between the
carbon pairs were found to be 1.35 and 1.33 A in the k- and the h-sites, respectively. This
leads to a reduction in the C—C bond length by around 0.07 A. In comparison, the bond
length between these C-atoms in graphene is around 1.407 A. In the case at an h-site,
it is found that the C; - Cy atoms bonded with four Si neighbours, while the Sis 4 was
nearly equal, while the Si; was pushed outwards, and the bonds created increased slightly

in length because of the presence of (C-C)c.

In contrast, the results of k-site structural calculations when a (C-C)¢ defect is present
show that there are five silicon atoms bonded to the defect, with a bond length varies
between 1.80 and 1.81 A, which is much less than at the h-site, although a similar mech-
anism occurs in both sites. The computational results are in close agreement with the

DFT calculations by [7] and the results are included in the parentheses in table 4.4.

Bond k-site h-site
C;-Cy 1.35(1.35) 1.33(1.33
Cy-Sig 1.81(1.83) 1.77 (1.77)
Cy-Siy 1.81(1.83) 1.77 (1.77)
Cy-Sip 1.82(1.88) 1.78 (1.77)
Cy - Sip 1.82(1.88) 1.75 (1.76)
Cy - Si;  1.99 (1.88) -

Table 4.4: Bond lengths A of the neutral carbon (C-C)¢ in 4H-SiC. The indices of the

atoms refer to figure 4.7,and values in parentheses indicate a reference [7].
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Figure 4.7: Schematic of the (C-C)¢ configurations in 4H-SiC: (a) in h-site, (b)in k-site.

The electronic band structures of single carbon split interstitial defects (C-C)¢ in the
neutral state and at two sites, (a) h-sites; (b) k-sites are shown in figure 4.8. Single
carbon split interstitial defects create defect states within the 4H-SiC band gap. The
unoccupied and occupied states are found in the band-gap. The defect is composed
of the sp? hybridised carbon atoms, which are presented for the occupied levels in the
band gap. An unoccupied level leads to a shift in the p orbital to a higher energy level,
which are located at 1.9 and 2 eV below the CB for h- and k-sites respectively. This is
because both the carbon atoms in (C-C)¢ are sp® hybridised, and this introduces a two-
fold degenerate defect level into the band gap and the C-site [34]. The (C-C)¢ defects
were further observed experimentally and also by theoretical calculations of the hyperfine

tensor [75, 34].

4.3.2.2 Migration of (C-C)¢ in 4H-SiC

The migration of (C-C)¢ in the bulk 4H-SiC is used to calculate the activation energy
for (C-C)¢ with all the possible charged states. Figure 4.9 shows the two different con-
figurations of the C; defect depending upon on the charge state. It is obvious that there
is a symmetrical pattern in case of the positive charge states, whereas, in the case of
the neutral and negative charge states, barriers are found due to the differences in the

activation energy of each of configuration in which reorientation and rotation processes



64 CHAPTER 4. INTRINSIC DEFECT IN BULK 4H-SIC

K G A K G A
k k
(a) (b)
Figure 4.8: Electronic band structures of single carbon split interstitial defects for (C-C)¢

in the neutral state in 4H-SiC, (a) h-site and (b)k-site.

occur. The focus of this work is on the migration of (C-C)¢, as all the other forms (k, h

and kh) behave with the same diffusion mechanism.
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Figure 4.9: Minimum energy paths for (C-C)¢ in bulk 4H-SiC for different charge states.
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The computational results obtained show that the activation energies of a (C-C)¢, in
the negative and neutral charge states have an intermediate structure, in contrast to the
other positive states(figure 4.9). This is probably due to the differences in the structure
of charge states. This defect is found in the charge states +2 and 0. A reorientation into
a more favourable orientation yields an energy gain of about 0.2 eV. The reason for the
former to being a very unfavourable orientation of the carbon orbitals to their nearest
silicon neighbours is that the resulting distance required for the C-atom to move in the

diffusion process is greater.

4.3.2.3 Geometrical structure of C; pairs

Di-interstitial defects in 4H-SiC can be considered as nuclei for the growth of larger groups
of interstitial defects (clusters). The mobility of C; defect (0.78 eV) is reported to be higher
in comparison with vacancy defects. This means that a cluster of interstitials is likely to
be present in a high range of temperatures and irradiation conditions [29]. Therefore,
understanding the structure of this type of defect could give a clearer understanding of
the existence of these clusters.

Di-interstitial defects in 4H-SiC are carbon lattice atoms that share their position with
two carbon interstitials as opposed to one (see section 4.3.2). These can be denoted as
2C;. In theory, there are many plausible locations for an interstitial in the lattice, but
not all are stable. Based on the calculations, the most stable configurations of 2C; are
those which contain a hexagonal ring [33, 7, 34]. These hexagonal di-interstitials can be
located in the cubic and the hexagonal planes, and it should be noted that the difference
between the h and k sites for this structure is minor (as shown in figure 4.10).

Structural rearrangements occur due to the addition of two carbon atoms as compared
with Si-C in bulk SiC and C-C in graphite. Table 4.5 summarises the results of the
computational studies to model di-interstitial configurations using the AIMpro package.
In this configuration, the carbon pair bonds to two silicon atoms (Si; and Siy) and two
carbon atoms (C; and Cy). The C;—Siy distances are calculated to be 1.74 A, leading
to a reduction of the Si-C bond length by around 0.13 A as compared with the bonds
in SiC for either h or k sites. It is further observed that the stronger C,—C; bonds are

formed with a distance of 1.35-1.36 A, which can be compared to the experimental values
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Figure 4.10: Schematic of di-Interstitial configurations in 4H-SiC.

Bond  k-site h-site

CG-G 136 135
Gi-Si, 174 1.73
G -5, 1.7 173
Ci-Cy 142 142
G -Cy 143 142

Table 4.5: Bond lengths of the neutral carbon (C-C)¢ for di-interstitial configurations in
the 4H-SiC lattice. The indices of the atoms refer to figure 4.10.

with C-C sp? bound length in graphite [83]. (1.54 A). This finding is in agreement with
previous studies [7]. The angle between Si;,C; and the Siy from the sp? hybridisation of
the carbon atoms is 120.3°. It is expected that there will be a sizeable energy barrier for

diffusion, since the diffusion process requires the breaking of two carbon bonds.

The electronic band structures of di-interstitial defect pairs C; have been computation-

ally studied, as shown in figure 4.8. It can be seen that the defect levels in the conduction
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bands are localised, and the lowest band above the band gap shows a lower dispersion

than the conduction bands of the pure crystal (figure 4.11).

il

Energy (eV)

Energy (eV)
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Figure 4.11: Electronic band structures of single carbon split interstitial defects for 2C;

in the neutral state in 4H-SiC, (a) k-site and (b) h-site.

As seen from the plot, it is clear that there are no associated deep levels within the
band structure. Based on these results, the 2C; defects in the bulk SiC cannot explain the
experimentally observed peak, which is responsible for high trap density (correlation with
defect levels in the lower part of the SiC band gap). Based on the current calculations, the
(C-C)¢ defect appears to be the simplest and the most likely structure to be formed during
the annealing process, and this is in agreement with the low migration barrier studies [29].
Therefore the positive outcomes obtained from (C-C)¢ calculations are provided as the

basis for the extension of this study to a more complex system at the interface.

4.4 Chapter summary

In this chapter, the first-principles density-functional based simulations were conducted to
study the electronic structures of 4H-SiC of the carbon vacancies. These carbon vacancies

within the 4H-SiC structure were created at different sites (h and k) and different charged
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states from +2 to -2 were studied in detail to cover changes in the geometric structure
and band structures and as well as electronic levels.

The calculations based on first-principles simulations show that there are slight vari-
ations with inequivalent lattice sites in h or k bilayers in the unit cell, although the
difference in the energy of V¢ is quite small (in agreement with the literature [19]). This
difference was found to increase with charged states due to relaxation after the removal
of the carbon atom, and the chemistry resulted in the covalent bonds between Si atoms
around a defect begin in the different charged states. Simulations studying the electrical
activity of Vi for h and k sites at different charged states support the assignment of the
double acceptor level to Z; , and E Hg/;7 to the single donor level. This is in agreement with
prevouse studies [19, 70, 3]. In the latter part of the chapter, simulations were carried
out for all the possible migration pathways, that is, parallel and perpendicular directions
of Vi defects in 4H/SiC as well as different charged states.

Calculations for the two different migration directions suggest that the V- defect moves
more freely in the basal plane via h and k sites than in the orthogonal direction. The
energy barrier for the positive charge states across all migration pathways is higher than
for the negative charged states. This is due to the fact that the process involves the
breaking of Si—C covalent bonds and the forming of Si-Si bonds. Furthermore, single
and di-interstitial carbon defects were successfully reproduced computationally using the
AlMpro package. The electronic and band calculations are in excellent agreement with
other results [29, 7].

In summary, it is concluded that the simulations and calculations carried out using
AlMpro in this chapter are in excellent agreement with the experimental and theoretical
results. The conclusions of this chapter validate the use of this methodology to analyse
carbon vacancy defects in a more complex environment, i.e. Vi defects in the vicinity of
an SiO,/4H-SiC interface. In the next chapter, these scenarios will be studied in detail

and further compared with the results of this chapter.



Chapter 5

Structural models of the

Si05/(0001)4H-SiC interfaces

5.1 Introduction

As discussed in chapter 1, the high interface state densities at the SiC/SiOy interfaces
(value can be greater than 10 cm™2 eV™!) are typically located closer to the 4H-SiC
conduction-band edge [84, 40]. These high state densities at SiC/SiO interfaces result
from atomic level disorders [85]. A thorough understanding of the geometry and the bond-
ing structures in the vicinity of the SiOy and 4H-SiC region can determine the interface
characteristics, and clarify how the bonding structure impacts these characteristics.

A large amount of research effort has been dedicated to the development of processing
techniques aimed at reducing trap densities [84, 86, 87, 88]. The majority of the works
directed at improving interface quality have focussed on the Si-terminated face of 4H-
SiC, while while the results in Dhar et al. [84] indicate that in some of the cases (dry
oxidation), the C-face has a considerably higher trap density than the Si-face, likely due
to the presence of a larger number of carbon clusters on the C-face. Additional studies
have compared the C-face and the Si-face on 4H-SiC orientations during dry oxidation,
in a bid to form oxide have been reported [85]. However, the mechanism responsible for
the D;; reduction into the SiC/SiO, interface is still not fully understood.

Quantum mechanical modelling is considered a useful route for gaining insight into

the microscopic nature of D;; at the SiC/SiO, interfaces, which is otherwise not possible

69
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via experiments. In order to identify the origin of the Dy, a SiO5/4H-SiC interface model
with good structural and electronic properties is essential. Modelling the evolution of the
Si0O4/SiC interface is computationally challenging. Previously, theoretical studies of the
defects at the SiC/SiO, interface used simplified model systems to address the interface
[89]. The first attempt to model the interface was made by Knaup et. al, who attached
two SiO layers to the 4H(0001)SiC substrate, and saturated all bonds at the interface
[76]. Devynck et. al generated a SiO5/(0001)4H-SiC interface slab model by using abinitio
simulation methods; the results showed a better model technique, as it included a larger
SiO, layer with a proper experimental density of SiO, average (2.5 g/cm?®). This was
close to oxide densities near the interface found in models of the Si/SiO, interface (2.4
g/cm?) [21]. Therefore, constructing a model interface with a realistic interfacial bond
pattern will significantly extend the studies of near interface defects.

The purpose of this chapter is to provide insights into the structural properties at the
interface, in particular, to provide insights into the structural differences that occur due
to different slab configurations at the interfaces. These patterns can be differentiated as
a slab attached to either of the C-face or Si-face, with a defect situated at either of the h
or k site (refer to figure 5.1). In this chapter, the modelling work is undertaken using the

AlMpro software package with the following main objectives:

1. Ascertain the appropriate model parameters to determine a SiO5 and interface model

structure, based on DFT, using the AIMpro software;

2. Examine geometrical differences between h-face, k-face and Si-face, C-face at the
interfaces resulting from differences in 4H-SiC carbon vacancy occurring at either

h- or k-sites

3. Examine the 4H-SiC slab thickness effect on the activation energy.

In order to obtain an understanding of technologically important defects in the inter-
face, this is discussed in details in subsequent chapters. This includes the model systems
for future carbon vacancy studies (chapter 6) and carbon interstitial defect studies (chap-

ter 7).
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Figure 5.1: Schematic diagrams showing: (a) the lattice structure of 4H-SiC. in 4H-SiC,
there are two inequivalent faces are indicated by the light blue plane (h and k-face for
C-face) and the light orange plane (h and k-faces for Si-face). (b) and (c) show the models
for the SiO,/(0001)4H-SiC and SiO,/(0001)4H-SiC interface, respectively.

5.2 Computational Details

Chapter 2 describes the modelling parameters and algorithms used to optimise a com-
putationally feasible study. In this section, the results of chapter 2 were leveraged to
obtain the base simulation parameters, the basis set (see section 3.1.3), the band struc-
ture (see section 3.2.3) and the minimum energy path for the diffusion processes of V¢
(section 3.2.5). The same computational approach as used in chapter 4 was deployed to
model the SiOy/4H-SiC(0001) and SiO,/4H-SiC(0001) systems.

A model structure of a SiO2/(0001)-4H-SiC was created using the AIMpro software,
and optimised to run computationally feasible simulations. For this purpose, the minimum
cross-section of the structure determined the number of Si and C atoms per atomic plane.
In this study, an optimised cross-section was found to include one atom of (Si or C)
and there were eight C and Si atoms per layer; the in-plane footprint was repeated for
each in-plane direction to yield 32 atoms of Si and C per layer, with five layers in total.

This resulted in the basic interface model, which included a total of 204 atoms, as shown
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in the figure 5.2. A thin layer (48-atoms) of SiO,, situated on top of the Si-face of a
128-atom 4H-SiC slab, was taken to be the initial structure (the number of atoms in the
thin layer and 4H-SiC slab thickness were used as parameters for optimisation). The
lower layer of the 4H-SiC slabs were saturated with 24 hydrogen atoms to remove their
surface states, as were the dangling bond sites of the SiO,. Furthermore, the bottom Si,
C and H layers are held fixed in the simulations to mimic the long range constraints of
the bulk SiC. The angles and bond-lengths were concurrent with the bulk SiO structural
parameters. Therefor, this system was similar to a previous modelling study of the same

system type [21].

The computational model for this study included three sets of s and p Gaussian func-
tions, totalling to 12-functions per H atom. The Kohn-Sham functions were expanded
using the Gaussian basis sets (see section 3.1.3). The wave function and charge density
were expanded in terms of Gaussian orbitals on 40 function per atom (four sets of Gaus-
sian up to and including d-functions), and were optimised to represent both Si and O in
SiO,. The wave function was expanded in terms of Gaussian orbital, using 28 functions
per atom basis sets, which were used to represent Si and C in the 4H-SiC slab (see sec-
tion 3.1.3). Controlled calculations were performed using bulk 4H-SiC supercell, which
were comparable to the SiC section of the slab model. Relaxation was performed until
the interatomic forces were below 0.016 eV. The Brillouin zone was sampled with a MP
grid of [5 x 5 x 4] k-points, which was converged to better than 1meV /atom. To ascertain
a computationally optimised sample size (see section 3.1.3), the total energy of the struc-
ture was calculated as a function of sample size, with the I' point, which yielded energy

differences, converging to roughly 2 meV (used in the remainder of the study).

5.3 Results and Discussion

In this section, we present simulation results to address two key points about the numerical
reproduction of two structures: 1) SiO bulk structure, 2) 4H-SiC (0001) slab structure.
In the latter case, an investigation of the choices related to various converged parameters

is undertaken, including activation energy convergence using the 4H-SiC slab thickness.
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Figure 5.2: Schematic illustrations of Si0,/(0001)4H-SiC.

5.3.1 The SiO5 bulk structure

This section outlines the optimisation of the numerical approach and computational model
required to model the SiO5 bulk structure. Specifically, the principal computational results
related to the bond lengths and the angles in the SiO 5 structure was compared with the
literature studies [21, 76]. In this study, the amorphous form of SiO, is modelled as
an alpha quartz (a-quartz)structure, and was chosen due to its known stability at room
temperature and its similarity to the underlying hexagonal pattern within the 4H-SiC
substrate [90].

The SiOs structure was simulated as a primitive cell containing nine atoms: six oxygen
and three silicon atoms, and each O-atom had two Si neighbours. Table 5.1 presents the

calculated geometric parameters, including the lattice constant, and bond lengths for DFT
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optimised for the SiO, structure. Theoretical and experimental values were also included

in the table for the comparison purposes.

Property Current calculations Theory [21] Experiment [91]

ag 9.06 9.09 9.29

c 10.03 10.12 10.29

0O-Si 1.63 1.66 1.61
LS1—0 — St 132.87° 137.10° 143.87°
L0 —51—0 109.75° 109.50° 109.47°

Table 5.1: Calculated (Current calculations), experimental and theoretical values of the
lattice parameters (ag and ¢) (A), the bond-length (A) and the bond-angle of the SiO,.

The theoretical data and experimental is taken from previous studies.

All the O-Si—O angles were very close to the ideal tetrahedral value of 109.45 ° [21,
91, 92| (table 5.1). However, the calculations show that the average of Si-O-Si bond
angle was 132.87°. The Si-O-Si band angle can be extending from 110° to 180°, which
reflects the significant flexibility of this configuration [93]. This result deviated slightly
from the experimental values, which resulted in the less expanded lattices. The lattice
parameter calculation is comparable to the experimentally observed values and agreement

with previous calculations [91].

5.3.2 The model of the SiO,/(0001)4H-SiC

The two faces, i.e. the C-face, (0001) and the Si-face, (0001) of interface orientation for
the 4H-SiC slab were compared for each face s interface structure with two non-equivalent
C (in Si-face) or Si (in C-face)sites per unit cell, as shown in figure 5.1. Accordingly, the
topmost C or Si layer configuration can include the atoms in the h-face or k-face in the

4H-SiC crystal structure.

5.3.2.1 Clean interface parameters

As discussed in the section 5.2, a 4H-SiC layer is placed on the top of the SiO, layers.

After optimisation of the atomic positions, the resultant SiOs layers covalently bond to
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the 4H-SiC layer (as shown in figure 5.3). During the interface optimisation of the ideal
structures, it was found that the geometrical arrangement of the surface atoms were the
same as for the 4H-SiC bulk structure. It was therefore concluded that the relaxation
changes has an impact up to the interlayer spacings but not beyond; the surface unit
cell does not change [94, 53|. Figure 5.3 shows the side views of the interface structures,
where the first layers of each face are different. Table 5.2 summarises the simulated in-
terface layer distances with respect to the ideal 4H-SiC bulk structure distances. The
negative signals the presence of a contraction, while a positive sign signifies expansion
of the interlayer spacing. The topmost Si atoms of the Si-faces moved by 0.02 A, while
the topmost C atoms of the C-faces led to an inward displacements of 0.09 A, compared
to the interlayer 4H-SiC bulk distance. The deeper layers showed insignificant relaxation
and were in fair agreement with the results of previous studies [95] for both Si- and C-
faces. Furthermore, the relaxation of the interlayers in the z direction was calculated
to be relatively insignificant, with a hight of 0.02 A as its position in bulk material (ta-
ble 5.2). The third layer was found not to have any displacement of atoms at all, and all
similarly, all subsequent layers remained in their bulk-like positions, where comparable
displacements were reported here [95, 96], and when compared quantitatively, showed an
excellent agreement. It should be noted that the k-face generally exhibited an inward
relaxation, while an outward relaxation was observed for the h-face in both the C and Si
faces. Additionally, it can be seen that the Si-face exhibited a lower effect of the interface
layer, compared to the C-face. It is noted that the variations in the interlayer spacings
for near layers associated with the C-face were different to those for the Si-face interface,

but showed a similar trend.

The structure of a Si05/(0001)4H-SiC interface was simulated using the alternating
slabs. There were two important considerations when modelling this structure: a) the 4H-
SiC crystal slab had to be thick enough to prevent relaxation of atoms near the SiO,, and
the position of atoms can be fixed to their positions in the bulk material to a specific depth
within the surface (common practice, as reported previously in [97]); b) the vacuum region

between the two slabs should be wide enough to isolate the two slabs (see section 3.1.4).

In order to determine an optimised slab thickness, a convergence test was conducted.

As discussed in the section 5.2, the basic interface model included a total of 204 atoms with



T6CHAPTERS5. STRUCTURAL MODELS OF THE SIO,/(0001)4H-SIC INTERFACES

C-face (h) C-face (k) y_l'x

(b)

Figure 5.3: Schematic diagram showing a side view of the Si-face at the SiOy/4H-SiC
interface. Grey, yellow and red atoms represent C, Si and O respectively. Relaxed atomic
geometries for the SiOy/(0001) 4H-SiC interface, with: h-face and k-face. Also, the figure
shows the differences in the z-position for pairs of atoms given in each layers in the

interface. All distances are given in A.
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Face dyo dsy  ds¢ 213 235
C-face (k) -0.09 +40.02 0 -0.02 0
C-face (h) +40.05 -0.02 0 -0.01 0
Si-face (k) -0.03 +0.01 0 -0.02 0
Si-face (h) +0.02 -0.02 0 -0.01 0

Table 5.2: The atomic geometry of the 4H-SiC interface for the structure, compared to
the ideal 4H-SiC bulk structure, where d;; refers to the distance between interface layers
numbers, while z;3 refers to the distance between the positions of two atoms in different
layers, as shown in figure 5.3. The negative sign refers to a contraction and the positive

sign indicates an expansion of the interlayer spacing. All distances are given in A.

32 Si—C atoms in each extended layer in the z-direction. The number of atoms per slab
(including both SiC and SiO,) were systematically varied by including additional layers
in the SiC. The resulting systems contain 204 (basic), 268 and 332 atoms. The energy
difference between the non-equivalent forms where the Si-layer of the SiC connected to
the SiO, is either a set of h-sites or k-sites was found to be within 1 meV of 27meV per
atom at the interface for all cell sizes. The difference in energy arises from the detailed
differences in bond-polarity in at the interface and at the lower surface, so should not be
interpreted as having a direct meaning for a SiC/SiO, interface. However, the fact that
the energy difference is very weakly dependent upon the number of SiC layers provides
some confidence that even the basic structure is not significantly affected by the cell
size. To summarise the results of this section: the Si-face is most commonly used for the
growth process [98, 26, 4, 2|. After building the structure of the interface varied with
all the possible configurations, the next step was to introduce where the V¢ at a range
of non-equivalent sites. In this study, calculations for the geometrical differences of the

bond length deviation in each of these faces (h and k) were examined.
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Figure 5.4: Schematic diagrams showing: a side view of the Si-face (0001) at the SiO,/4H-
SiC interface; grey, yellow and red atoms represent C, Si and O respectively. The 4H-SiC
slab is linked with the oxide layers on the top of the slab. The (a) 204 and (b) 268-slab

thickness.
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5.3.3 Investigation of defects at the SiO,/(0001) 4H-SiC
5.3.3.1 Model of the V; at both non-equivalent sites

In order to include the model of Vi at interfaces, DFT calculations were performed.
Firstly, atomic geometries were optimised following the introduction of the vacancy, and
compared with the defect-free interface structures. Table 5.3 provides the results of a
statistical analysis of the the silicon atoms’ positions, which were located adjacent to the
first interface. The displacement in the [0001]-direction, relative to the location of the
comparable atom in the defect-free slab, was calculated. For the Vél 7 deformation was
represented by the tabulated data, which was consistent with the immediate proximity of
the vacancy, and the three silicon atoms involved in the reconstruction.

It was therefore expected that there would be displacements in both the [0001] and
[0001] directions, ranging over only slightly less than 1A in both the faces. Table 5.3
presents the results of a statistical analysis of the silicon atom locations adjacent to the
first oxygen layer. For each face, the displacement in the [0001]-direction was calculated,
relative to the location of the comparable atom in the defect-free slab. The z coordinate

for Si atoms had a wider range of 0.06 A, respectively, for the h and k faces.

Defect Range SD(z)

VAL 0840 0.07
Vi 0.880  0.04

Table 5.3: Range and standard deviation (SD) for the Si-face displacements of the Si
atoms in the SiC bonded to the first layer of the SiO, as a function of the vacancy

location. All values in the table are in A.

5.3.3.2 Migration barrier non-equivalent at both sites

The diffusion process for the carbon vacancy at the interface between 4H-SiC and SiO,
was simulated, based on the NEB simulations, [60, 61] (see section 3.2.5). The migration
of the carbon vacancy through the SiC lattice was simulated as a direct movement of the

same atom type (either h or k) from a neighbouring site. Vacancies in the first C-layers for
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both the faces h-face and k-face are denoted as Vch ! and Vck ! respectively. The blue curve
in the figure 5.5 shows profiles for the diffusion of the Vckf in the k-face. The diffusion

pathway of the Vi in both the faces was observed as being independent to the faces.

The migration energy barrier for the current simulations was found to be 3.82 eV for
the h-face and 3.84 eV for the k-face. In contrast, as presented in the chapter 4 the energy
barriers of Vi in the 4H-SiC bulk were calculated to be 3.33 eV and 3.34 eV for the h-
and k-sites, respectively, which was found to be higher by 15% for both the faces. It can
be further concluded that the energy barrier increase resulting from the relaxation effect
at the interface can serve as a source of the additional energy required for the diffusion
process [99]. More details on the diffusion process are presented in chapter 6. Based on
the diffusion and geometric studies, it was further concluded that the (0001)-interface

between 4H-SiC and SiOs can be constituted of as a layer of Si-face at the k-face.

4 —6— k-face |
| —6— h-face |
3, -
> |
N
8 2+ .
o
o
=
S L i
1, -
0, -
| | | | | | |
1 2 3 4 5 6 7

Diffusion path image number

Figure 5.5: Calculated diffusion barrier using the cNEB method for the carbon vacancy
defect in both the k-face and h-face at the SiO2/(0001)4H-SiC. Vi position in the first

layer at the interface.
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5.3.3.3 Activation energy of the Vi with the slab thickness

Activation energy convergence is an important criterion to fix the model’s structure.
Based on the conclusions derived in the previous sections, the SiO,/(0001)4H-SiC at the
k-site was considered a good model structure, and could be tested for the activation en-
ergy convergence. The energy of the reaction energy was investigated and is presented in
the table 5.4, which shows the total energy difference of the V; in each layer according to
slab thickness variation. Vacancies at the C-layers alongside increasing distance from the
interface are denoted as V3, V2, V& and V(3. For this study, layers one and three were posi-
tioned at the h-site, while the layers two and four were located at the k-site. Calculations

were carried out for three different slab thickness: 204, 232 and 332 respectively.

The 204-slab had previously been tested provided an accurate description of Vi at
the interface (including the 128 Si and C-layer), and could be selected with only two first
layers to introduce the Vi defect. Calculations show that for the Vi, defect, the difference
in the total energy between two carbon atoms (V¢, with the next carbon-neighbour in the
z-direction) in the first to second layer was only 0.27 eV higher than the corresponding
energy between the h- and k-sites in the bulk 4H-SiC (as previously obtained in chapter
4). However, the same investigation, when conducted on the second to third layers, for
Ve, a difference of 0.06 eV lower than that in the top layer was found, and therefore was
higher in comparison with the bulk. The energy values remained almost constant when
the number of 4H-SiC slabs were increased, and thus, it was concluded that the energy
was independent of the slab thickness. It is further noted that for the 268-slab in the,
a smaller value of carbon vacancy difference was obtained in two non-equivalent sites on

the 4H-SiC bulk.

Figure 5.6 shows the diffusion energy profiles between the neighbouring sites in a basal
plane for the first layer as a function of slab thickness for each of the interface slab.These
profiles were compared, together with the bulk 4H-SiC slab (dotted purple line). The
diffusion profiles for the 204, 268 and 332 atoms slabs are seen to be converge with the
slab thickness. Based on these investigations, it can be concluded that the slab thickness

have an insignificant impact upon both the shape and the magnitude of the energy barrier.
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No. layers Vacancy positions AFE

203
1 Vo, 0.279
2 Ve, 0.061
267
1 Vo, 0.285
2 Ve 0.055
3 Vo, 0.027
331
1 Ve, 0.284
2 Vo 0.055
3 Ve, 0.025
4 Voo, 0.013

Table 5.4: The effect of slab thickness (number of Si-C layers) on the total energy
difference of Vi between two neighbouring sites of carbon layers in the vicinity of a
Si04/(0001)4H-SiC interface interface, as indicated in the figure 5.4, (V¢ indicate the

vacancies in the ii layer (odd layers are h-site and even k- site).

5.4 Chapter Summary

Understanding the nature of carbon defects represents is key to the devising of strategies
to improve the functionality of semiconductor SiC devices functionality. This chapter
aimed to simulate (using AIMpro software) and determine a model structure system for
the Si02/(0001)4H-SiC interface, for use in future studies on carbon vacancy research

(chapter 6) and carbon interstitial defect studies (chapter 7).

The model system is defined as a system that can be simulated consistently, with
invariant results, and with the least computational requirements. Slab thickness is one of
the main parameters that may vary. Furthermore, a comparative study of the diffusion
of carbon vacancies at the h- and k-(0001) faces of the SiO5/(0001)4H-SiC interface was
conducted. Calculations showed no significant difference between these interfaces, but a

diffusion energy was found to be greater by 15%, compared to that in the bulk 4H-SiC
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Figure 5.6: Minimum energy paths for the Vi are in the interface, while the blue, orange
and yellow lines show the diffusion pathway profiles for slabs containing 203, 267 and 331
atoms, respectively. The dotted purple line represents the high barrier of bulk 4H-SiC.

structures. It is , however, not clear whether a carbon vacancy, as it moves into the deeper
interfacial layers, will stabilise or not. In the next chapter, details of the geometry and

electronic structure of the vacancy (as it moves in the interfacial layer) will be provided.
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Chapter 6

Analysis of V-~ at the
Si0-5/(0001)4H-SiC interface

6.1 Introduction

As discussed in chapter 1, the surplus C-atom, produced at the SiO,/SiC interface during
the formation of SiO,, can be diffused into the 4H-SiC, annihilating the pre-existing V(.
This will lead to the observed reduction of DLTS centres [2]. Furthermore, these defects
are believed to be the origin of the high interface trap density in the bandgap, which

subsequently resulted in charge trapping and Coulomb scattering at the interface [17].

It is understood from existing literature studies that the origins of the interface defects
at the transition layer between SiOy and 4H-SiC remains a matter of debate, particularly
regarding the existence of an Si-O-C interlayer [100]. The real point of contention is
whether there exists a thin interlayer with increased carbon concentration between the
interface layer, and on the either side of the 4H-SiC bulk slab or SiO, slab. Previously
conducted HRTEM and EELS analyses have lead researchers to conclude that on either
side (a) the existence of the interlayer or (b) refuted it and establish an abrupt transition
from the interface and bulk slabs. Layer thickness is shown to be proportional to the
SiC/SiOs consumed during the oxidation process. A contrary conclusion is provided by
Pippel et al., that is, the HRTEM and EELS analysis conducted by the group revealed
no such layer, and found a rather abrupt SiC/SiOs transition, with no excess carbon

clusters or layer formations [101]. The claim of an abrupt interface is further supported

85
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by Hatakeyama et al. [102], regardless of oxidation conditions and/or crystal orientation.
It was further concluded that the defects exist intrinsically in the SiC/SiOs interface layer,
rather than being situated in the transition layer. A similar conclusion was reached by
X-ray photoelectron spectroscopy studies conducted by Ekoué et al., where no transition
layer or carbon clustering was observed following a reduction in Si bond angle by 30%

[103], after re-oxidation. This chapter is based on this leading hypothesis.

Previous atomistic simulations [76] of the SiOy/4H-SiC interface have explored the
energy levels of different configurations of carbon-related defects. In one of the carbon
related defects, the carbon vacancy at SiO,/4H-SiC interface accommodated 2(O)-atoms
to form a Vo Og defect. However, one of the O-atoms replaced carbon and linked with the
four Si neighbours, while the remaining oxygen buckled out toward the oxide phase. PAS
(positron annihilation spectroscopy) studies by [76] previously experimentally reported
this defect, and concluded this was similar to the A centre V5 defect in Si, but electrically
inactive. However, Pippel et al. contradicted this, and explaining that the regions near
the SiOy/4H-SiC were expected to be electrically active, and could have given rise to the
interface states observed [38]. Furthermore, [76] lacks an important discussion regarding

the properties of the structure for individual Vi defect.

A model system and the parameters for studying the V; in bulk 4H-SiC were estab-
lished and reviewed in the previous chapter of this study (section 4.3.1.1). The model
structure provided a basis for the information in chapter 5 on the diffusion at the SiO,/4H-
SiC interface. It was concluded that the SiO5/4H-SiC interface is hindered, with the over-
all activation energy being roughly 0.5 eV (15%) higher than the corresponding migration
barrier of this native defect in bulk 4H-SiC. In this chapter, the carbon vacancy defects
will be studied and will be computationally created at the SiOy/4H-SiC interface (refer
to chapter 5). This modelling approach enables capturing the specific interface related
effects, including the structural relaxation, the bonding rearrangement and the electronic

structure of the vacancy as it moves in the interfacial layer.

Based on this modelling work, the origins of the dependence of the activation energy
upon proximity to the SiO,/4H-SiC interface will be explained in terms of stabilisation
of the vacancy in the immediate interface and an increase in the transition state energy.

Furthermore, the carbon vacancy at the C-layers become increasingly distant from the
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interface of Vi from the SiO,/(0001)-4H-SiC interface, parallel to the interfacial plane (as
shown in figure 6.1) would be simulated and studied in detail in this chapter. Finally,
three types of structural relaxation upon the non-equivalent site at the interface will be
investigated, and the first, second, and third position are referred to V¢, V3 and V3. This

chapter’s results and discussion are associated are the work published here [99].

Si0,

3
-
&

ﬂ'& :

gl

4H-SiC

Figure 6.1: schematic of the SiO2/(0001)-4H-SiC interface structure used for this study:
white, red, grey, and yellow, and white spheres are H, O, C and Si respectively. The

numbers within the arrows indicate the layer number.
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6.2 Computational Method

This chapter studies carbon vacancy defects in the deeper region of the interfaces. To
this end, the SiO5/(0001) 4H-SiC system was simulated using the slab-geometry approach
(details in section 5.3.2). Carbon vacancy can be simulated by computationally removing
any of the C-atoms in the structure.

In order to study the effect of layers at which carbon defects occur, removal can be
simulated using any of the three C-layers, according to an increasing distance from the
interface. The nature of the vacancy is also explored based on whether the vacancy is
initially located at an h-site (odd-numbered layers) or a k-site (even-numbered layers), as
shown in figure 6.1.

All calculations were carried out using the density functional technique, as imple-
mented in AIMpro (described in chapter 2 and chapter 3) including the basis set (see
section 3.1.3, band structure, and electrical levels, which were estimated by calculating
formation energy (see section 3.2.3) and the diffusion processes of Vi (section 3.2.5). The

same computational approach was deployed to model the Si02/4H-SiC(0001) system.

6.3 Results and discussion

6.3.1 Modelling structures of V¢ at the SiO,/4H-SiC interface

Table 6.1 presents a comparison of the carbon vacancy at the interfaces against the V
in the bulk 4H-SiC at the cubic and hexagonal lattice sites in the neutral charge states.
The corresponding values of the V# and V& were based on the computational study of
4H-SiC bulk presented in the chapter 4.

In order to study the geometrical structures of V; as in section 4.3.1.1, the following

sections provide more details of the defects in each layer.

6.3.1.1 VL in the first layer

The carbon vacancy in the first layer was simulated by removing one carbon atom from
the topmost layer (h-site of the 4H-SiC slab). Many possible sites have been tested to

investigate the Vi structure at the interface shown in figure 6.3, with values presented in
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Position of Vo dl  d2 d3 d4 d5 db6

Ve 13 42 -1 42 48 -11
%1 8 -1 0 +3 +2 -10
Ve 9 41 0 +2 +2 -10
VE 12 -1 0 42 43 -8
% 120 -1 41 41 42 -9

Table 6.1: Relaxation around the Vi in 4H-SiC given in (%), compared to the ideal
tetrahedral distance between NN silicon atoms V. Distances d1-d6 are labelled according
to figure 6.2. These values indicate how much each of the the other sites were higher
(positive) or lower (negative), relative to the Si-C distance in pure 4H-SiC (3.06 A) in

our computational approach).

Figure 6.2: Schematic atomic tetrahedron structure of SiC indicating the distances of NN

atoms around d1-d6 are used in tables 6.1.

table 6.2. Labels (1-9) indicate non-equivalent sites examined within the interface. On
the carbon vacancy at the first layer, it was found that the different energies associated
with the carbon vacancy defect, as per the labels 1 and 2 (V(,,), and between 2 and 3
(Vieys ), were situated at 0.27 eV and 0.14 eV, respectively, which is higher in energy than
the other sites. These findings can be employed to indicate that the geometric properties
of the Vi at this layer was also investigated. Calculations from the simulations showed
that the displacement of the parallel Si atoms around the defect was lower, due to the

presence of the nearby SiO, layer. The results also show that a pronounced movement of
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two Si atoms towards each other was observed and led to the formation of Si-Si covalent
bonds (discussed in section 4.3.1.1). It is further noted that the Si-Si bonds formed (2.77 A
and 2.76 A) were shorter than the inter-nuclear separation of nearest silicon neighbours in
SiC (3.07 A)and 2.76 A. Furthermore, the Si reconstruction of the dangling bond formed
a defect level state in the band-gap (see figure 6.5).

4H-SiC
k-site __ h-site

h-site __

Figure 6.3: Projection of optimised structures of the at the SiO5/4H-SiC interface. Labels

1-7 indicate the V( sites investigated.

Position of Vo AFE

layer(1) Vo, 0.27
Vou, 0.14
layer(2) Veus 0.04
Vo, 0.05
layer(3) Vs 0.02
Ve 0.01

Table 6.2: The energy differences AE in (eV) associated with the different sites of V. The

position of Vi as examined for the sites are illustrated in figure 6.3

The evidence for the impact of relaxation of the equilibrium carbon vacancy structure
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at the first layer at the interface was observed in the electronic structure (figure 6.5-a). A
single occupied state, which was related to Si-Si bonds reconstructions, derived derived
from a splitting of the three-fold-degenerate state of the unreconstructed structure V&
(figure 6.5a). This occupied state was showed an anti-bonding combination of orbitals
from the two Si-Si covalent reconstructed bonds [99], as illustrated in figure 6.5. The
band structures of V¢ (vacancy at the interface) and V{ (at bulk 4H-SiC) show that the
highest occupied band was located at to the valence band for the V.

On the other hand, the structure around a defect in the amorphous SiO, oxide relaxed
much more easily and an anti-bond stabilising the system was accommodated [104]. This
is probably a consequence of the weak interaction between Si-Si bonds that can result in
a small difference by roughly 0.2 eV (see figure 6.5) compared to the unrelaxed structure.

The second observation indicates that, the chemical nature of the atoms also, has an
impact on the splitting between occupied and unoccupied levels. This means that, for an
unrelaxed structure, the carbon vacancy in the first layer forming a Si-Si bonding level
is located at the top of the valence band (see figure 6.5-b). This level moves into the
band gap for stronger reconstracaion Si—Si bonds, and as a result, the anti-bonding level
remains in CB near the edge (see figure 6.5-c), causing a large separation between the
occupied and unoccupied levels, as indicated in [99].

As discussed in the previous sections, this occupied gap-state is dominated by an
anti-bonding combination of orbitals from the two Si-Si covalent reconstructed bonds
(figure 6.6). Comparing the band structures of V% and V¢ shows that the highest occupied
band is closer to the valence band for the vacancy at the SiO,/4H-SiC interface which is

consistent with the strengthening of the reconstructed bonds.

6.3.1.2 V¢ in the second layer

Based on the figure 6.3 and the values presented in the table 6.2, it was found that with
the carbon vacancy in the second layer, the difference in associated energy as per labels
4 and 5 (Vg,,), was 0.04 eV, whereas the difference in energy between 5 and 6 (V¢,,) was
0.05 eV. This confirms the environment of V¢ then site V2, which can be considered as
being relatively a uneffected by the oxide layer.

The schematic of Vi in the second layer is shown schematically in figure 6.7, in which
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Figure 6.4: Atomic structure indicating the local arrangement of the Vi labelling recon-
structed Si-Si bond-lengths (A) for Vi in bulk 4H-SiC and in the first carbon layers in
the vicinity of a Si04/(0001)-4H-SiC interface, C, O and Si atoms are shown in grey, red

and yellow respectively.

is compered with the schematic in bulk SiC. It can be seen that the bond length for the Si
atom pair in the second layer at the k-sites (2.81 A) was greater than the Si-Si bond length,
due to the carbon vacancy at the bulk. This is related to the nearest silicon neighbours
in the basal plane which is linked directly with the Si interface (2.77 A). A decrease in
the bond length related to the Si—Si pair in the c-axis (2.67 A),Which is slightly higher
compared with V¥ (2.68 A and 2.77 A), was also reported (in line with the finding in
chapter 4). The main structural parameters of the relaxed defect models are summarised

in table 6.1.

It can be further observed from the electronic structure of V& (figure 6.8) that the
locations of the occupied band for V2 and V¥ were very similar. Therefore, this result
shows that, a qualitative investigation of band structures between two vacancy defects
was similar, while quantitatively. The data for V¢ in the second layer are smaller than
for Vi in the first layer, so that despite the relatively less favourably reconstruction. The
relaxation at the interface provides a stabilising effect resulting in a lower energy thanV(
in bulk, reinforcing the role of the interfacial relaxation in the stabilisation of V in the

second layer [99].
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Figure 6.5: Electronic band structures of Vi bulk 4H-SiC and at the SiO5/4H-SiC interface
slab: (a) V&, (b)V&4, and (C) VZE. Occupied and unoccupied states are depicted as
solid blue and red lines respectively, with the envelope of the band-structure for the
corresponding defect-free case shown by the underlying shading.The underlying shaded
regions show the electronic band structure for the corresponding bulk 4H-SiC (128-atoms)
and interface (268-atoms) The energy scale is defined such that the valence band maxima

are at zero. Only states in the region of the band-gap are plotted.
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Figure 6.6: Schematics showing wave function isosurfaces for the highest occupied bands
of V& and V{ (figure 6.5). Red and blue isosurfaces represent positive and negative
wave function components, respectively. Yellow, grey and red atoms, are Si, C and O,
respectively. The horizontal direction is approximately along [1100], and the vertically

upward direction is [0001].
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Figure 6.7: Reconstructed Si-Si bond-lengths (A) for V¢ in bulk 4H-SiC and in the first
carbon layers in the vicinity of a SiO5/(0001)-4H-SiC interface

6.3.1.3 V¢ in the third layer

Based on figure 6.3 and the values presented in table 6.2, it was found in the V3 at
the third layer, that the difference in total energies between 7 and 8 (Vi,g), (Viog) lie
at 0.02 eV and 0.01 eV, respectively. The defect in this layer was reasonably matched
to the results obtained from the 4H-SiC bulk. Confirming this result by investigating
geometrical structures, the result of the differences between the V@ (at the interface) and
V& (in bulk), showed that the neighbouring pairs interacted had weaker interaction than
those in the first layer. In particular, calculations show that the change in the distances
of the next neighbours of Si atoms was unchanged from their distances in the 4H-SiC
bulk, as shown in table 6.1. It is concluded that Vi bonds behave like those in the bulk
system and relaxation around defects at this site tends to be similar corresponding to
pure 4H-SiC. It can be further observed from the electronic structure of the V@ defect
(figure 6.10) that a weak interaction between Si-Si bound results in a similar energy level
state corresponding with the bulk 4H-SiC (see section 4.3.1.1). This presents a reference
for the diffusion calculations that will be presented later in this chapter.

Table 6.3 lists a statistical analysis of the locations of the Si-atoms adjacent to the first
O-atoms layer. For V the deformation represented by the tabulated data is consistent
with the immediate proximity of the vacancy and three of the Si atoms analysed are

involved in the reconstruction. Therefore there are displacements in both the [0001] and
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Figure 6.8: Electronic band structures of V- bulk 4H-SiC and at three sites in the SiO4/4H-
SiC interface slab: (a) V&, (b) VZ. Occupied and unoccupied states are depicted as
solid blue and red lines respectively, with the envelope of the band-structure for the
corresponding defect-free case shown by the underlying shading. The energy scale is
defined such that the valence band maxima are at zero. Only states in the region of the

band-gap are plotted.
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Figure 6.9: Reconstructed Si-Si bond-lengths (A) for Vi in bulk 4H-SiC and in the third
carbon layers in the vicinity of a SiO5/(0001)-4H-SiC interface

Ve Position Range SD(z)

layer (1) 0.840  0.161
layer (2) 0.213  0.053
layer (3)  0.084  0.026

Table 6.3: Range and standard deviation (SD) of the Si- atoms in the [0001] displacements

in the SiC bonded to oxygen in the SiO, as a function of the position of the V(, all values
in A

[00017] directions, ranging over slightly less than 1 A. This result confirms that the carbon
vacancy defect at the second layer was smaller than for the first layer but greater than
for V2 [99].

The defect observed was more stable than in the bulk, but the question as to how V¢
behaved during the process, such as an annealing process, remains largely unanswered.
However, the initial results of the migration process were obtained (according to the total
energy of defect in each layer at the interface) and the next section will provide more

detail in the diffusion process of those defects at the interface.
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Figure 6.10: Electronic band structures of Vi bulk 4H-SiC and at three sites in the
SiO,/4H-SiC interface slab: (a)V{%, (b)V3. Occupied and unoccupied states are depicted
as solid blue and red lines respectively, with the envelope of the band-structure for the
corresponding defect-free case shown by the underlying shading. The energy scale is
defined such that the valence band maxima are at zero. Only states in the region of the

band-gap are plotted.
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6.3.2 Diffusion of Vi through the SiO,/4H-SiC interface layers

6.3.2.1 Single hop for V. at parallel direction

In 4H-SiC, migration could be within the same layer (hh or kk) or in a perpendicular
direction (hk or kh). In this section, we study the diffusion of carbon vacancies by
calculating the activation energies required for carbon vacancies to migrate between two
sites (h to h at the first and third layers, or k to k at the second layer and the third path
diffusion from the first to second layer, as k to h).

Parallel migration of Vi within the same C-layer, V1 and Vi can be followed as: the
C1 atom is removed and moves to the next nearest neighbour C2. Similarly, migration
for 2NN happens as Vo — Vg (figure 6.3). Perpendicular migration of Vi along the
c-axis (from the first to the second layer in SiC slab) is described as: Vi — Vg, Several
possible reaction pathways have been tested to investigate the migration barrier of V; at
the SiO5/4H-SiC interface.

The magnitude of the diffusion barrier in the interface was found to be higher in
comparison to the bulk process (figure 6.11). A higher barrier can arise from changes in
the energy of (i) the equilibrium structures, (ii) the saddle-point or (iii) a combination
of (i) and (ii). The diffusion energy profiles was calculated to resolve the origin of the
increased barrier in the SiO5/SiC interface.

These results have been compared with those for the bulk 4H-SiC, as shown in fig-
ure 6.3. Two cases were investigated in each layer: firstly, when a carbon vacancy moved
to its next neighbour (2NN) in the direction (Vioy)—(Ves), second, when Vi diffused into
the next carbon in the next row (Vog)—(Ves). The calculated data for the activation
energy SiOs for each of these two possible migration routes is listed in table 6.4. It should
be noted that the barriers calculated using the interfacial slab were slightly dependent on
the pairs of sites between which the diffusion took place, due to the symmetry lowering
the effect of the SiO layer [80].

The diffusion parallel to the modelled interfaces was between k-site (kk) in the second
layer at the interface. This means the creation of Vi occurred by removing the C-atom in
the second layer at the interface. The energy barrier of diffusion was examined, yielding
3.8 eV, which was higher than the corresponding barrier in the bulk 4H-SiC, by 0.40 eV

(figure 6.11). This is probably a consequence of the the strengthening of the reconstructed
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Position of Vi Migration pathway FEp (eV) AFE

Diffusion pathway in basel plane

1 (Ver) — (Vo) 3.82  0.49
(Veo) — (Ves) 3.83  0.51

2 (Vea) — (Ves) 3.75 040
(Ves) — (Vis) 376 0.42

3 (Ver) = (Ves) 343 0.1
(Ves) — (Vi) 337 0.04

Diffusion pathway along c-axis

1—2 (Ver) — (Vea) 4.08 020
2—3 (Ves) — (Ver) 3.95  0.05

Table 6.4: Possible migration pathways for single V. The activation energy differences
AEFE in (eV) associated with the different sites of Vi in the bulk. These values indicate how
much each of the other sites is higher than the reference (in both both h-site and k-site
in bulk 4H-SiC). The position of V¢ as examined for the sites is illustrated in figure 6.3

bonds of V& bonds in this layer. Then, the distance required for the C-atom to move in
the diffusion process is greater. Although the paths are symmetrically distinct, the saddle

points are not.

Another point is that the barriers are higher in the first layer than in the third,
with the former showing a general reduction of 0.1-0.2 eV. This arises from delocalised
structural distortion stabilised by the presence of the vacancy. For a clear picture of
the variation, the energy of V¢ is larger than that of the initial structure by 0.22 eV,
suggesting that the reaction is endothermic. However, it is noted that this activation
energy is somewhat higher than the activation energy for the equivalent path in bulk
4H-SiC, which was calculated to be around 3.3 eV. Moreover, the activation energy in the
third layer resembles the energy from bulk 4H-SiC, which can be considered as a reference

for V- in a bulk-like interface environment.

Figure 6.12 illustrates the transition state of the defect structure can be illustrated.
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Figure 6.11: Minimum energy path energy profiles for three layers adjacent to the
SiO,/SiC interface (solid blue lines): (a) and (c) show hh-process (V& and V3), and
(b) shows the kk-process (V3). In each case the underlying red dashes show the energy
profile for bulk 4H-SiC (dotted red lines). The energy scale is set to zero for V. Symbols
show the energies obtained using the NEB method, with the lines joining them a guide
to the eye.

During the diffusion process, a carbon atom is lying midway between two carbon sites
during movement. This atom is bonded to three Si- atoms. One of the Si- neighbours is
3-fold-coordinated, while the other two Si-atoms are fully-coordinated. However, during
the diffusion process, the Si-sites adjacent to the two different C-sites can be involved in
this process. It can also three C-Si bonds (solid at the centre in figure 6.12), are shorter
for V& than for V% in bulk 4H-SiC. This is probably a consequence of the relatively easier

relaxation of the SiO,.

6.3.2.2 Single hop for Vi in the c-axis

We need to further examine whether the increase in energy was a consequence of the
simulation system, rather than a physical effect arising from the proximity to the interface.

Diffusion of Vi from the first layer to second layer along c-axis, (Vo1)—(Vos), as shown
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v

~_ Il

Figure 6.12: Schematic of V¢ in 4H-SiC in the neutral charge state, the saddle point
structure of of V&. The yellow and grey sites are Si and C, respectively, with the translu-
cent spheres indicating the carbon sites between which the C atom is moving. Si sites

indicated with spheres are those adjacent to the vacancy at either end of the process.

in figure 6.3). The energy barrier was found 4.08 eV, while the vertical distances of
the bond length Siy (the upmost Si-C bilayer) decreased (see table 6.4 diffusion pathway
along c-axis). This effect is marginally sensitive when Vi moves from the second to the
third layer at the interface because the effect of the SiO, layer is diminished. Thus, this
position at the interface can be considered as a reference for Vo in a the 4H-SiC bulk
as being relatively unperturbed by the oxide layer. It can therefore be concluded that
from figure 6.3 the increased barriers between the first two carbon layers arise as a direct

consequence of the interaction with the oxide.

The result indicates that the carbon vacancies position in layer 1 and 2 of the 4H-SiC
slab (figure 6.11) can move from their next nearest neighbour by 0.6 eV, which is a higher-
energy barrier than the diffusion barrier when the V¢ lies at sites 3 and 4. Calculations
of the migration barriers formed by V¢ in the first and second layers show that they were
higher in energy than the bulk reference, by roughly 0.5 eV. The data, therefore supported
the idea that the Vz can move more freely within a basal- plane via the h-site or k-site than
in the c-axis direction in the immediate interfacial layers, but that is hindered relative to

the diffusion in the bulk. Further, although there is a significant impact on the parallel
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migration, the energy barrier of the carbon vacancy at each site (Vg — Vir) in orthogonal
directions are a good match for the energys barrier. The resulting of those barriers are

plotted in figure 6.13.

4L i
3_ -
>
L 2L i
)
o0
=
5} - 4
=
=
1r —OE&—layer 1to 2 7
—&—layer 2to 3
— - bulk
0_ -
| | | | | | |

1 2 3 4 5 6 7
Diffusion path image number

Figure 6.13: Calculated migration barrier of Vi moving between C-layers at the SiO5/4H-
SiC interface via c-axis direction. The first process present as the (Vi) — (Veu) in
4H-SiC slab, as illustrated in figure 6.3, while the seconed process; (Voy) — (Vr).The
circles refers to the images used in the NEB calculations and The horizontal solid line

indicates the diffusion of Vi in bulk 4H-SiC in same process.

This observation is supports the view that the environment beyond the first Si-C bi-
layer from the SiO,/4H-SiC interface is very similar to the bulk SiC, and experimental
evidence for this is reported in [101].. Additionally, the conclusion supports the notion
that the mobility of Vi is lower in the vicinity of an interface with SiOy than in bulk,
which is consistent with a high density of trap in this region, as supported by experimental

findings [101].
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6.4 Chapter Summary

In this chapter, an investigation was conducted into the stabilisation and diffusion pro-
cesses of Vi within the SiC adjacent to the SiO2/(0001)-4H-SiC interface, by means of
DFT calculations, and implemented using the AIMpro software package. It was found
that Vi can form stronger Si-Si reconstruction bonds in the interface layer, while the
lowering of energy of band-gap states correlates with a lowering in the formation energy
of the defect in this site. C-layer studies were reviewed to better understand the stabili-
sation of the vacancy. The more distant vacancy from the interface (third layer), that is
similar to the activation energy profile was obtained for the hh process in bulk 4H-SiC.
The findings of this chapter also found that if the vacancy lay more than two SiC bi-layers
from the interface, its behaviour differed insignificantly from the equivalent bulk. In the
case of diffusion mechanisms, the interfacial layer had a higher activation energy, due
to the stabilisation of the vacancy and increased energy of the transition state. This is
linked to the destabilisation of the reconstructions, and reduced the rate at which the
vacancy was expected to migrate in the interface neighbourhood. Finally, it is noted that
the findings of higher barriers and the stabilisation of vacancies at the SiO,/4H-SiC inter-
face were consistent with a high density of trap in this region, as noted in experimental

observations [101].



Chapter 7

Carbon interstitials in the

Si0y/4H-SiC interface

7.1 Introduction

It has been established that the performance of semiconductor devices is negatively in-
fluenced by the presence of carbon interstitials [17]. Such regions near the SiOs/SiC
interface were expected to be electrically active and able to give rise to the interface
states observed [40](as mentioned in chapter 1). The origins of carbon interstitials can be
tracked by following the semiconductor manufacturing process, in which SiO, layers are
formed by the oxidation process of SiC layers. The free carbon generated during the oxi-
dation is incorporated into the growing SiO, layer as interstitials. Experimental evidence
suggests that carbon interstitials have been reported to reduce DLTS centres [74], as well
as resulting in additional deep-level defects (see section 4.3.2).

Supporting this idea, X-ray photoelectron spectroscopy (XPS) experiments have de-
tected graphitic regions in the SiC layer prior to oxidation [101, 103]; however, during
oxidation, these were dissolved, and it was further concluded that no graphite could be
found at the SiC/SiOq interface [105]. Pippel et al. [38] reported to have found no large
carbon clusters at the interface following a dry thermal oxidation process; however, the
carbon interstitials can be expected to appear as carbon dimers, or native oxide traps [74].

The DFT calculations implemented via the AIMpro software were previously es-

tablished in this thesis (chapter 5) as a validated numerical approach for studying the

105
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Si0,/4H-SiC(0001) interface. A model of the interface was previously described in chap-
ter 5. In this chapter, DFT calculations are further employed to provide insights into
the geometrical structure and the diffusion mechanisms of the interfacial defects at the
SiO9/SiC interface. In order to gain a deeper understanding of the carbon split-interstitials
in the interface, the carbon interstitial defects in the bulk are used as a reference (see se-

cation 4.3.2).

In the existing literature [76], an ab initio study of the SiO,/4H-SiC interface explored
the energy levels of different configurations of carbon-related defects. The experimental
findings suggest that D;; was mostly present in the lower part of the interface SiC band
gap. In particular, the authors identified the split-interstitials configuration as a possible
defect in the oxide, based on the energy levels in the SiC band gap, which is an electrically
active defect [82]. In subsequent work, Knaupet al. considered both intrinsic and C-

related defects on the oxide side of the interface [76].

A similar conclusion was reached by Dedk et al., whose computational study was fo-
cused on several oxidation paths related to C-defects, confirmed that carbon pairs were
detrimental to SiC-based device operations. Their calculations indicate that carbon in-
terstitials are expected to appear as carbon dimers or as carbon small clusters, not large
carbon structures [42]. They explain that the split interstitial defect also gives rise to a
deep-level state in the band gap. Subsequent work by Devynck et al. presented a compre-
hensive study for a wide range of the C-C pair configurations in the interface regions (in
SiC and SiO2). The data at the interface showed that the electronic structures followed a
similar pattern as in the bulk SiC. The defects, comprising sp? hybridised carbon atoms
in the bulk SiC, were identified as the origin of occupied energy levels in the mid-part

and upper-part of the SiC band gap [104].

However, these results did not address or discuss how inter-sites (k- or h-site) differ-
ences might provide different results. Furthermore, geometrical and electronic structure
differences were explored, but no studies related to the diffusion pathways were conducted.
It was further concluded that, despite a large number of defects related to the carbon inter-

stitial models could being identified, the main source of D;; remains unknown [104, 106].

From the existing literature [104, 106, 76, 42, 10, 18], it can be seen that there is a

knowledge gap regarding the carbon interstitial effects in the interface region. Using the
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AlMpro software, the main objectives of this chapter were formulated as follows:

1. Establish the geometric and electronic structure of the carbon split-interstitials at

the interface (three layers and their differences), and comparisons with the bulk.

2. Show the impact of the interstitial geometric properties on the energetics of the

split-interstitials at each site (k and h), as found in the bulk 4H-SiC.

3. Study the diffusion mechanisms of the split-interstitial defect in the vicinity of a
model interface between SiOy and the 4H-SiC-(0001), highlighting the effect of the

interface on (C-C); diffusion.

This chapter results and discussion are associated with the work published in [80]

7.2 Computational Method

All the calculations were carried out using the density functional technique (DFT), and
implemented using the AIMpro software package. The details of the software are described
in chapter 2 and chapter 3 and this includes the basis set (see section 3.1.3). The diffusion
processes of (C-C); (section 3.2.5). The same computational approach used throughout
this thesis to model SiC bulk was used to model the SiO5/(0001)4H-SiC system, using a
slab geometry approach. This was discussed in detail in the preceding chapter 5, in the

section 5.3.2.

7.3 Results and discussion

7.3.1 Modelling of (C-C)¢ the at the interface

The main objective of this section is to better understand the differences in the nature
of the carbon spit interstitials at the interfaces, with respect to the (C-C)¢ in the bulk
4H-SiC. In order to simulate these structures in the interface, the (C-C)¢ defect was com-
putationally introduced, and as the system was optimised or relaxed, these were subjected
to a large net relaxation, as be shown in the following section. The corresponding value

of the (C-C)¢ in the h-site and (C-C)¢ in the k-site were based on the computational
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study of the 4H-SiC bulk, as presented in chapter 4. Based on the geometrical structures
of (C-C)¢ presented in section 4.3.2, the simulation results indicated that the relaxation
around (C-C)¢ at the h-site tended to be slightly lower than at the k-site 4.3.2 in case of
bulk 4H-SiC.

The atomic geometrical structure around the defect in the interface was observed.
In order to show the effect of the presence of the (C-C)c on the surrounding Si-atom,
the present calculations of the geometric parameters for the carbon pairs as a function
of different distances (layers one, two, and three) on the neighbouring Si-C atoms are
presented. Those results were also compared with the corresponding defects in the 4H-
SiC bulk structures in both sites (h and k). The following sections provide more details

of the defects in each layer.

7.3.1.1 (C-C)¢ in the first layers

The geometric structure investigated for the bulk 4H-SiC was examined in the SiO,/4H-
SiC system, as shown in figure 7.1. The comparison of the geometric structure began with
(C-C)¢ at the first layer (figure 7.1-a). The process of the defect formation began with
the carbon split-interstitials involvement, with the first Si-atom plane of the 4H-SiC-slab,
located in the first C-layer, at the h-site of the 4H-SiC-slab (figure 7.1-a). As a result
of relaxation, the (C-C)¢ found its location at its equilibrium site in the first layer, at
the SiOy/4H-SiC interface; the split-interstitial had a similar co-ordination, as found in
the bulk 4H-SiC. The angles and distances parameters of the defective structures are also
indicated in figure 7.1. It is shown that the distance between the C-C pair was decreased
by 1% compared to the bulk 4H-SiC, and the distances between the carbon atoms of
the (C-C)¢ and Si/C neighbours were very similar within the structures. In contrast,
the angle parameters between the planes of the two C-atoms increased at a variation of
1% to 7%, in contrast to the defect structure in 4H-SiC. Despite the different chemical
nature of the neighbours of the paired carbon atoms in the (C-C)¢ defect model, Therfore,

the overall structure parameters remained very similar to the defect configurations in the

4H-SiC bulk, as shown in figure 7.1, This result agree with [107, 76].
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Figure 7.1: Schematic of the simulated atomic structures, indicating the angles and bond
lengths and angles of the (C-C)¢ at: (a) first layer at the interface and (b) the 4H-SiC

bulk. Grey, red and yellow atoms represent C, O and Si atoms, respectively.

7.3.1.2 (C-C)¢ in the second layer

There examination of structural information of the (C-C)¢ in second layer is considered.
The split-interstitial defect was introduced into in the second C-layer in the 4H-SiC slab,
as shown in figure 7.2(a).The difference of this configuration (25i ~C-C-3Si) comparing
with previous one in first layer comes from the positions of the Si atoms (k-site) bonding
to the C pairs. This was a key difference between the first and the second layer. The
coordination number (5) for the second layer was higher than the C—C pair surrounded
by five neighbouring Si-atoms, compared to the split pairs in the first layer, surrounded
by four Si-atom.

That means in this configuration, one carbon atom is involving with 3—silicon atoms
of the SiC slab in a plane (Siy 2.3, as illustrated in figure 7.2), and the other carbon pair
links with a two silicon atoms (Sis5) that position within the c-axis. This coordination
resembled in the equilibrium of the split pairs at the k-site in 4H-SiC (see section 4.3.2.2).
It was found that the bond lengths of the defect at the interface in the second layer were
longer than that of the bulk by 1% to 2%, and the angles were very different from those
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of a tetrahedron. Figure 7.2(b) summarises the distance and angle parameters of layer
two, in comparison to the bulk. It can be seen that the angle of the Si;—C—Si, increased
by 7% in comparison with the bulk, while the angle difference in the (C-C)-Siz was less
than 1%; this is in line with previous theoretical findings [104].

Figure 7.2: Schematic of the simulated atomic structures indicating the angles and bond
lengths and angles of the (C-C)¢ at: (a) the second layer at the interface and (b) the
4H-SiC bulk. Grey, red and yellow atoms represent C, O and Si atoms, respectively.

7.3.1.3 (C-C)¢ in the third layer

In the third layer, the structure of the defectremained very similar to the defect config-
urations at the h-site in the 4H-SiC, as shown in figure 7.3. For the defect model in the
third layer, the only slightly noticeable difference from the bulk was for the angle between
the two carbon spilt-interstitial defect, while the other structural parameters remained
almost unchanged. In particular, calculations showed that changes in the distances of
the next neighbours of Si atoms were unchanged, corresponding to the bulk 4H-SiC. This
presents a reference for the diffusion calculations, which will be presented later in this

chapter.
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Figure 7.3: Schematic of the simulated atomic structures indicating the angles and bond
lengths and angles of the (C-C)¢ at: (a) the third layer at the interface and (b) the 4H-SiC

bulk. Grey, red and yellow atoms represent C, O and Si atoms, respectively.

7.3.2 Diffusion of the (C-C)( interfacial layer at the interface

As illustrated in Chapter 4, the motion of (C-C)¢ as a split-interstitial configuration (C-
C)¢ process involves the motion of one of the carbon atoms in the initial split-interstitial
configuration moving to the adjacent basal-plane, yielding a barrier of 0.86 eV; this shows
good agreement with an existing study [108]. For comparison, an approach in which (C-
C)c might diffuse in the bulk was also examined in the vicinity of the SiO,/(0001)4H-SiC
interface. In order to study the motion of (C-C)¢ in the vicinity of the interface, two
cases were investigated. We assumed that the defect initially lay in the topmost carbon
layer, which in our model system placed it at an k-site; there are two possible steps: For
comparison, the approach in which in bulk might diffuse has also examined in the vicinity
of the SiO5/(0001)4H-SiC interface. In order to study the motion of at the vicinity of
the interface, two cases have been investigated. Assuming that the defect initially lies in
the topmost carbon layer, which in our model system places it at an h-site, in this study,
there are two possible steps: kh and hk, which means the (C-C)¢ moves from the first

layer (from k-site) at an interface to the second layer (h-site). While the second path is
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from the second to the third layer, as shown in figure 7.4.

7.3.2.1 Single hop for (C-C)¢ at the c-axis

Processes involving the motion of (C-C)¢ in the vicinity of the interface were modelled.
The initial step involved the topmost carbon layer in the interfacial layer, which in this
model system placed it at an k-site. The final configuration placed the (C-C)¢ at a h-site in
the second layer from the interface. The processes corresponding to those investigated for
bulk 4H-SiC were examined in the SiO2/4H-SiC system. The processes for the activation
energy of these migration process hops are shown in figure 7.5. The results showed that
the barrier relative form of the (C-C)¢ moving in the interfacial layer was lower than 1
eV, which is less than that of the motion from the corresponding bulk structure. This

configuration was used to define zero on the energy scale, as shown in figure 7.5.

Based on the atomic coordination network shown in figure 7.4, the C-atom in the first
layer was surrounded by three silicon atoms, and changed to four-fold coordination of
the carbon atoms in the split-interstitial configuration in the second layer. A significant
impact was observed on the energies, and the underlying geometry of the split-interstitials

at each site (k and h) was the same as found in the bulk 4H-SiC.

The mechanisms of the possible migration pathways from the second to third layer
have been further studied. For the overall energy barrier of the process of the carbon
split-interstitials, which is labelled 3-4 (figure 7.4), the maximum energy is approximately
the same for both the interfacial and the bulk processes. A comparison of the bulk and
interfacial energy profiles is shown in figures 7.5. For the second stage (3-4 in figure 7.5),
both the overall barrier shape and the absolute energies matched well, supporting the
view that the environment beyond the first Si-C bi-layer from the SiO5/4H-SiC interface

was very similar to the bulk 4H-SiC structure.

Experimental evidence [109, 76] reports that interstitial carbon produces trap states,
and it has been found that the region immediately adjacent to the SiO, layer is an ener-
getically favourable environment for (C-C)¢. This being the case, the build-up of carbon
in this region is expected to give rise to a potentially high concentration of interfacial

traps.
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Figure 7.4: illustration of (C-C)¢ diffusion at the SiOy/4H-SiC interface: (1) the initial
step (in k& site); and (2) the final step (in & site) between first and second layers in 4H-SiC
slab. while (3)(in A site) and (4) (in k site) step. This shows the diffusion process of
(C-C)¢ between the initial (3) and final (4) structures.

7.4 Chapter Summary

Using the DFT approach, the diffusion processes of (C-C)¢ in the vicinity of the SiO/4H-
SiC interface were simulated, and the results are presented in this chapter. It has been
demonstrated that the carbon spilt-interstitial structure effect, and the energy associated

with this, was extremely low. The (C-C)¢ from the interface. In contrast, the diffusion
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Figure 7.5: Minimum energy paths for in bulk 4H-SiC (dashed red) and interfaces (solid
blue). To facilitate comparison, the zero on the energy scale is defined as the k-site energy

at the end of the process.1-4 are as indicated in the labelling of figure 7.4.

(C-C)¢ at the first layer in the interface was strongly affected, with the interstitial being
energetically stabilised at roughly 1 eV, compared to the 4H-SiC bulk behaviour. This
stabilisation was expected to inhibit the injection of single self-interstitials into the bulk
4H-SiC. The processes by which oxidation resulted in the modification of deep traps within
the SiC remains to be fully understood, and thus this area may serve as a potential future

research direction.
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Chapter 8

Summary and Future Work

8.1 Conclusion

As mentioned in chapter 1, semiconductor devices have had a great impact on society by
enabling us to power any gadget that we use. However, it is surprising how much we are
limited by the choice of materials to help manufacture these devices. The ideal material
would function properly at high temperature and yet provide high power throughput.
Over the years, 4H-SiC has been a great candidate for these purposes due to its wide
band gap, and is easy to extract from its much abundant native oxide SiOs. A key
challenge undermining 4H-SiC as the material that underpins this technology is its purity.
Electrically-active defects (carbon-related defects) are common in these materials and
give used states located deep within the band gap arising from native defects in the
SiC, close to the SiOs interfaces. Most common of these carbon vacancy defects in the
4H-SiC bulk structure and the SiO9/4H-SiC interface are key challenges to overcome in
order to manufacture high efficiency semiconductor devices. Previously, understanding of
these carbon-related defects has been explored via DLTS experimental studies, but these
have been limited to observable and measurable aspects in [30, 65, 66, 33, 19, 3, 67, 68,
69]. Previous computational researchers have shown that experiments can reproduce the

underlying physics through first principle DFT models [19, 5, 34, 29].

In this thesis, a computational DFT study is presented specifically to understand the
geometric features of carbon vacancy defects and interstitial defects and their migration in

the vicinity of the SiO,/4H-SiC interface. The DFT theory was previously implemented
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in software developed by an emerging material technology research group at Newcastle
University. The code effectively determines the structure of an assembly of atoms by
solving Schrodinger equations for electrons by making a certain set of approximations.
In this thesis, the AIMpro simulations have been deployed to investigate the carbon
vacancy have been studies and the interstitial defects: structures, electrical properties,
and diffusion energetics. The modelling work in this thesis takes advantage of the periodic
boundary conditions for computationally feasible bulk and interface studies. Chapters 4-7
lay out computational studies with increasing modelling complexity, building on the work

from the conclusions of previous chapters.

These studies from chapter 4 validated the computational approach to model the
4H-SiC structure with the emphasis on the geometrical features of the different lattice
site configurations of the carbon related defects. The chapter also explored the diffusion
pathways of these defects and compared the results with computational studies from
the existing literature. It was found out via the bulk calculations that there is a slight
difference in the inequivalent lattice sites in the h and k bilayers in the unit cell, although
the difference between the energies of Vi is quite small. The difference was shown to
increase with the increase in the charged states due to the relaxation after the removal of
the carbon atom and the chemistry results in a covalent bond between the Si atoms around
the defect in the different charged states. The simulations studied the electrical activity
of Vi for the h and k sites at different charged states, supporting the assignment of the
double acceptor level to Z; o and E Hg /7 to the single donor level. Further simulations were
conducted to understand all the possible migration pathways: parallel and perpendicular
directions of Vi in 4H/SiC as well as variously charged states. Vi calculations in the
two different migration directions suggested that the Vi can move more freely along the
basal plane via the h and k sites, as opposed to the perpendicular direction. The energy
barrier for the positively charge states across all migration pathways is higher than that
for the negatively charged states. Furthermore, single and di-interstitial carbon defects
were successfully computationally reproduced. The electronic and the band calculations
were found to be in excellent agreement with the experimental and theoretical results.
These studies from chapter 4 provided a validation of the computational approach to

model 4H-SiC.
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Using AIMpro software and the same computational approach as in chapter 4, a
model structure system for SiOs and the SiO5/4H-SiC interface was simulated, for use
in the subsequent chapters on carbon vacancy (chapter 6) and carbon interstitial defect
studies (chapter 7). Furthermore, a comparative study of the diffusion of carbon vacancies
at the h- and k-(0001) faces of the SiO5/(0001) 4H-SiC interface showed no significant
difference between these interfaces, but a diffusion energy was found to be greater by 15%,
compared to that in the bulk 4H-SiC structures. The chapter 6 built on this work in term
of the details of the geometry and electronic structure of the vacancy (as it moves in the

interfacial layer).

Chapter 6 and 7 further determined that the carbon-vacancies, which are known to
be key carrier traps, have their diffusion hindered in the vicinity of a SiO4/(0001)-4H-SiC
interface, with the overall activation energy ~15% higher in the immediate interface than
two-to-three bi-layers into the SiC where they behave as in bulk SiC. It is also thought
that oxidation of SiC introduces carbon interstitials to device channels, and the diffusion
C; in the vicinity of the interface with SiO5 was also been simulated. It is found that the
interface stabilises (C-C); even more than Vi, lower its energy by ~1eV relative to bulk.
In addition, it was found that if the vacancy lies in more than two SiC bi-layers from the

interface, its behaviour differs insignificantly from the equivalent bulk.

For the diffusion mechanisms, the interfacial layer was found to have a higher ac-
tivation energy due to the stabilisation of the vacancy. It was further noted that the
findings of higher barriers and the stabilisation of vacancies at the SiO5/4H-SiC interface
are consistent with the high density of trap in this region which was observed experi-
mentally [101]. The first layer of the interface was shown to be very strongly affected by
the carbon vacancy and the interstitial defects. The layer was energetically stabilised by
about ~1eV as compared to the bulk. The energetic stabilisation was expected to inhibit
the injection of single self-interstitials into the bulk 4H-SiC. It is thus concluded that
in devices such as MOSFETSs control over the injection of self-interstitials to modify the
profile of trap states within the channel, and therefore the carrier lifetime, is rate-limited

by this initial step.
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8.2 Future Outlook

This study contributes to a better understanding of the mechanism of carbon vacancy
defect and carbon interstitial defects at the interface and can be useful for the interpre-
tation of experimental observations. The improvement of processing techniques reduces
the trap density of defects at the interface. Based on the understanding in this thesis, the
following three themes can be explored by future researchers for high impact work to lead
to potential improvements in the performances of high performance electronic devices.

Understanding of the carbon spilt-interstitial defect was significantly extended in this
thesis (chapter 7). However, certain aspects of these defect structures such as the ON1 and
ON2 centres remain to be determined in detail due to the time limitations; this remains
an interesting endeavour for future researchers. These centres are primarily generated
during the thermal oxidation process and were previously reported to be responsible for
reduction of of Z;,, and EHg/7 centres [98] and acts as the generation process for the
carbon interstitials [10, 80]. Deeper understanding of physical structure of this defect is
essential

Potential utilisation of nitrogen as doping agents for reducing the interface defect den-
sities has been previous explored [110] based on the fact that the N is thermodynamically
favourable [104]. However, there is a general lack of in-depth knowledge on the kinetics
of this configuration and an opportunity lies to explore this via first principle modelling.
A computational study building on the work of the current thesis can further establish
the benefits of N atom and other element such as Al, B and O as doping agents.

In this thesis, interface models (chapter 5) have been implemented extensive to sim-
ulate and study defects such as Vi and C; in Si-face. Therefore, a natural reapplication
of this work would be to apply the methodology to other interesting orientations such as
(1120). This configuration remains unexplored in this work, the experimental observations
that this orientation can lead to a higher carrier mobility [111]. Future researchers are

encouraged to explore these themes to further improve the electronic device performance
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