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Abstract

Participatory research approaches are increasingly being used by practitioners – academics, civil

society organisations, and citizens – to inform decision-making processes where participants
contribute to idea generation and data capture, but less often to data analysis and dissemination.
This can leave participants feeling ineffectual and unrepresented in the research output as
analytical decisions made on their contributions are opaque. Digital tools offer opportunities
to enhance qualitative practices but are often designed for academics and primarily for data
analysis, which can limit participation and adoption by other practitioners.

In response, this thesis explores the design of digital tools to structure inclusive participation
across all stages of qualitative research. Through synthesizing literature on the qualitative
practices of practitioners, a cross-cutting qualitative workflow is defined that introduces design
considerations to overcome existing barriers to participation. An action research approach
was taken across three case studies that iteratively designed digital prototypes to explore how
technology can augment this workflow. Design insights from this informed the development of
Gabber, a digital platform that encompasses the end-to-end qualitative workflow that prioritises
interactions with audio media to lower existing barriers of participation in each workflow stage.
Following this, two distinct case studies configured and used Gabber across the workflow
where observations of platform use, and semi-structured interviews surfaced opportunities and
challenges around transparency of participation and stakeholder engagement across the workflow.

This thesis’ primary contributions are a conceptualisation and real-world empirical explo-
ration of a digital qualitative workflow across five case studies that augment and examine the
qualitative practices of practitioners. Across this research, practitioners wanted to understand
who and how their contributions were engaged with. This informed the secondary contribution,
design implications for digital tools to leverage paradata to improve process transparency and
demystify decision-making processes for stakeholders involved.





Prior Publications

Research presented in chapter 4 and chapter 6 are published in peer-reviewed conferences:

1. Jay Rainey, Kyle Montague, Pamela Briggs, Robert Anderson, Thomas Nappey, and
Patrick Olivier. 2019. Gabber: Supporting Voice in Participatory Qualitative Practices.
In Proceedings of the 2019 CHI Conference on Human Factors in Computing Systems

(CHI ’19). Association for Computing Machinery, New York, NY, USA, Paper 377, 1–12.
DOI:https://doi.org/10.1145/3290605.3300607

2. Jay Rainey, Carlos Alvarez, Dan Richardson, Dan Lambton-Howard, Sara Armouch, Tom
Bartindale, Shaun Hazeldine, Pamela Briggs, Patrick Olivier, and Kyle Montague. 2020.
TalkFutures: Supporting Qualitative Practices in Distributed Community Engagements.
In Proceedings of the 2020 Conference on Designing Interactive Systems (DIS ’20).
Association for Computing Machinery, New York, NY, USA, 771–784. DOI:https://doi.
org/10.1145/3357236.3395531

Research derived from chapter 7 is currently under review in a conference submission:

1. Jay Rainey, Siobhan Macfarlane, Aare Puussaar, Vasilis Vlachokyriakos, Jan Smeddinck,
Pamela Briggs, Roger Burrows, Kyle Montague. 2021. Exploring the Role of Paradata in
Digitally Enhanced Qualitative Co-Research. In Submission

The digital platform developed in this thesis, Gabber, has informed other academic research
resulting in two additional peer-reviewed publications:

1. Delvin Varghese, Jay Rainey, Tom Bartindale, Kyle Montague, Patrick Olivier, and Matt
Baillie Smith. 2020. Utilizing Participant Voice in Volunteer Training. In Proceedings of

the 2020 CHI conference on Human Factors in Computing Systems (CHI ’20). Association
for Computing Machinery, New York, NY, USA, 1–14. DOI:https://doi.org/10.1145/
3313831.3376208

2. Rosanna Bellini, Jay Rainey, Andrew Garbett, and Pamela Briggs. 2019. Vocalising
Violence: Using Violent Mens’ Voices for Service Delivery and Feedback. In Proceedings

of the 9th International Conference on Communities & Technologies - Transforming

Communities (C&T ’19). Association for Computing Machinery, New York, NY, USA,
210–217. DOI:https://doi.org/10.1145/3328320.3328405

https://doi.org/10.1145/3290605.3300607
https://doi.org/10.1145/3357236.3395531
https://doi.org/10.1145/3357236.3395531
https://doi.org/10.1145/3313831.3376208
https://doi.org/10.1145/3313831.3376208
https://doi.org/10.1145/3328320.3328405




Acknowledgements

The research presented in this thesis would not have been possible or as enjoyable without the
continued mentorship, collaboration, and support from many throughout this journey.

Thanks to my supervisors Dr. Kyle Montague and Prof. Roger Burrows who have provided
continued guidance and advice throughout the PhD. I also had the pleasure of being supervised
by several others for which I am grateful: to Prof. Patrick Olivier for your constant enthusiasm
and ideas, and Dr. Jan Smeddinck for shepherding me through the write-up year. I am deeply
grateful for the support of Prof. Pamela Briggs who has been instrumental in refining how the
resulting research publications were framed and written, which helped refine this thesis.

Thanks to all my Open Lab colleagues who have been a source of inspiration and collabora-
tions over the years. In particular, Dr. Rosanna Bellini, Dr. Delvin Varghese and Kieran Cutting

for pioneering the use of Gabber within your own research. Thanks to Tom Nappey and Rob

Anderson for contributing your design and technical expertise to help refine the Gabber website.
A special thanks to my CDT and PhD colleagues who have taken this journey alongside me.

This research would not have been possible without the kindness, time, and enthusiasm
offered by individuals and organisations who participated. To all those who participated, I
am eternally grateful for your effort and cannot express in writing what I learned through
our collaborations. In particular, to Dr. Ray Middleton for your invaluable role in eagerly
trialling early Gabber prototypes, and Siobhan Macfarlane for facilitating a collaboration that
underpinned the final case study presented in this thesis.

Thanks go to Shaun Hazeldine for the opportunity to lead a case study with the IFRC’s
innovation team that forms a chapter of this thesis. Thanks Dr. Dan Richardson for contributing
to the development of the TalkFutures mobile application, Sara Armouch for your language
expertise, and Juan Carlos Alvarez de la Vega for conducting interviews and contributing to data
analysis.

Thanks to my family for your support and curiosity about what this PhD entails, and to my
Italian family for your kindness, company, and adventures by the sea and in the mountains.

Lastly, thanks to my partner Elena for your constant encouragement throughout this journey.





For my #1





Declaration

I hereby declare that except where specific reference is made to the work of others, the contents
of this thesis are original and have not been submitted in whole or in part for consideration for
any other degree or qualification in this, or any other university. This thesis is my own work
and contains nothing which is the outcome of work done in collaboration with others, except
as specified in the text and Acknowledgements. This thesis contains fewer than 80,000 words
excluding appendices, bibliography, footnotes, references, and tables.

Jay Albert William Rainey
February 2021





Table of Contents

List of Figures xix

List of Tables xxi

Nomenclature xxiii

1 Introduction 1
1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Research Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Research Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3.1 Positionality Statement . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3.2 The Case Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4 Thesis Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.5 Summary of Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2 Literature Review 11
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Academic’s Qualitative Practices . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2.1 Digital Tools for Qualitative Research . . . . . . . . . . . . . . . . . . 12
2.2.1.1 Capturing Qualitative Data . . . . . . . . . . . . . . . . . . 14
2.2.1.2 Qualitative Data Analysis Software . . . . . . . . . . . . . . 15
2.2.1.3 Metadata and Paradata from Digital Tools . . . . . . . . . . 17
2.2.1.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.2.2 Citizen Science . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.2.1 Virtual Citizen Science . . . . . . . . . . . . . . . . . . . . 19
2.2.2.2 Community Citizen Science . . . . . . . . . . . . . . . . . . 19
2.2.2.3 Citizen Social Science . . . . . . . . . . . . . . . . . . . . . 20
2.2.2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.3 Civil Society’s Qualitative Practices . . . . . . . . . . . . . . . . . . . . . . . 22
2.3.1 Participant Voice in Participatory Governance . . . . . . . . . . . . . . 23

2.3.1.1 Traditional Community Engagement Strategies . . . . . . . . 24
2.3.1.2 Towards Empowered Participation . . . . . . . . . . . . . . 25
2.3.1.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.3.2 Digitally Mediated Community Engagements . . . . . . . . . . . . . . 27



Table of Contents

2.3.2.1 Interview Studies with Decision-Makers . . . . . . . . . . . 27
2.3.2.2 Digitally Enhanced Participation . . . . . . . . . . . . . . . 29
2.3.2.3 Crowdsourcing Distributed Participation . . . . . . . . . . . 30
2.3.2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.4 Citizen’s Qualitative Practices . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.4.1 Civic Media . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.4.1.1 Voice as a Value . . . . . . . . . . . . . . . . . . . . . . . . 33
2.4.1.2 Citizen Journalism . . . . . . . . . . . . . . . . . . . . . . . 35
2.4.1.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.4.2 Digital Civics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3 Gabber: A Digital Platform for Inclusive Qualitative Practices 41
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2 The Gabber Workflow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3 Architecture Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4 Workflow Stages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.4.1 Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.4.1.1 Project Creation . . . . . . . . . . . . . . . . . . . . . . . . 50
3.4.1.2 Discussion Topics . . . . . . . . . . . . . . . . . . . . . . . 50
3.4.1.3 Codebook . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.4.1.4 Configuring Privacy . . . . . . . . . . . . . . . . . . . . . . 52
3.4.1.5 Viewing Projects . . . . . . . . . . . . . . . . . . . . . . . . 52
3.4.1.6 Project Membership . . . . . . . . . . . . . . . . . . . . . . 53

3.4.2 Consent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.4.2.1 Dynamic Consent . . . . . . . . . . . . . . . . . . . . . . . 55
3.4.2.2 Data Embargo . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.4.3 Capture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.4.3.1 Mobile Application Onboarding . . . . . . . . . . . . . . . . 57
3.4.3.2 User Authentication . . . . . . . . . . . . . . . . . . . . . . 58
3.4.3.3 Viewing Projects . . . . . . . . . . . . . . . . . . . . . . . . 58
3.4.3.4 Adding Participants . . . . . . . . . . . . . . . . . . . . . . 59
3.4.3.5 Informed Consent . . . . . . . . . . . . . . . . . . . . . . . 60
3.4.3.6 Recording Conversation . . . . . . . . . . . . . . . . . . . . 61
3.4.3.7 Uploading Conversations . . . . . . . . . . . . . . . . . . . 62
3.4.3.8 Internationalisation . . . . . . . . . . . . . . . . . . . . . . 62

3.4.4 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.4.4.1 Viewing Conversations . . . . . . . . . . . . . . . . . . . . 64
3.4.4.2 Listening to Conversations . . . . . . . . . . . . . . . . . . 64
3.4.4.3 Comment Threads . . . . . . . . . . . . . . . . . . . . . . . 65

3.4.5 Curation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

xiv



Table of Contents

3.4.5.1 Viewing Analysed Snippets . . . . . . . . . . . . . . . . . . 67
3.4.5.2 Curating Playlists . . . . . . . . . . . . . . . . . . . . . . . 68

3.4.6 Reuse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4 Designing and Prototyping A Digital Qualitative Workflow 71
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.2 Research Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.2.1 Action Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2.2 Participatory Action Design Research (PADRE) . . . . . . . . . . . . . 74

4.3 Case Study Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.3.1 Case Study 1 (CS1): Augmenting Pedagogy Feedback . . . . . . . . . 76

4.3.1.1 Study Overview . . . . . . . . . . . . . . . . . . . . . . . . 77
4.3.1.2 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . 77

4.3.2 Case Study 2 (CS2): Reflective Feedback in a Sensitive Context . . . . 78
4.3.2.1 Study Overview . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3.2.2 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . 79

4.3.3 Case Study 3 (CS3): Peer Feedback on Interviews . . . . . . . . . . . 80
4.3.3.1 Study Overview . . . . . . . . . . . . . . . . . . . . . . . . 80
4.3.3.2 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . 81

4.3.4 Participant Recruitment . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.3.5 Qualitative Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . 82

4.4 Findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.4.1 Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.4.2 Consent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.4.3 Capture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.4.4 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.4.5 Curation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.4.6 Reuse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.5.1 Configuring Participation . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.5.2 Consent Beyond Data Capture . . . . . . . . . . . . . . . . . . . . . . 98

4.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5 Defining A Qualitative Research Workflow 101
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.2 Qualitative Practices of Practitioners . . . . . . . . . . . . . . . . . . . . . . . 102

5.2.1 Academics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.2.2 Civil Society Organisations . . . . . . . . . . . . . . . . . . . . . . . 103
5.2.3 Citizens . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

5.3 Workflow Stages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

xv



Table of Contents

5.3.1 Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.3.2 Consent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.3.3 Capture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.3.4 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.3.5 Curation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.3.6 Reuse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

5.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

6 TalkFutures: Gabber in a Global Community Engagement 115
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.2 Motivations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
6.3 Study Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

6.3.1 Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
6.3.2 Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

6.4 Designing TalkFutures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
6.4.1 Adapting Gabber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

6.4.1.1 Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
6.4.1.2 Capture . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
6.4.1.3 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.4.1.4 Curation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

6.4.2 Configuring Workflow Stages with Roles . . . . . . . . . . . . . . . . 124
6.4.2.1 Capture: Innovation Correspondent . . . . . . . . . . . . . . 126
6.4.2.2 Analysis: Research Assistant . . . . . . . . . . . . . . . . . 126
6.4.2.3 Curation: Communications Assistant . . . . . . . . . . . . . 126

6.5 Phase One: Field Deployment . . . . . . . . . . . . . . . . . . . . . . . . . . 127
6.5.1 Study Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

6.5.1.1 Recruitment Strategy . . . . . . . . . . . . . . . . . . . . . 128
6.5.1.2 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . 129
6.5.1.3 Support and Training . . . . . . . . . . . . . . . . . . . . . 129

6.5.2 Findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
6.5.2.1 Innovation Correspondents . . . . . . . . . . . . . . . . . . 131
6.5.2.2 Research Assistants . . . . . . . . . . . . . . . . . . . . . . 132
6.5.2.3 Communications Assistants . . . . . . . . . . . . . . . . . . 134

6.5.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.6 Phase Two: Post-Deployment Interviews . . . . . . . . . . . . . . . . . . . . . 136

6.6.1 Study Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
6.6.1.1 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . 136
6.6.1.2 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . 136
6.6.1.3 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 137

6.6.2 Findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
6.6.2.1 Representing and Actioning Contributions . . . . . . . . . . 138

xvi



Table of Contents

6.6.2.2 Navigating Infrastructural Barriers . . . . . . . . . . . . . . 140
6.6.2.3 Impact on Personal and Professional Development . . . . . . 142

6.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
6.7.1 Alternative Modes of Participation . . . . . . . . . . . . . . . . . . . . 143
6.7.2 Reducing Barriers to Participation . . . . . . . . . . . . . . . . . . . . 144
6.7.3 Improving Representation . . . . . . . . . . . . . . . . . . . . . . . . 145

6.8 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
6.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

7 Paradata: Gabber in a Co-Research Project 149
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
7.2 Motivations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
7.3 Related Literature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

7.3.1 Transparency and Qualitative Research . . . . . . . . . . . . . . . . . 151
7.3.2 Utilising Metadata Beyond Research Workflows . . . . . . . . . . . . 153
7.3.3 Paradata As a Digital By-product . . . . . . . . . . . . . . . . . . . . 153

7.4 Study Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
7.4.1 Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
7.4.2 Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
7.4.3 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
7.4.4 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

7.5 Phase One: Field Deployment . . . . . . . . . . . . . . . . . . . . . . . . . . 157
7.5.1 Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
7.5.2 Consent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
7.5.3 Capture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
7.5.4 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
7.5.5 Curation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
7.5.6 Reuse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

7.6 Phase Two: Post-Deployment Interviews . . . . . . . . . . . . . . . . . . . . . 163
7.6.1 Study Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

7.6.1.1 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . 164
7.6.1.2 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . 164
7.6.1.3 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 166

7.6.2 Findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
7.6.2.1 Reflecting on Digitally Enhanced Qualitative Practices . . . . 167
7.6.2.2 Demystifying Decisions in Qualitative Practices . . . . . . . 168
7.6.2.3 Viewing and Contesting Personal Contributions . . . . . . . 169
7.6.2.4 Evidencing Engagement . . . . . . . . . . . . . . . . . . . . 170

7.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
7.7.1 Increasing Transparency with Paradata . . . . . . . . . . . . . . . . . 172

7.7.1.1 For Researchers to Enhance Data Sharing . . . . . . . . . . 172

xvii



Table of Contents

7.7.1.2 For Research Participants as a Feedback Loop . . . . . . . 173
7.7.2 Implications for Privacy and Consent with Paradata . . . . . . . . . . . 174

7.8 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
7.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

8 Discussion and Conclusions 177
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
8.2 Reflecting on the Research Objectives . . . . . . . . . . . . . . . . . . . . . . 178

8.2.1 RO1: Explore the Design of Digital Tools to Enable Stakeholder Partici-
pation in All Qualitative Research Stages . . . . . . . . . . . . . . . . 178

8.2.2 RO2: Explore How Practitioners Use Digital Tools Across The Qualita-
tive Workflow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179

8.2.3 RO3: Investigate The Types of Paradata Meaningful To Qualitative
Practitioners To Enhance Process Transparency . . . . . . . . . . . . . 180

8.3 Reflecting on the Research Approach . . . . . . . . . . . . . . . . . . . . . . . 181
8.4 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182

8.4.1 Digital Civics and HCI . . . . . . . . . . . . . . . . . . . . . . . . . . 183
8.4.2 Citizen Social Science . . . . . . . . . . . . . . . . . . . . . . . . . . 183

8.5 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
8.5.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
8.5.2 Qualitative Workflow . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

8.6 Future Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
8.6.1 Data Profiles with Paradata . . . . . . . . . . . . . . . . . . . . . . . . 185
8.6.2 Designing With and For Academics . . . . . . . . . . . . . . . . . . . 186
8.6.3 Automation in Qualitative Research Workflows . . . . . . . . . . . . . 186

Appendix A Case Study 2: Reflective Feedback in a Sensitive Context 189
A.1 Participant Information Sheet . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
A.2 Informed Consent Form . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

Appendix B Case Study 4: TalkFutures 193
B.1 Iteration of Gabber Project and Topics . . . . . . . . . . . . . . . . . . . . . . 193
B.2 Certificate of Participation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
B.3 Interview Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196

Appendix C Case Study 5: Making Links 199
C.1 Configuration of Gabber Projects . . . . . . . . . . . . . . . . . . . . . . . . . 199
C.2 Interview Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203

References 205

xviii



List of Figures

2.1 Paulus et al. [209]’s Representation of Academic’s Qualitative Process . . . . . 13
2.2 Bartindale et al. [21]’s Participatory Video Workflow . . . . . . . . . . . . . . 30
2.3 This Thesis Situated on Zuckerman [281]’s Axis of Participatory Civics . . . . 35

3.1 The Workflow Stages of Gabber . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.2 Gabber Platform Architecture Overview . . . . . . . . . . . . . . . . . . . . . 47
3.3 (Preparation) Creating a Gabber Project . . . . . . . . . . . . . . . . . . . . . 51
3.4 (Preparation) Warning on Changing Project Privacy . . . . . . . . . . . . . . . 52
3.5 (Preparation) Viewing a Project . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.6 (Preparation) Inviting Project Members . . . . . . . . . . . . . . . . . . . . . 53
3.7 (Preparation) Register from Member Invite . . . . . . . . . . . . . . . . . . . 54
3.8 (Consent) Modifying Conversation Consent . . . . . . . . . . . . . . . . . . . 55
3.9 (Capture) Gabber Mobile Onboarding . . . . . . . . . . . . . . . . . . . . . . 57
3.10 (Capture) Gabber Mobile Registration . . . . . . . . . . . . . . . . . . . . . . 58
3.11 (Capture) Gabber Project Selection . . . . . . . . . . . . . . . . . . . . . . . . 59
3.12 (Capture) Adding Conversation Participants . . . . . . . . . . . . . . . . . . . 60
3.13 (Consent) Informed Consent and Data Ownership . . . . . . . . . . . . . . . . 60
3.14 (Capture) Capturing Gabber Conversations . . . . . . . . . . . . . . . . . . . . 61
3.15 (Capture) Platform Internationalisation (i18n) . . . . . . . . . . . . . . . . . . 63
3.16 (Analysis) Viewing Gabber Conversations . . . . . . . . . . . . . . . . . . . . 64
3.17 (Analysis) Listening to Conversation . . . . . . . . . . . . . . . . . . . . . . . 65
3.18 (Analysis) Creating a Comment on a Conversation . . . . . . . . . . . . . . . 66
3.19 (Curation) Organizing Conversations into Collections . . . . . . . . . . . . . . 67
3.20 (Reuse) Reusing a Playlist . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.1 Initial Data Consent Prototype . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.2 Initial Data Capture Mobile Prototype . . . . . . . . . . . . . . . . . . . . . . 86
4.3 Iteration of the Data Capture Prototype . . . . . . . . . . . . . . . . . . . . . . 88
4.4 Data Analysis Prototype: Creating Annotation . . . . . . . . . . . . . . . . . . 89
4.5 Data Analysis Prototype: Viewing Annotations . . . . . . . . . . . . . . . . . 90
4.6 Wizard of Oz Curation Session . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.7 Initial Curation Prototype . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.1 Academic’s Qualitative Workflow . . . . . . . . . . . . . . . . . . . . . . . . 102

xix



List of Figures

5.2 Civil Society Organisation’s Qualitative Workflow . . . . . . . . . . . . . . . . 104
5.3 Citizen’s Qualitative Workflow . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.4 Proposed Qualitative Research Workflow . . . . . . . . . . . . . . . . . . . . 107

6.1 Configuring Gabber’s Capture Application . . . . . . . . . . . . . . . . . . . . 123
6.2 Configuring Gabber’s Analysis Website . . . . . . . . . . . . . . . . . . . . . 123
6.3 Changes in Gabber’s Data Analysis Stage . . . . . . . . . . . . . . . . . . . . 124
6.4 Roles and Responsibilities of Participants . . . . . . . . . . . . . . . . . . . . 125
6.5 Recruitment Poster . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
6.6 Training Material Provided to Participants . . . . . . . . . . . . . . . . . . . . 130
6.7 Research Assistant’s Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.8 Research Assistant’s Curation . . . . . . . . . . . . . . . . . . . . . . . . . . 134
6.9 Communications Assistant’s Poster . . . . . . . . . . . . . . . . . . . . . . . . 135

7.1 Coding Audio Data with Gabber’s Data Analysis Interface . . . . . . . . . . . 160
7.2 Curating Insights with Playlists . . . . . . . . . . . . . . . . . . . . . . . . . . 162

xx



List of Tables

2.1 Metadata and Paradata from a Thematic Analysis . . . . . . . . . . . . . . . . 17

3.1 Comparison of Existing Technologies to the Qualitative Workflow . . . . . . . 44

4.1 Design, Development, and Deployment Focus Across Case Studies . . . . . . . 76
4.2 Annotations and Codes in Case Study 2 (CS2) . . . . . . . . . . . . . . . . . . 91

6.1 Participation by Role and Language in TalkFutures. . . . . . . . . . . . . . . . 129
6.2 Participation of Innovation Correspondent’s in TalkFutures . . . . . . . . . . . 131
6.3 Overview of Participants Interviewed Following TalkFutures . . . . . . . . . . 137

7.1 Participants Contributions to Workflow Stages . . . . . . . . . . . . . . . . . . 157
7.2 Total Comments and Codes Created by Research Participants . . . . . . . . . . 161
7.3 Summary of Research Participants . . . . . . . . . . . . . . . . . . . . . . . . 164

xxi





Nomenclature

Acronyms / Abbreviations

API Advanced Programming Interface

AR Action Research

CCPA California Consumer Privacy Act

CCS Community Citizen Science

CSS Citizen Social Science

CS Citizen Science

DC Digital Civics

DG Design Goal

GDPR General Data Protection Regulation

HCD Human-Centered Design

HCI Human-Computer Interaction

IFRC International Federation of Red Cross and Red Crescent Societies

NGO Non-Governmental Organization

NLP Natural Language Processing

PADRE Participatory Action Design Research

QDAS Qualitative Data Analysis Software

QFT Question Formulation Technique

RO Research Objective

TA Thematic Analysis

VCS Virtual Citizen Science

WoZ Wizard of Oz

xxiii





Chapter 1. Introduction

1.1. Overview

Human-Computer Interaction (HCI) research has a rich history of exploring new ways to support
public consultations, such as local government consulting its citizens [52, 162, 171] or civil
society organisations engaging its members [21, 78, 84, 265]. Traditionally, these consultations
were designed to capture public opinion in an advisory capacity with limited involvement of
participants beyond the data capture procedure [95]. Social movements and non-governmental
Agencies (NGOs) have pioneered the use of participatory action research approaches that include
stakeholders in all aspects of consultations: from determining what problem to explore, to
capturing community insights, to disseminating the captured data [93, 100, 265]. Building on
the intersection of this work is the emerging digital civics (DC) research initiative that aims to
support citizens becoming more actively involved in the design of public services through the
co-production of digital technologies, resources, and knowledge in partnership with the decision-
makers that can enact change [201, 270]. Examples of DC projects include collaborations with
regional transport authorities and citizens that informed the redesign of light rail carriages [31],
partnerships between community groups and local planning authorities to inform public policy
[145, 174, 277], and local charities and its members with the aim of refining service delivery to
better suit the needs and aims of service-users [25, 79, 268]. Key to these partnerships is the role
participants take in capturing, documenting, and sharing their lived experiences, where media
is often central due to its inclusive format [21]. This form of participation is in contrast to the
typically one-off events of public consultations, which have more recently been supplanted by
community engagements that aim to democratise participation across the engagement [54].

The participatory and collaborative processes underpinning DC research and the aim of
involving stakeholders throughout the research process resonates with broader qualitative research
activities: from capturing lived experiences, contributing to data analysis through workshops, to
disseminating community insights. As such, the stakeholder groups involved in DC research –
e.g., academics, civil society organisations, and citizens – are referred to throughout this thesis
as qualitative practitioners to indicate their active participation in qualitative practices but who
may not be necessarily trained in or explicit in defining these as qualitative activities. This thesis
argues that designing within the intersection of these distinct yet overlapping stakeholder groups
provides opportunity to design digital tools that can create inclusive spaces to more actively
involve these stakeholders throughout all stages of the qualitative research process.

Despite the use of participatory and action-oriented research methods in emerging DC
research, those who are most likely impacted by decision-making procedures (i.e., citizens or
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service-users) are less often involved in the data analysis and dissemination stages in practice
[146, 172]. This thesis argues that this can be broadly attributed to three overarching challenges:
(1) that the latter research stages often draw from academic practices, which diverge from
the familiarity of how citizens engage in qualitative practices elsewhere [115, 201, 281]; (2)
that existing digital tools to support qualitative practices are primarily designed for academics,
with limited work explicitly examining the perspective of citizen and civil society practitioners
[172, 194, 209]; and (3) that decision-making associated with engagements can be opaque,
which leads to participants feeling under-represented as their contributions may not be visible in
outcomes [54, 60]. The remainder of this subsection briefly expands upon these issues and key
literature that underpins these challenges and the research of this thesis.

Digital technology has impacted all aspects of how practitioners conduct qualitative research,
from how data is captured, stored, and analysed, to how academics collaborate [194, 209].
Commercial qualitative data analysis software (QDAS) is primarily designed for data analysis
activities and does not encompass multiple research stages, which can constrain how data is
handled and shared between researchers [67, 279]. Prior research on qualitative practitioners has
primarily examined the academics perspective, which has informed the design of bespoke digital
tools to augment the data collection and analysis research stages [20]. Emerging citizen social

science research has explored new ways for citizens to contribute to ongoing qualitative research
projects through technology [6, 215]. Across this work, the use of technology and design is often
to streamline how data is captured for academics rather than how technology might enable new
ways for research participants to actively lead or contribute to all research stages.

In contrast, recent research has explored new ways to enhance public participation in com-
munity engagements, such as digitising participation in town hall meetings [141, 171] and
deliberating on local issues [145]. While such digital innovations can increase opportunities
for citizens to participate, they are often designed to capture data from participants, that can
lead to feelings of tokenistic participation [60, 79, 172]. Mahyar et al. [172] highlight how
decision-makers are increasingly outsourcing data analysis as the quantity of data captured
increases and creates a “civic data deluge”, calling for a need for scalable analysis tools. Given
participants detailed knowledge of the data, its context, and its contents, there is an opportunity
to draw from their expertise through more active involvement in data analysis as a potential
solution to overcome the outsourcing of the data analysis stage [27, 60, 166, 258].

Prior digital civics and participatory media research demonstrates how citizens use technology
to lead engagements where they contribute to activities that we1posit mirrors the qualitative
research process [21, 31, 171, 268]. Key to structuring participation is designing interactions
around the use of media to lower barriers to participation, i.e., participatory media [267]. For
example, capturing community opinion in media format through bespoke technologies, analysing
captured data by listening and tagging media content directly, and disseminating insights through
producing a media artefact. Key to the success of these projects are both the use of media and
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the structured guidance that academics provide to ensure process outcomes fit within existing
modes of delivery of decision-makers [21, 267].

As public policy and academic research increasingly strive to address societal challenges
through long-term partnerships between academics, citizens, civil society, and local government,
there is a need to support multiple stakeholders in contributing evidence systematically beyond
the current configurations that can limit participation to data capture. More active involvement
in the complete research process could help ensure each stakeholder (i.e., citizen, academics,
civil society staff or members) understand how their contributions inform decision making while
ensuring the research outcomes are more meaningful to them as they become embedded within
all research stages. There is a growing need to understand the qualitative practices of practitioners
beyond academics to inform the design of digital tools to involve stakeholders in all research
stages, while exploring the challenges and opportunities of such digital tools in practice.

In response, the research presented in this thesis investigates how digital tools can be de-

signed to enable more inclusive participate in all stages of a qualitative research project for

all stakeholders involved. Through synthesising literature across the qualitative practices of
academics, civil society organisations and citizens, this thesis conceptualises the intersecting
practices as a qualitative research workflow whereby data from each research stage – preparation,

consent, capture, analysis, curation, and reuse – structures and informs participation in the sub-
sequent stage that are familiar and practical to practitioners. Building on this, an interdisciplinary
and multi case-study approach is taken across three distinct contexts with academics, citizens,
and civil society organisations to iteratively explore each workflow stage in practice through the
design and deployment of digital prototypes. Design findings from this work informed the design
of Gabber, a digital platform that prioritises interactions with audio media to create inclusive
opportunities for participation across the complete digital qualitative workflow. Gabber is then
used as a research tool through two additional case studies that explored the challenges and
opportunities from each in practice by a global NGO and a community-led initiative. Findings
from each of the five case studies thus contribute new knowledge concerning how qualitative
research is adopted and used by a broader range of practitioners than has been examined to date,
which directly impact digital civics, HCI and qualitative methods research.

1.2. Research Objectives

The research described in this thesis examines how digital tools can be designed to make
qualitative practices more inclusive for stakeholders involved, such as citizens contributing to a
community engagement or research participants contributing to academic research projects. As
such, the overarching research agenda is summarised under the following guiding research aim,
which is divided into three subsequent research objectives (RO) outlined afterwards:

How can digital tools be designed to enable inclusive stakeholder

participation throughout a qualitative research workflow?
1The subject we is used throughout this thesis to create a consistent narrative. The thesis author has undertaken

all research presented herein unless otherwise specified.
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Prior digital tools for qualitative research are primarily designed for academics and for
data analysis [206, 209]. This is despite the increased uptake by other qualitative practitioners
[201] and use of technology across the qualitative research process [194]. Existing partnerships
between academics, citizens, and civil society organisations less often involve stakeholders
beyond data capture procedures [146, 172]. Following the conceptualisation of a qualitative

research workflow in chapter 5, an iterative design process was taken in chapter 4 that aimed to:

(RO1) Explore the design of digital tools to enable stakeholder

participation in all qualitative research stages.

Following this, design learning informed the development of Gabber that aimed to realise
this proposed workflow into one digital system. Given the limited prior research concerning how
qualitative practitioner beyond academics engage in qualitative practices, Gabber was deployed
as a research tool across two distinct case studies with a civil society organisation (chapter 6)
and community-led initiative (chapter 7) aiming to:

(RO2) Explore how practitioners use digital

tools across the qualitative workflow.

Insights from this work highlighted desires from practitioners to understand how their
contributed data informed decision-making, mirroring findings from recent digital civics research
[60, 78]. As such, we sought to explore how paradata – i.e., data describing the processes of

how people interact, access or engage with a system [59] – might be captured through Gabber
and used to enhance what prior research terms process transparency [256]. While paradata was
captured in the initial case studies of this thesis to inform prototype development, how this was
perceived by practitioners and the potential utility of it remained underexplored. As such, the
final research objective sought to:

(RO3) Investigate the types of paradata meaningful to

qualitative practitioners to enhance process transparency.

1.3. Research Approach

The research presented in this thesis aims to understand how digital tools can support inclusive
participation for each stakeholder group (academics, civil society organisations, and citizens)
who are increasingly engaging in participatory partnerships where their practices intersect.
It was therefore critical to explore the design of technology in realistic contexts, i.e., field
deployments within academia, civil society, and citizen-led research projects [249]. As a digital
civics’ researcher, it was important for me to develop research that creates social impact while
generating new knowledge that is meaningful to the research community. As such, building
partnerships and working with organisations underpins the research activities presented in
this thesis where an action research (AR) approach was adopted as the overarching research
methodology where possible [226]. Within this, a case study approach to conducting action
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research was taken across five distinct contexts that provided direct insight into the practices of
academics (two), civil society organisations (two) and citizens (one), and indirect insight into the
practices of each stakeholder group as all were involved in each case study [64, 254]. As the case
studies presented in this thesis varied in duration and research scope, a Human-Centered Design
(HCD) approach was adopted alongside or instead of AR while ensuring to support action from
the perspective of stakeholders involved. This action-oriented, HCD approach to case studies
ensured that prototypes developed for one group of practitioners addresses real problems (i.e.,

“workability” [116]) while iteratively appling design learning to the configuration and design of
digital tools in subsequent case studies to ensure the knowledge created has “transferability” to
other contexts [122]. The methodological and epistemological approaches adopted for this thesis
are detailed in the design chapter where the first three case studies are presented.

Across case studies, an embedded research approach was taken that motivated the adoption
of primarily qualitative research methods to evaluate each research objective: participant obser-

vations to observe the use, impact, and challenges with each digital tool during field deployments
and semi-structured interviews to understand participants experiences after using the digital tools.
In addition, the Wizard of Oz (WoZ) and speculative scenario design methods were adopted to
facilitate exploration of prototype development and reflection on anticipated prototype usage in
chapter 4 and chapter 7 respectively. Analysis of paradata concerning system usage following
each case study informed how semi-structured interviews were designed and are reported in each
case study to provide insight into breadth and depth of participation in each workflow stage.

1.3.1. Positionality Statement

An interpretivist approach was taken during the conduct of research in this thesis with the aim to
develop meaningful, localised solutions with stakeholders. It is therefore important to examine
and reflect on my world view and how this influenced the scope of research conducted [34].
As such, this section provides a reflexive account on my background, work experience, and
motivations to conduct this research, followed by describing my positionality in each case study.

I received my undergraduate education in computer science where I also undertook two
software engineering roles that involved designing and developing digital technology to enhance
the research practices of material scientists and clinicians in commercial and academic research
environments. Following this, I joined the centre for doctoral training in Digital Civics (DC)
at Open Lab, Newcastle University, a four-year programme combining a Master of Research
(MRes) and a three-year PhD. This programme took a cohort approach where ten students with
a range of academic and professional backgrounds enrolled each year for five years; I was the
second cohort. This provided opportunity for collaboration amongst PhD students as I did in
[24, 268] and access to research participants to explore preliminary studies as I did in case studies
one and three presented in this thesis.

During the MRes, I was first formally introduced to design and qualitative research that
included: research interviews, focus groups, design workshops, thematic analysis, and qualitative
data analysis software (QDAS), etc. My dissertation project involved collaborating with a
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local volunteering community group who were responsible with maintaining a local park, and
who wanted to use technology to capture audio interviews and share their experiences in the
communities where they volunteered. Through this collaboration, I observed the challenges of
structuring participation to engage with qualitative data in audio form, and became interested in
exploring how digital tools could be designed to capture and share voice as a resource to create
action in communities. As such, the research presented in this thesis was conducted from my
perspective as a software engineer and qualitative researcher in training, which provided a unique
skill set to examine the research objectives outlined above through the design, development, and
field deployments of digital systems “in-the-wild” [239].

1.3.2. The Case Studies

This thesis adopted a case study (CS) approach to systematically explore the research objectives
across five distinct case studies. This section outlines how each case study occurred in practice,
my role in gaining access to participants, and my research position in relation to the social
context of the study and its participants.

Upon starting the PhD, my research focused on exploring the design of digital tools to make
the capture and analysis of qualitative data more inclusive. One challenge in prior years of the
MRes was that module feedback occurred at the end of the semester, which has no direct impact
on those students. The HCI module leader wanted to capture and listen to student feedback to
iteratively refine the taught material delivered as an alternative feedback mechanism that could
impact student’s learning. As such, I developed an initial digital prototype to explore the data
capture workflow stage in practice. This case study (CS1) lasted one semester where my position
was primarily observational: I attended each teaching session where the prototype was used by
students. Alongside this, I applied a HCD approach weekly to obtain feedback from the teacher
and students to iteratively refine the digital prototypes.

Alongside this, a manager from a local charity that helps connect individuals with complex
needs with other local services (e.g., housing providers) delivered a presentation in Open Lab
describing how they captured audio interviews with service-users and curated these to inform the
delivery of training to other organisations. I presented my research to this manager that initiated
a longitudinal, action-research case study (CS2) where I became embedded in the organisation
to observe existing qualitative practices, e.g., interviewing service-users and training delivery.
Due to CS2’s duration, a range of design methods were applied to iteratively design, develop,
and deploy digital systems “in-the-wild” to explore each workflow stage in practice.

CS2 resulted in digital prototypes for all workflow stages besides the final curation stage for
which initial design ideas had been created. As such, I developed a digital prototype and sought
a suitable context where this could be applied. A lecturer from Open Lab had an upcoming
research methods and wanted to use these technologies to support peer learning between students
(i.e., capture interviews following the same schedule and analyse these with the same codebook),
and to listen and curate content to provide group feedback on interviewing technique. My role in
this research was primarily observational due to a combination of participants using prototypes
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for all stages of the qualitative workflow and the short duration of the case study, which provided
insight into how the curation prototype was used in practice.

The prior three case studies had focused on design research to explore how digital tools could
enable inclusive stakeholder participation in specific and multiple workflow stages. This resulted
in multiple digital systems that provided an incomplete user-experience across the qualitative
workflow. As such, I spent several months developing a digital platform, Gabber, that brought
together design learning from across those case studies into one unified digital platform. During
the development process, the International Federation of Red Cross Red Crescent (IFRC) had
completed a collaboration with another researcher in Open Lab (see: WhatFutures [160]) and
visited Open Lab where I demoed an early version of Gabber. From this, they were interested in
using Gabber to obtain insights from their distributed network, and so plans emerged for how I
might support such an engagement. Due the potential distributed scale of a deployment with the
IFRC, additional time was dedicated to developing Gabber, e.g., multilingual support. Following
this, I spend six months in the IFRC’s headquarters in Geneva, Switzerland, where I led a Gabber
deployment termed TalkFutures as outlined in chapter 6. During this, I was embedded within
the innovation team where I was supported by two PhD students and an IFRC staff member who
was instrumental in participant recruitment due to their connections across the IFRC.

Following the IFRC deployment, I returned to Open Lab where a digital civics PhD researcher
was interested in using technology to support an ongoing co-research project. As such, a range of
participatory platforms were demoed as potential options that could be reappropriated. Gabber
was ultimately chosen and used as-is to support this co-research project where my role and
position was primarily observational. Findings from TalkFutures highlighted desires from
participants to understand how other stakeholders engaged with their data across the qualitative
workflow. As such, I initiated a follow-on study with participants who had engaged in the
co-research project to reflect on their participation across the qualitative workflow, and to explore
perceptions of paradata and how this might enhance process transparency.

1.4. Thesis Structure

This thesis develops across eight chapters to explore these research objectives. Firstly, a literature

review is presented in chapter 2 that examines the role of digital tools to support the qualitative
practices of academics, civil society organisations, and citizens. Chapter 3 presents the digital
platform, Gabber, that was developed as an outcome of chapter 4. The platform was presented
prior to the design process to situate the broader context and design learning in the following
design chapter. Chapter 4 iteratively examines each workflow stage through the iterative design,
development, and deployment of digital prototypes across three distinct case studies that resulted
in Gabber. Chapter 5 conceptualises a qualitative research workflow to unify how digital tools
can support practitioners undertaking qualitative practices that are meaningful to all involved.
Case study four (chapter 6) and five (chapter 7) examine the complete workflow in practice
through partnerships with a civil society organisation and a citizen-led initiative that provided
unique constraints and insights into workflow usage. Finally, chapter 8 draws together findings
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in relation to the research objectives above, reflecting on the limitations of the thesis, and areas
for future research. The structure, aim, and outcomes of each chapter are outlined below:

Chapter 2 (Literature Review) examines the distinct qualitative practices of academics,

civil society organisations, and citizens, highlighting how digital tools are appropriated to
structure participation and the challenges with enabling participation for external stakeholders
in each research process. This shows how each stakeholder group is increasingly engaging in
participatory practices that involve or are supported by other practitioners. This work illustrates
how research participants more often contribute in an advisory capacity to ideation and data
capture than the analysis and dissemination of qualitative data. Through examining distinct areas
of research for each practitioner, such as citizen social science, community engagements, and
civic media, an increased preference for utilising media to overcome barriers in data analysis and
dissemination was identified. Moreover, existing research examines each stakeholder group in
isolation whereas this thesis aims to explore the design at the intersection of these practitioners,
thereby creating insights that have transferability and utility within participatory practices.

Chapter 3 (Platform) presents Gabber, the digital platform designed and developed as an
outcome of the three case studies in the subsequent chapter. A comparison between existing
research and commercial software that supports qualitative research are presented to position
five unique distinctions of Gabber: (1) it encompasses all research stages in one digital tool (end-

to-end workflow); (2) increases inclusivity through designing each stage around the reuse of the
original captured audio media (voice first); (3) is designed with practitioners; (4) data ownership

and dynamic consent is designed into the platform; and (5) offers flexibility as no epistemological
or methodological decisions are made for how the platform is used by practitioners. The system
architecture and technical design decisions that were informed by contemporary HCI literature
are documented, including a description of implementation details of each workflow stage. The
exploration of this end-to-end digital qualitative workflow is presented in the subsequent two
chapters. The Gabber platform is presented prior to the design process to situate and contextual

the case studies in the subsequent design chapter.

Chapter 4 (Case Studies 1–3: Iterative Prototype Design) describes the iterative design,
development, and learning process undertaken across three distinct case studies with academic
and civil society practitioners that examined their existing qualitative practices through real-
world deployment and evaluation of digital prototypes (RO1). The research aims across these
case studies was to iteratively examine the design qualities of digital tools to make qualitative
practices more inclusive and meaningful to practitioners. A participatory action design research
(PADRE) approach was taken to inform the iterative design and configuration of prototypes
in response to the needs of each distinct context and associated stakeholders. Each case study
extends design learning from the previous and shifted the research and design focus to the
succeeding qualitative workflow stages. Observations of prototype use and interviews after each
deployment provided insight into the perceived benefits and challenges of prototype use. A
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chronological account of design learning of prototype use in relation to each qualitative stage is
presented, which ultimately informed the design of the Gabber platform.

Chapter 5 (Defining A Qualitative Workflow) summarises the research practices of academics,
civil society, and citizens to surface the distinct activities in each, how digital tools supplement
these practices, and the overlap between practitioners. From this and informed by the literature
review and design chapter, a cross-cutting qualitative research workflow composed of six stages –
Preparation, Consent, Capture, Analysis, Curation, and Reuse – is conceptualised that structures
how data output from each stage facilitates inclusive participation for all stakeholders involved.
To achieve this, interactions with media at each stage underpins the workflow’s design as it
is familiar to all practitioners and increasingly used within participatory practices between
stakeholder groups, such as participatory media research. Gabber provides one example of where
this workflow is implemented and used in practice.

Chapter 6 (Civil Society Case Study) presents a collaboration with a civil society organisation,
the International Federation of Red Cross and Red Crescent Societies (IFRC), where Gabber was
used as part of an ongoing globally distributed community engagement that aimed to engage its
members in all workflow stages: the capture of local opinion, distributed analysis, and reporting
of insights across the global community. The Gabber workflow was adapted into a digital
campaigned, termed TalkFutures, where unique roles and engagement activities were designed
to structure remote participation. Analysis of paradata from platform usage provided insight into
the breadth and depth of participation of each workflow stage and the limitations with how the
digital qualitative workflow was used. Post-deployment interviews to understand participant’s
perceptions of taking part surfaced desires for increased transparency in how their contributed
data was engaged with by the organisation and its members. Data analysis in this case study
focuses on the impact and challenges of adopting and using a qualitative workflow, i.e., RO2.

Chapter 7 (Citizen-led Case Study) presents a citizen-led co-research project where Gabber
was used by members of a local charity to gather and understand community opinion to inform
service change. Observations throughout the partnership and semi-structured interviews follow-
ing the deployment were undertaken to understand perspectives of engaging with each workflow
stage, i.e., RO2. The focus of data analysis in this chapter examines the characteristics of
paradata considered most important to build trust and feel represented in the research outcomes,
i.e., RO3. Findings highlight the potential of paradata to increase agency in qualitative practices,
to support governance of data contributed, and to demystify decision-making. These findings
inform design implications for creating personalised interfaces that represent paradata to help
close the feedback loop between stakeholders involved in qualitative projects, and surfaced
challenges with privacy and consent when reusing paradata in digital qualitative tools.

Chapter 8 (Conclusion) reflects on findings across the five case studies in relation to the
research objectives, its limitations and contributions, and outlines directions for future research.
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1.5. Summary of Contributions

The research of this thesis resulted in two peer-reviewed publications and two additional publi-
cations through collaborations with academics that adopted the qualitative research workflow
and platform developed as part of this thesis (see: Publications). This thesis offers four key
contributions to knowledge in HCI, digital civics, and citizen social science research as follows:

1. A conceptual contribution through synthesis of a diverse literature on the qualitative
research practices for each stakeholder group, including existing modes of participation
for stakeholders involved and how digital tools are appropriated. Through characterising
the distinct motivations and barriers faced across these practices, a qualitative research

workflow is conceptualised that posits the use of media (in contrast to text) in each stage to
increase opportunities for participation across practitioners. This framing of interactions
around media creates a design space where the design of methodologies, processes, and
digital tools can be explored with practitioners using a medium that is familiar to them all.

2. A system contribution through the iterative design of Gabber across three case studies
with practitioners engaging in ongoing qualitative practices (chapter 3). Gabber is an
open-source digital platform to capture audio conversations, analysis them as a community,
and curate analysed media to report insights. The main contributions of Gabber include: (i)
the iterative design process from the perspective of academic and civil society practitioners;
(ii) the design prioritisation of utilising and preserving audio in each stage to lower barriers
to entry for practitioners; (iii) a characterization of the issues faced by practitioners
engaging in qualitative practices through three distinct field deployments; and (iv) design
recommendations to inform future research on digital qualitative research methods.

3. An empirical contribution providing insights into the qualitative practices of civil society
organisations and citizens through two distinct real-world field deployments of Gabber that
examined the end-to-end workflow in both a globally distributed community engagement in
a civil society organisation (chapter 6) and a co-research project (chapter 7). Insights gained
across these case studies advances an understanding of the practices and digital mechanisms
necessary to support qualitative research workflows and the associated challenges of
configuring and supporting participation for practitioners. These case studies offer practical
examples and insight into how citizen social science projects can be conducted.

4. A design contribution primarily through the final case study (chapter 7) that presents
implications for designing interfaces and analysis processes to leverage paradata to
improve process transparency and demystify decision-making for stakeholders involved.
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Chapter 2. Literature Review

2.1. Introduction

The previous chapter summarised how three key stakeholder groups – academics, civil society

organisations, and citizens – are increasingly engaging in qualitative research practices through
public consultations, community engagements, and digital civics research. This chapter builds
on this framing of these stakeholders as qualitative practitioners by examining how digital tools
are appropriated to structure participation and the diverse ways external stakeholders contribute
within the qualitative practices of each stakeholder group. This begins by examining the role
of digital tools within the current practices of academics, highlighting emerging citizen social

science research where participants contribute to ongoing qualitative research projects that aim to
create social change. Community engagement literature is then examined to understand how civil
society organisations engage communities in capturing and analysing qualitative data. Finally,
citizen’s qualitative practices are examined through discussing civic media and digital civics
research that aims to reimagine how citizens participate civically and where digital tools are
increasingly used to support alternative modes of inclusive participation.

Bringing these three strands of practitioner perspectives together, this chapter surfaces the
distinct and overlapping challenges that motivate and underpin the concept of a qualitative

research workflow. As such, this chapter identifies a gap in literature to design digital tools
to structure inclusive participation across the qualitative research practices of all stakeholders.
This review concludes that stakeholders are increasingly using a combination of participatory
strategies and digital tools to engage stakeholders in capturing qualitative data, but less often in
the data analysis and dissemination stages. Therefore, designing lightweight and inclusive ways
for all stakeholders to engage in any and all research stages through technology underpins the
research aim of this thesis.

11



Literature Review

2.2. Academic’s Qualitative Practices

Qualitative research is concerned with understanding the human experience, behaviour, and
opinion of people that Punch [214] succinctly defines as “data not in the form of numbers” to
emphasise understanding the meaning of experiences rather than numerical representations, such
as through photographs, video, or observations of behaviours. Despite being recognized as
an interdisciplinary field, there is no unified theory or standard approach of doing qualitative
research [236], which impacts the choice of digital tools and methodologies researchers take.
This is in part due to the breadth of ontological and epistemological paradigms that unpin
qualitative research practices and methodological choices available to the researcher, i.e., the
beliefs, assumptions, values and practices shared by a research community [156].

The following subsections begin by describing how digital tools have augmented the data
capture and analysis stages of the research process, and how data generated through the use
of such tools is used within existing interfaces, i.e., paradata. Following this, citizen science
research practices and derivatives of it are examined to highlight how technology is used to
structure and support citizen participation in research through which the opportunities and
limitations of existing technology in the qualitative research process are illustrated. While there
are many levels of active stakeholder participation in research, i.e., participatory research [55],
action research [226] and co-design [251], the focus on citizen science in this review is due to
the integral use of digital technology to structure participation of research stakeholders.

2.2.1. Digital Tools for Qualitative Research

Over the past fifteen years, technology has transformed and impacted all aspects of the research
process: from how participants are recruited and engage in research activities, to how researchers
collaborate. Despite the breadth of digital innovations across the research process, discussions
on the role of technology has primarily focused on how data analysis software is used, with less
focus on how technology can support other research stages [68]. In their discourse analysis of
introductory qualitative research textbooks, Paulus et al. [208] identify how contemporary authors
often write short and outdated descriptions of technology that primarily cover three research
stages: (i) data capture where Dictaphones are the technology of choice; (ii) transcription using
bespoke software to transcribe captured media to text; and (iii) qualitative data analysis software

(QDAS) highlighting how digital tools are primarily designed and used by academics in the data

capture and data analysis research stages.
Moreover, Paulus et al. [208] note that the textbook authors often describe technology use

with scepticism and caution, and attribute the associated “myths” on the impact of technology
adoption as unsubstantiated. For example, that using QDAS adds “distance” between the
researcher and their data that could lead to superficial analysis, yet this claim is never fully
expanded upon by textbook authors. Gilbert et al. [109] provide a comprehensive historical
overview of digital tools for analysing qualitative data that expands upon these continued tensions
and the distrust between the use of technology and its adoption by practitioners. In more recent

12



2.2 Academic’s Qualitative Practices

work, Paulus et al. [205] posit that these claims have a cyclical consequence for new researchers
who use these books to learn qualitative research and due to these myths can impact technology
adoption. The authors argue that this impacts future scholars not having the technological skills
needed to train their own students and therefore limits the potential choice, use, and adoption of
technology for qualitative research. These tensions, as Paulus et al. [205] note, are compounded
as digital tools have the potential to disrupt existing “traditional” qualitative practices, i.e.,
using a Dictaphone for data capture, a word processor for data analysis [194]. Building on these
challenges and prior research [68, 205, 208, 209], Paulus et al. [206] published a book titled
Digital Tools for Qualitative Research that aims to:

“Reframe how we talk about digital tools for qualitative research. We argue that

just as they are an essential, inescapable part of our daily lives, digital tools can

be an essential part of our research lives. We hope this book will help researchers

conceptualise how the qualitative inquiry process in its entirety can be supported by

digital tools in ways that can add robustness and depth to qualitative work.” [206]

This book provides a comprehensive overview of how technology impacts all stages of the
research process as illustrated in Figure 2.1. This ranges from using cloud-based storage to
handle research data, using video communication technologies for collaboration, using QDAS to
review literature, and direct coding on waveform representations of data.

Figure 2.1 The stages of a researcher’s qualitative process as represented by Paulus et al. [209].

Through reflecting on technology use across the qualitative research process, the authors
posit three cross-cutting themes for consideration in the design of future digital tools:

• Ethical dilemmas: raised through the use of technology in the qualitative process, e.g.,
how data is stored and accessed, and by whom;

• Transparency: the researcher’s decisions to create immediate audit trails;

• Collaboration: between researchers, participants, their communities and the public.

The authors note that modern qualitative research is now an inherently collaborative process
that can involve external stakeholders in various ways, but primarily focus their discussions of
digital tools from the academic perspective, with limited engagement in how research participants
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might guide the choice of technology or their use of it when participating in research. Notably,
prior research by Paulus et al. [206] primarily describe commercial technology (e.g., social
media platforms for networking, QDAS, calendar software for scheduling meetings, etc.),
which can require the researcher to learn a diverse range of technologies when undertaking
more participatory approaches to qualitative research. Importantly, these platforms handle data
independently and it can be difficult or impossible to transfer data between systems. This is a
critical limitation when handling potentially sensitive data across research stages: capturing data,
analysing it, and disseminating findings.

While QDAS are now being used at multiple stages of the research process (e.g., literature
review, handling data, and data analysis) they are not designed with the goal of encompassing
the entire research process. This further constrains how data is handled and shared and adds
additional resource requirements (i.e., time, learning, etc.) to engage in each research stage.
While digital tools are increasingly being used to supplement research activities, such as to
coordinate communication, prior commercial applications and digital innovations have been
primarily limited to the data capture and data analysis stages of the research process, i.e., the

“Generating Data” and “Analysing Textual Data” from Figure 2.1. As such, existing digital
innovations and their use by academics are described in the subsequent subsections.

2.2.1.1. Capturing Qualitative Data

Mobile smartphones are ubiquitous and are increasingly being used to capture qualitative data in
audio or video format, such as through interviews and focus groups, or to support participants
recording their own data, such as through audio diaries [194, 211, 276]. Academics have
explored the design of alternative, bespoke digital tools to augment their existing data capture
practices through the design of digital systems that “ensures a good match between the tool

and the researchers’ needs” [75]. Do and Yamagata-Lynch [75] reflect on their design process
using a drag and drop application builder that enabled the authors to develop two bespoke
mobile applications with limited programming experience: one for capturing audio interviews
and the other for note-taking during ethnographic observations. The design of these systems
was informed by their personal experiences as academic practitioners and the challenges that
they faced in the field. The interview tool, which is most relevant to the research of this thesis,
presented a list of pre-defined interview questions and a checkbox associated with each question.
When one question was selected the application would begin recording an individual audio file in
response to that question and upload this to a cloud storage service for retrieval later. The authors
found that conducting interviews through their prototype encouraged the researcher to cover all
topics but did not expand on how this impacted conversation dynamics when navigating between
interview questions. Previous media production research [21, 42, 245] has shown that tags
overlaid in mobile applications can disrupt the recording of video interviews, but less often when
recording audio media, which the authors attribute to the intrusive feeling of being video recorded
[21]. While Do and Yamagata-Lynch [75]’s digital interview tool responded to the needs of
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academics, other researchers note that time, cost, and limitations of existing technologies are key
constraints to consider when designing digital tools for qualitative practitioners [104].

Capturing media through digital tools can yield large, unstructured and difficult to man-
age media datasets, which often requires significant time to engage with [164]. The manual

association of metadata (e.g., interview topic, date, time, participant details, etc.) with the associ-
ated media (or its transcription) is often not undertaken in a manner that makes these datasets
searchable, accessible, and meaningful to collaborators. This is in part due to academics using
traditional recording devices (i.e., video cameras or Dictaphones) or mobile applications, which
by design does not store the relevant metadata associate with the recording. Media production
researchers have designed technologies to overcome these challenges, but with limited uptake
or application to qualitative practices [245]. There are notable exceptions within HCI research
where digital tools have been designed with pre-analysis in mind and therefore leverage metadata
to support the qualitative process.

Barkhuus and Brown [20] studied technology use in the fieldwork practices of social scientists
and identified the challenges of replicating interviews between collaborators and the desire for
a way to begin pre-analysis upon capture. Consequently, TagPad was developed, a tablet
application designed for data capture and pre-analysis [19]. TagPad uses interview guides to
structure data capture by creating metadata in response to each interview question, e.g., audio
recordings, text entry, etc. The pre-analysis interface enabled custom tags to be applied to
segments of audio interviews that were overlaid on a timeline that enabled preliminary coding
in-situ following data capture. Tagpad differs from prior technology solutions (e.g., [75, 104]) as
it also includes the pre-analysis stage and was informed by the existing qualitative practices of
a broader range of academic practitioners. However, the authors of these digital tools did not
explore how this metadata could help in stages beyond pre-analysis, e.g., when representing
or disseminating findings. Nevertheless, this research highlights both a need and desire from
academic practitioners for digital tools to encompass multiple research stages that prioritise
lightweight modes of participation.

2.2.1.2. Qualitative Data Analysis Software

Friese [99] and more recently Silver and Lewins [250] have illustrated how qualitative data
analysis software (QDAS) support a diverse range of functions and analytical approaches, with
data management and analysis being two key activities of these digital tools. The analytical
features of QDAS typically range from thematic coding of written transcripts (i.e., memos or
annotations), associating codes across datasets, or visualization of codes on a per interview
or dataset basis, and increasingly more technical features, such as automated transcription.
Davidson and di Gregorio [67] provide a detailed historical overview of QDAS that outlines how
data analysis has evolution from a manual, paper-based procedure to “QDAS 2.0” that aims to
support distributed collaboration by using modern features of web-based technologies. This can
be seen in several more recently developed QDAS that are entirely cloud-based (e.g., Condens
[51] and Dedoose [71]), or technologies with a long history in this space offering cloud-based
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alternatives to their standalone software such as NVivo [219]. However, current QDAS require
the captured data to be stored on a remote server that the researcher does not control or possibly
know the location of, which raises ethical and privacy concerns regarding which countries the
research data is being stored or transported between [206].

QDAS are historically designed to accommodate a broad range of analytical practices,
resulting in a complex feature set that is reported as making learning and using these tools
challenging [209], such as Nvivo [219], Atlas.ti [14], and MaxQDA [183]. In response, recent
start-ups have emerged that aim to simplify the feature set available in QDAS through creating
more lightweight interactions that primarily focusing on data analysis of text from automated
transcripts of media and collaboration through web-based platforms, e.g., Condens [51], Dovetail
[77], and Quirkos [220]. This reduced feature set enables these companies to design digital tools
for a larger audience outside of academia, such as user researchers in companies and NGOs.

To understand how QDAS are used by researchers, Woods et al. [279] undertook a content
analysis of 763 research papers that reported on the use of QDAS between 1994–2013. Findings
from this study show a small growth of QDAS usage year-on-year and that coding transcripts
is the primary feature of QDAS used, with 96.8% of academics using QDAS for analysing
transcripts from interviews and focus groups. This is despite features existing within QDAS to
annotate media directly, which Woods et al. [279] note as “frequently underused” with only 2
from the 763 papers reporting on analysing media directly. This could be attributed to researchers
being taught that working with transcripts is often considered the “first step in analysing data”

[16] and that it simplifies the analysis process by making data easier to scan, search, share, view,
compare, and anonymise [279]. However, transcription is a time-consuming process that can
potentially alter the authentic voice of participants due to its reductive, interpretative nature
[16] and may also remove nuances from voice that are challenging to represent as text, such as
sarcasm, tone and subtle aspects of emotion [210]. While QDAS exist for working with media
directly such as ELEN [83] or HyperRESEARCH [131], Woods et al. [279] note that they are
primarily used in specialised research domains where working with voice or mannerisms in
video is critical, such as linguistic analysis.

Moreover, Woods et al. [279] reported that other QDAS features are also underused, such as
to visually represent findings. This could be attributed to these research stages being distinct
activities from how academics perceive and use QDAS, i.e., “Representing Findings” in Fig-
ure 2.1. The limited usage of advanced features for visually displaying findings and working
with media directly has been attributed in prior research due to three key barriers: (i) QDAS
being primarily designed for data analysis then being retrofitted into other research activities that
lack a well-defined user experience, such as data capture [206]; (ii) limited teaching of QDAS
to prepare qualitative researchers for using such digital tools [68]; and (iii) that the complexity
of these interfaces can create steep learning curves that can impede learning [88, 207]. This
highlights a need to explore digital tools that accommodate qualitative practices across the
research process that have a reduced feature set to make learning and using them quick and
accessible.
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2.2.1.3. Metadata and Paradata from Digital Tools

Across these digital tools there is potential to utilise different types of data to structure what
raw data is captured and how it is interacted with through technology. The prior sections have
shown how metadata is created as a byproduct during each stage of the qualitative process to
enhance an understanding of other data, such as associating demographic data with an interview.
Conversely, paradata describes data about processes: how people access, use, or engage with a
process, system, or other data [58, 170]. Consider a thematic analysis undertaken by researchers
on a single transcript where the decisions include: highlighting text, creating comments (notes)
and applying codes. Metadata captures who highlighted a sentence or created a comment, while
paradata can capture which text was skipped during reading, or the time spent on each page. An
overview of two examples for each is outlined in Table 2.1. In this way, metadata describes what
was done with an object or artefact, while paradata are the ways that the object were interacted
with and describes a data trail of the human processes that enabled the artefact to exist. The
difference then is that metadata primarily describes properties of an artefact, whereas paradata
describes procedures and interactions with an artefact. Moreover, metadata can then be thought
of as data about data while paradata as data next to the data.

Decision Metadata Paradata

Highlighting Text Date Saved % of transcript highlighted
Creator Time spent on each paragraph

Commenting Total Comments Time spent on comment
Content Length Date comment was deleted

Coding Total Codes How codes change/evolved
Code Distribution Time spent choosing code

Table 2.1 Examples of potential metadata and paradata that can be generated through a typical thematic
analysis of a transcript.

While metadata is being used to support open science and increase transparency of quantita-
tive research [196], limited research has explored the types of paradata that could be captured to
enhance transparency for qualitative practices. This could be because the types of paradata likely
to be most important and to which stakeholders (i.e., researchers, participants, the public) remain
undetermined. While existing QDAS have the potential to record and visualise paradata, they are
primarily designed to create outcomes from one research stage (data analysis) and so there are
research opportunities to explore how paradata recorded within digital tools across qualitative
practices are visualised to increase transparency of how data was engaged with, which takes the
focus of the final case study presented in chapter 7.

2.2.1.4. Summary

This section highlighted how the capture of qualitative data is increasingly being performed
on mobile devices using bespoke applications developed primarily by and for academics, e.g.,
[19, 20, 75, 104]. Data analysis is increasingly performed using QDAS with only basic features
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being utilised that is in part due to existing interface complexity, cost, and training required to
use these effectively [206, 209, 279]. Academics are increasingly using individual technologies
within and across each research stage, which makes data management between these platforms
challenging if not impossible. Paradata offers one potential opportunity to increase visibility of
decisions made through the use of digital tools that could enhance the transparency of qualitative
practices. This highlights a need for digital tools to encompass more stages of the qualitative
research process than existing digital tools, and so: what characteristics of technology would be

important to encapsulate the entire process and is this desired?

2.2.2. Citizen Science

Key to some research methodologies is engaging research participants in a range of activities to
inform knowledge production where the participant’s role can be a passive contributor of data
(e.g., being interviewed) to an increasing active role (e.g., contributing to data analysis). There
is a range of research methodologies that aim to democratise stakeholder participation in the
research process, such as participatory research [55], action research [226], and participatory
design [251]. This section focuses on citizen science and three derivatives of it – Virtual Citizen

Science (VCS), Community Citizen Science (COS), and Citizen Social Science (CSS) – to
illuminate the opportunities and limitations of participation through technology in the research
process. The focus on citizen science was informed by the dependency of digital tools to structure
participation in these practices and the emergent qualitative variations where the adoption of
technology is limited, and thus provides additional opportunities to examine and augment these
practices as in this thesis.

Citizen Science (CS) describes the practice of public participation in scientific research in
both traditional research activities (i.e., data collection and analysis tasks [157, 275]) and external
engagements (i.e., community action, awareness raising, or education [138]). This configuration
of the research process enables researchers to draw from citizen’s environmental, contextual,
or social knowledge to contribute to research projects beyond geographically collocated tasks
that would be infeasible otherwise. For example, observing and monitoring wildlife populations
or environmental conditions within a community [138]. CS projects are often configured
to address real-world problems with volunteers collecting datasets that enable researchers
to assist policymaking processes [30, 92, 138, 275]. Irwin [138] has proposed integrating
citizens into all stages of citizen science research projects that positions citizen volunteers
as co-researchers to democratise projects that would potentially impact participants through
policymaking. Bonney et al. [29] builds on this work by dividing citizen science projects into
three types: (1) contributory: designed by researchers where volunteers primarily contribute to
data collection; (2) collaborative: designed by researchers where volunteers contribute to project
design, data analysis, or dissemination; and (3) co-created: designed with volunteers and where
volunteers are actively involved in most or all steps of the scientific process. Rotman et al. [240]
note that in practice co-created projects are idealistic and often face challenges of configuring
and sustaining participation.
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2.2.2.1. Virtual Citizen Science

An increasingly popular form of citizen science is virtual citizen science (VCS), a crowdsourced
approach through digital platforms that primarily involves lightweight data analysis tasks that
are currently not feasible through computer automation, but where humans intuition excels
[119, 275], i.e., “human computation” [3]. This approach enables geographically distributed
participation through lightweight contributions at times that suit volunteers and where they have
freedom over which projects to contribute to. A common example of VCS is Zooniverse, a digital
platform where volunteers classify telescope images of galaxies as either spiral or elliptical,
which at the time was impractical for computers to automate [48]. VCS has proven to be a highly
effective method with its success resulting in new discoveries and publications across a range of
disciplines, from neuroscience [151] to protein folding in biology [22]. Despite its successes,
VCS places a large burden on volunteers as participation is often unpaid and requires additional
quality assurance tasks from other volunteers to validate contributions, therefore increasing the
overall workload and time required to engage [227].

Across CS and VCS, a small proportion of volunteers make the majority of contributions,
often intermittently and unpredictably [242, 262]. Several solutions have been explored to sustain
VCS communities, such as gamification of participation [132, 154] or using attribution mech-
anisms to acknowledge volunteers’ contributions [240]. Furthermore, VCS projects primarily
utilise general human knowledge, such as determining the differences in images, and rarely
leverage the contextual and experiential expertise of participants that traditional CS could, and
nor does it often aim to address real-world problems as policymaking like citizen science.

2.2.2.2. Community Citizen Science

Citizen-generated data initiatives or more recently Community Citizen Science (CCS) [130] aim
to address this need where citizens report issues through technology that affect their local com-

munity, such as issues with cycling infrastructure [162, 180] or air quality [129]. CCS projects
are ideally designed to embrace participatory democracy, co-design, and rebalancing power
from researchers to citizens [130], but like VCS they can position participants as contributors
of small-scale quantitative data, with few projects supporting citizens engaging beyond data
collection activities. One exception is research by Puussaar et al. [218] who co-designed a digital
platform, Data:In Place, with community groups over an 18-month period that sought to more
actively involve citizens in “accessing, interpreting and making sense of open data” for civic
advocacy. Through this platform, citizens can access, contextualise (through comments and tags),
and discuss open data in the form of quantitative metrics in relation to place, such as air quality or
local budgeting. This research highlighted both an interest from community members to actively
engage with quantitative data that has meaning to them and illustrated how digital tools can
provide rich insight into local issues through empowering stakeholders to undertake their own
data-driven explorations. However, this and other CS and VCS projects are primarily designed to
facilitate engagement with quantitative data, and so there is opportunity to explore similar aims
of stakeholder involvement through lightweight participation in qualitative practices.
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2.2.2.3. Citizen Social Science

Participation in CS is designed to accommodate lightweight modes of participation often resulting
in quantitative data, such as the geo-location of a bird identified or a binary value when identifying
galaxies. In contrast, Citizen Social Science (CSS) aims to support citizens co-examining societal
issues through the application of qualitative methods that draws from participants expertise of
their environment and social context that researchers may not have access to [126, 215, 257].
CSS provides a unique response to Bonney et al. [29]’s ideal of co-created citizen science through
creating opportunity for researchers to work with local community members and co-explore
problems that they experience. Purdam [215] describes CSS as a “new form of social science”

that could address ongoing debates in sociological research on the need for innovative methods
that describe and classify experiences rather than looking for causality amongst the new forms of
data being collected and analysed by private and public institutions, e.g., social media feeds [38].

To explore CSS in practice Purdam [215] present a pilot study with 13 participants that
used participant observation and a paper-based protocol to catalogue characteristics of local
beggars as they go about their daily lives, e.g., location, gender, time, age, etc. The author
notes that this approach “facilitates the researching of issues where resources are limited and

where populations are hard to reach”, making it possible for researchers to utilise data otherwise
difficult to capture that could inform the preliminary stage of designing a larger research project.

While this research “democratised” data collection, it positioned research participants as
human capital for use by an existing research team rather than a collaborative or co-created
project where citizens engage in all activities. Furthermore, the authors discuss how CSS could
take us further than community-based participatory projects to an age of “a renewed idea of

public sociology and a radical, emancipatory and social justice driven social science” [215],
but fail to critically discuss the ethical challenges of utilising CSS in such a way, particular in
documenting characteristics of individuals in a difficult life circumstance. Additionally, the
perceived credibility of the data collected is not discussed, which in current CS projects requires
extensive time to validate from researchers or peer volunteers, and because qualitative data is not
as easily verifiable, it may require new mechanisms to validate its credibility or utility. Finally,
this approach was entirely paper based, although the author noted how digital recording devices
that capture metadata (e.g., time, location) could “enable the digital mapping of begging” [215].

Building on this research, Heiss and Matthes [126] designed a CSS project where young
adults used experience sampling through WhatsApp to report the communication channels,
places, and content that peers share concerning their political views. Like Purdam [215],
the authors note how CSS provided opportunity to gain insight into a study population that
would be otherwise difficult to reach through traditional survey or interview methods [126].
Through reflecting on this study, the authors highlight three practical challenges to consider
when designing CSS projects: (1) difficulty in mobilizing research participants that the authors
attribute to participant’s limited prior knowledge of social science research methods; (2) the
need for clear instruction or/and professional training to ensure data quality; and (3) ethical

issues of sharing potentially sensitive observational data. This study raises additional questions

20



2.2 Academic’s Qualitative Practices

concerning the associated ethical challenges of data sharing within an existing digital platform
(WhatsApp) where this research data would be stored and used by a commercial company for
other purposes. Moreover, these challenges mirror findings from Purdam [215], and similarly
only engage citizens in data capture rather than more ‘co-created’ configurations of participation.

The CSS projects outlined above use data captured through CSS procedures by researchers
rather than a mutual learning process that benefits volunteers contributing to the project. In
contrast, Kythreotis et al. [159] propose how “CSS can potentially transform citizen behaviour

and enable citizens to become key agents in driving climate policy change” and highlights the
various social, political, and institutional barriers that prevent increased citizen participation in
policy decision-making processes. The authors note that the current framing of CSS in literature
(namely [215]) aims to create large datasets that can inform policy making, but it remains unclear
how citizens can contribute beyond data capture. To address this, Kythreotis et al. [159] define
levels of engagement and participation in citizen science and repositions CSS as a next step
beyond the collaborative, science-problem definition to one where “citizens are key agents of

research, action and policy change at all levels of engagement and scales of the decision-making

process”. This resonates and resembles Bonney et al. [30]’s notion of co-creation projects but
differs as CSS is framed by Kythreotis et al. [159] as a method for policy change and thus
impacting local stakeholders. However, these findings highlight that CSS is not a “one size fits

all” and there is scope and flexibility in how it can be adapted and applied.
Moreover, Kythreotis et al. [159] note that the success of their policy driven framing of CSS

is contingent on the uneven power relationships between academics and citizens, and decision-
makers and citizens, and that the scale of participation depends on country specific policy and
politics. While this research suggests some solutions to these challenges (i.e., incentives to
engage volunteers in this process as a “duty”), what the barriers are in practice and how CSS
can be practically supported through digital tools is not discussed.

Other research domains, such as participatory media and citizen journalism (detailed in a
subsequent section), parallel the aims of CSS whereby citizens engage in all stages of a qualitative
research process to co-create media outputs with an aim of creating or informing societal change.
For example, Manuel et al. [175] collaborated with two neighbourhood planning groups who
used a participatory video technology to produce, edit, and curate videos to identify issues that
impact their neighbourhood. This media then formed the basis of a debate between participants
and local planning authorities with the aim of informing neighbourhood planning. While this
research enabled participants to contribute to more stages of CSS than the aforementioned
work and to feel more represented in the final output, the analysis and reporting stages required
extensive facilitation by researchers to create material that could be presented to public officials.
This research highlights the potential of technology to increase the inclusivity of participation
in CSS projects, but also the continuing tensions with how to produce meaningful output for
decision-makers (such as local government) to create action from citizen’s contributions. While
these research areas utilise qualitative practices that align with CSS ideals (e.g., Kythreotis et al.
[159]’s citizen-driven approach to policy change), existing CSS research has been theoretical,
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while participatory media research focuses more on engaging citizens in varying ways rather
than augmenting and enhancing the qualitative research practices of these stakeholders. As such,

understanding the role of digital tools to support participation in CSS projects is the focus of the

research presented in this thesis.

2.2.2.4. Summary

Citizen science (CS) initiatives have created new ways to contribute to ongoing research projects
through lightweight modes of participation that often leverage human’s knowledge or expertise
of the local context where the application of computing is not yet feasible. As such, research
participation has primarily been designed as contributory rather than the idealistic co-created

projects in partnership with citizens, although community-driven initiatives are emerging as
will be discussed in a subsequent section [29]. While contributions to CS projects are primarily
short, lightweight, and typically involve working with quantitative data, citizen social science

(CSS) has emerged as a research methodology that aims to harness citizen participation in
qualitative research that focus on societal issues that impact participants [126, 215]. Prior
research highlights ethical and data quality challenges with implementing CSS projects [126], and
to date participation has been limited to the data capture stage using paper-based data collection
methods [215] or reappropriating existing technologies, e.g., WhatsApp [126]. Emerging HCI
research has sought to facilitate more active participation in data capture and analysis through
bespoke platforms that utilise media (e.g., [21, 175]), but in contrast to prior CSS projects,
participation in the data analysis occurs primarily offline and with guidance from academics.

2.3. Civil Society’s Qualitative Practices

The previous section outlined the qualitative practices of academics, the challenges of how digital
tools are used, and how research participants contribute to a specific variation of qualitative
research project that is most relevant to this thesis, i.e., citizen social science. In contrast, this
section outlines how civil society organisations undertake qualitative research activities as part
of ongoing community engagement and consultation processes where participatory research
methods are often used to engage their service-users and citizens. Civil society is a multifaceted
and multidimensional set of organisations that work at the intersection of citizen and government,
such as non-governmental organisations (NGOs) [197]. They are increasingly working with
local government to collect, analyse, and use qualitative data that includes the voice of their
stakeholders to inform service delivery and public policy, such as town planning or decisions on
who to devolve power to in local communities [96, 100, 146]. Underpinning policy making is
the process of democracy and in turn, the type of democracy used determines the agency and
configuration of participation for stakeholders to contribute and enact change in decision-making
processes [80, 198]. Community engagements have emerged as a more diverse approach to
public consultations that aim to democratise participation in the procedural aspects of democratic
decision-making, such as data collection and analysis [54].
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The following subsections outline the motivations of civil society organisations in choosing
to use participatory methods to engage and involve communities in aspects of their qualitative
practices, outlining how existing methods can hinder participation. Emerging HCI research
supporting community engagements is examined to detail existing uses and limitations of digital
tools to mediate participation in these qualitative practices. While there are increasing use of
in-person participatory approaches, there is also an ongoing desire to engage the wider public
with digital methods for which existing participatory strategies are not designed to accommodate,
particularly in the analysis and dissemination of qualitative data.

2.3.1. Participant Voice in Participatory Governance

Over the past two decades, citizens across the globe have become increasingly disillusioned,
distrustful, and alienated with how governments connect and respond to their civic needs [161],
including the legitimacy of these public institutions [101]. Scholars have characterised this as a

“democratic deficit” [95] and more recently a “crisis of democracy” [80]. In response, central
governments have introduced policy reforms that devolve specific powers and policy decision-
making to local government authorities, such as allocation of public funds and neighbourhood
planning to civil society or community organisations [264]. This presents an opportunity to
empower community members to participate in these processes while relieving civic authorities
of unsustainable costs [146]. This has come at a time of austerity in many countries that have
seen large deficits in public spending at local, regional, and national government levels, such
as the Localism Act in the United Kingdom where the majority of the research presented
in this thesis is conducted [168, 264]. Consequently, services that were once delivered by
government are increasingly being supplanted by civil society organisations, defined as “the

space between government and citizens” that typically include grassroot social movements and
non-governmental organisations (NGOs) [94]. Examples of this include taking ownership of and
maintaining public green spaces [60, 230] or community assets such as swimming pools [61],
food provision [213], or providing health services to vulnerable citizens [24, 25, 252].

Prior research shows that including community members in the decision-making process
enables better distribution of resources amongst the community, such as allocation of funding,
than compared with traditional top-down strategies as the community needs are responded to
more directly. At the same time, this enables transparency of decisions that leads to accountability
and increased legitimacy of existing public institutions [95, 96, 100]. However, communities
rarely have the strategies or infrastructures in place to support idea generation and action in
response to public concerns, which require working closely with public officials through a
process of participatory governance that Fung [100] describe as aiming to:

“... deepen the ways in which ordinary people can effectively participate in and

influence policies which affect their lives ... They are participatory because they rely

upon the commitment and capabilities of ordinary people to make sensible decisions

through reasoned deliberation and empowered because they attempt to tie action to

discussion.” [100]
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Social movements and NGOs have pioneered participatory action research approaches in
governance projects that include stakeholders from all levels of the community in an engagement
to ensure it best responds to their needs [93, 95, 100, 265]. Researchers attribute the success of
governance projects by NGOs to an early focus on drawing from community expertise to inform
service delivery and improvement. Moreover, as these services typically operate in physical
spaces between government and the citizenry, they are often best suited to host engagements
between stakeholders [55]. Underpinning participatory governance is the process of community

engagements that aims to build ongoing relationships between decision-maker and community to
inform social or organisational outcomes [125]. For example, local governments engaging with
their citizens [52, 163, 172], NGOs with their members [21, 78, 160, 167, 265], or businesses
with their staff or service-users [24, 79, 125, 185]. In this way, ‘community’ represents the
stakeholders being engaged. Ultimately, community engagements in participatory governance
projects are initiated and facilitated by decision-makers. They can be both top-down or bottom-up
processes depending on the project goals. As participatory governance projects aim to devolve
power to and actively involve stakeholders in these qualitative processes, the remaining discussion
in this section examines existing offline qualitative practices (i.e., ‘traditional’ approaches like
workshops) before moving onto the digital qualitative practices of civil society organisations.

2.3.1.1. Traditional Community Engagement Strategies

Community engagements typically use qualitative engagement methods to involve, collaborate,
or empower community members in aspects of the decision-making process, such as through
focus groups, workshops, deliberative polling, citizen juries, consensus conferences, and citizen
assemblies [95, 96, 106]. These methods facilitate participants deliberating on matters of concern
that directly affect their everyday lives, such as planning policy. Integral to these methods is
inviting experts to participate where their role involves responding to questions from community
members on the basis that these discussions will inform participant’s recommendations. In
practice, participant’s contributions and recommendations are typically used in an advisory
capacity that raises concerns for how tokenistic their participation can be [95].

As the qualitative methods used involve physical attendance, participation can be impeded
by time limitations, proximity, and the venue’s size and cost, leading to only a small portion of
the affected community attending [54, 100]. Participants are often self-selected and therefore
typically unevenly represent those affected by the final outcome [93, 133]. Such methods can
require community members to interpret technical details, communicate using technocratic
language, and navigate complex bureaucratic processes, particularly for public planning and
budgeting [11, 162, 277].

Prior research highlights the importance of in-person methods for building trust and fostering
relationships between decision-makers and community members, which researchers attribute
to informing more meaningful outcomes [11, 52, 121]. However, community members that
attend these events may dominate the discussion or use it as an opportunity to release tension,
grief, or frustration, which can lead to some participants not having an opportunity to voice their

24



2.3 Civil Society’s Qualitative Practices

perspectives [45, 175]. Central to these methods is enabling participants to discuss and analyse
existing data and to produce an output that is meaningful to policy makers, which we categorise
as the qualitative practices of community engagements. While there are existing barriers of power,
representation, and participation to the aforementioned methods, they have shown to be more
inclusive and representative than other models of democracy (i.e., representative democracy)
as they present an opportunity to “give a voice to those without power” through how they are
configured and co-led by participants [95].

2.3.1.2. Towards Empowered Participation

Seeking to understand and learn from real-world community engagements, Fung [100] examined
successful projects across multiple countries including: (i) participatory city budgeting in Porto
Alegre, Brazil that enabled citizens to determine where public funding was allocated through
citizen assemblies and other deliberative methods resulting in budget reports created by citizens
that outlined the community’s needs; (ii) participatory planning reforms in India; and (iii)
Chicago’s Alternative Policing Strategy (CAPS) that devolved control of schooling and policing
to neighbourhood councils composed of parents, community members, teachers, and principals
that met monthly to deliberate on matters of concern. Although these projects differ in their
organisational design, policy issues, and engagement methods used, the authors note that they
all seek to expand the abilities of ordinary citizens to “effectively participate in and influence

policies which affect their lives” [100]. Building on this work, Gaventa [107] describes that the
outcomes of these experiments had a profound impact on local community members, ranging
from a reduction in corruption and crime, increased transparency of existing political practices
and by extension trust in local government, and a redistribution of resources and spending to the
neighbourhoods that were in most need. Through their analysis of the common challenges and
characteristics of these successful projects, Fung [100] propose a framework for “Empowered

Deliberative Democracy” that aims to utilise citizens expertise to engage in action-oriented
decision-making through broader collaboration with state agencies and civil society:

“. . . to discover and imagine democratic institutions that are at once more partici-

patory and effective than the familiar configuration of political representation and

bureaucratic administration” [100]

This framework contains three general principles and three institutional design considerations

that aim to increase the effectiveness, equitability, and support more sustained participation of
engagements with citizens. The general principles posit for such projects to: (1) address practical
problems for the community; (2) involve community stakeholders affected by these problems; and
(3) use deliberative approaches to iteratively develop impactful solutions. The three institutional
design considerations are: (1) devolution of decision-making and implementation of power to
community stakeholders; (2) coordinated support, resources, learning and supervision from
state to community; and (3) creation of new state institutions to guide the process instead
of voluntary efforts, i.e., civil society. While these principles have been critical for guiding
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subsequent community engagements, the authors note that they are idealistic in nature as the
complexities of these processes inherently limit participation, which they argue as the fault of
existing institutional design, i.e., the hierarchies and bureaucracies of governance [94]. Fischer
[93] extends this analysis by focusing on the participatory planning case study in India and
shows that participation is not only complex and uncertain but underpinned by social and cultural
factors that requires advanced planning to be effective. Prior research shows that participation
in such long-term projects must be carefully facilitated and “cultivated” to enable meaningful
contributions from participants [55].

In recent work, Fischer [95] highlights the role of a “new type of expert” taken by academics
or staff from civil society organisations whose responsibility includes brokering relationships
and facilitating partnerships within community engagements. This resonates with recent work
by Fox and Le Dantec [98] concerning observations in a community engagement project that
outline the importance of “productive partnerships” when academics take on this role and
the multitude of other roles that can be occupied by such ‘experts’ across the lifespan of a
community engagement, which ranges from researcher, collaborator to project advocate. This
work highlights the importance of involving community members in setting the project’s agenda
to strengthen relationships between decision-makers and community members and to help
overcome institutional barriers to enhance the potential impact of the project.

In other research, Le Dantec and Fox [163] describe the key responsibilities of this ‘expert’
role including: training community members to have a deeper understanding of the technical
aspects of the process (e.g., knowledge of the planning process), and facilitate them indepen-
dently capturing and analysing the experiences of other participants in deliberative activities.
Therefore, one aspect integral to successful community engagement is facilitating capacity
building of participants in terms of both knowledge and qualitative practices, which Fischer
[95] describes as providing participants with “the tools needed to reflect on the principles that

underlie the provision of public services”. As such, in their current configurations, community
engagements seek to include citizens in all stages involved in governance projects: collective

ideation, discussion, analysis, and reporting of community experiences. However, community
members are less involved in the analysis and reporting stages and when they are, extensive and
additional capacity building activities are required [52, 93, 172]. Technology offers exciting
new opportunities to broaden engagement and overcome existing barriers to structure qualitative
practices for stakeholders in community engagements as detailed in the following section.

2.3.1.3. Summary

Civil society organisations are increasingly using participatory research methods to engage local
community members in ongoing community engagements. Community members attend and
share their experiences to inform decision-making processes that will impact their everyday
lives. In practice, this contributed knowledge is often in the form of an advisory capacity, and
participants are less often involved in the data analysis and dissemination activities associated
with community engagements [95, 172]. Traditional community engagement methods are longi-
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tudinal and often require in-person attendance that while builds trust, can impede participation.
As such, attendance can be sporadic, leaving participants who contributed their data wondering
how it informed decision-making. Academics are increasingly facilitating engagement processes
through training community members to actively engage in data capture and analysis that mir-
rors prior citizen social science research activities. As such, there are opportunities to design
lightweight forms of participation through digital tools to increase the modes of participation by
citizens in community engagements as described in the subsequent section.

2.3.2. Digitally Mediated Community Engagements

Human-Computer Interaction (HCI) research has simplified how decision-makers can collect
community input through the design of bespoke civic technologies that augment or complement
existing community engagement methods. For example, situated voting devices to elicit public
feedback [79, 110, 260, 269], or introducing turn-taking, fact-checking, or playful game activities
to facilitate more fact-based deliberative discussion [114, 121, 150, 155]. However, these
strands of research often examine one specific aspect of community engagements rather than the
process in its entirety (e.g., to augment capturing community opinion), often utilise lab-based
experiments or short field deployments to validate the proposed digital technology, and do not
specifically examine the qualitative practices of stakeholders involved. Instead, there are three
strands of HCI research most relevant to the research presented in this thesis: (1) interview

studies with decision-makers, businesses, and participants leading or engaging in community
engagements that surfaced challenges experienced through prior community engagements and
the role of technology therein [27, 52, 54, 84, 121, 185]; (2) digitally enhanced participation

where technology was designed and deployed as a component of community engagements
[21, 79, 146, 228], often with an underlying goal of enhancing existing qualitative practices [172];
and (3) crowdsourcing distributed participation to understand the additional challenges involved
in designing geographically distributed community engagements [18, 105, 111, 160, 171]. Each
of these research areas are described in the subsequent sections in-turn.

2.3.2.1. Interview Studies with Decision-Makers

Prior interview studies with decision-makers who lead community engagements have provided
rich insights concerning the methods used, how participation is configured, how technology is
used, and the challenges experienced in practice [11, 27, 54, 84, 121, 142, 172]. For example,
Boehner and DiSalvo [27] interviewed civic leaders from multiple organisations across a large US
city with a focus on how they conceptualise and apply civic technology. These interviews outlined
a disconnect between having data, and knowing what to do with it and an increasing need for
improving “data literacy” amongst community members as a technique to increase meaningful
participation [27]. The authors note that such data literacy is compounded when the data was
qualitative as community members have less familiarity with it compared with quantitative
data. Furthermore, they highlight how data access and data fragmentation across government
departments duplicated efforts that increased time to deliver services, which compounded
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existing tensions with the public. Building on this work and seeking to understand community
engagements at a procedural level, Asad et al. [11] co-created a “playbook” that outlined best
practices for the design of community engagements. This was achieved through using insights
from interviews with decision-makers (municipal employees) and community members to
structure the design of participatory workshops where participants co-created the best practices
for the design of community engagements. Asad et al. [11]’s findings reiterate challenges
outlined in prior work on participatory governance (i.e., [27]), such as tensions in configuring
collaborations between decision-maker and citizens and call for increased transparency of
decisions. The authors speculate on the need for new approaches to analysing data as:

“... it is not enough for a city department to release data to qualify as being

transparent if other community and civic groups do not possess the resources or

skills to make sense of those data.” [11]

Across these papers, while technology is described as aiming to broaden participation,
it is primarily used to support communication between decision-makers and the public, or
enabling information exchange. For example, through online websites, social media platforms or
hackathons [54, 121], with similar technology practices mirrored in NGOs [78, 167]. Moreover,
the reviewed research above highlights a preference for traditional, in-person engagement
methods to more easily foster relationships and build trust between decision-maker and the
public, with qualitative methods being the preferred choice to capture participant’s experiences
[27, 52, 53, 121]. Likewise, these papers are primarily concerned with understanding how the
process of community engagements are enacted, which has limited the scope of discussion to
how projects are prepared and data captured, with limited exploration of the data analysis or
dissemination stages [53, 172].

Mahyar et al. [172] sought to address this gap through interviewing 21 civic leaders in San
Diego (United States) to examine their data analysis practices in prior community engagements.
Their findings highlight how decision-makers sought representative public input, but that existing
data analysis approaches did not scale and thus they could not engage with all the captured data,
which mirrors findings from prior research [27]. The authors argued that despite a desire to gather
input from a more diverse and larger sample of the community, the existing analytical approaches
would not manage with increased quantities of qualitative data. Civic leaders describe that this

“data deluge” required outsourcing the analysis stage to overcome its bottleneck, which increased
costs and made data analysis a “black box” that they feared could misrepresent community views
or increase biases through inaccurate summary methods. In response, Mahyar et al. [172] posit

“hybrid approaches” that combine offline and online engagement activities that could address the
need for scalable analysis tools through creating and distributed tasks to research participants,
while drawing from the benefits of relationship building and trust that offline participation affords.
The authors do not provide examples of what this could involve in practice or the challenges
of leading hybrid approaches, which makes adopting this recommendation challenging. This
recommendation underpins the research presented in chapter 6 that supported an NGO utilising
a hybrid approach of qualitative research practices within their globally distributed community.
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2.3.2.2. Digitally Enhanced Participation

In contrast to interview-based studies, HCI researchers have undertaken action-oriented research
projects as part of ongoing, long-term community engagements. The research aims of these
projects are often twofold: (1) iteratively designing, deploying and evaluating technology with
community members to best respond to their needs through an inclusive, action-oriented partici-
patory research methodology; and (2) contributing a refined understanding of how technology
is adapted and appropriated in context [21, 79, 84, 145, 146]. This research emphasises the
hyper-local expertise citizens can contribute to research activities when capturing and analysing
local data as community members can draw from their experiences and contextual knowledge to
add additional meaning to the data, i.e., “data-in-place” [258].

Qualitative data produced by these digital tools can be difficult to integrate with existing
policy practices that makes disseminating and creating meaningful outcomes for participants
challenging [79, 84, 146, 174, 175]. For example, Johnson et al. [146] worked with three
community groups that were invited by local government to engage in processes of devolved
decision-making around town planning. The authors present a map-based, table-top game to
structure group conversations about local places to enable community members to identify issues
that the government should address. Sessions were audio-video recorded through a digital tool
to track individual decisions on a map to present to decision-makers. Although this technology
facilitated in-depth deliberation and streamlined ideation and data capture, the authors note
that the recorded data (i.e., video media with JSON metadata) lacked meaningful influence over
policy processes as the data produced lacked details that would make it suitable as “evidence” in
existing practices [146], which mirrors prior community engagement research across a range of
contexts [78, 145, 146, 172, 252]. This raises questions about the importance of making decisions
made by decision-makers on data contributed during community engagements transparent to
promote accountability, which this thesis explicitly explores in chapter 7.

In contrast to the digital tools outlined above that primarily facilitate participation in the data
capture and deliberation stages of qualitative research, recent participatory media research has
sought to increase participation in all stages of the qualitative process in community engagements
through the deployment of bespoke digital platforms designed to overcome these challenges
[21, 175]. This aim of democratising participation across the complete qualitative research
process for participants underpins the research presented in this thesis, but as noted below is
associated with a range of challenges. For example, Manuel et al. [175] collaborated with two
neighbourhood planning groups who used a mobile application to produce and curate videos
that identified issues that affect their neighbourhood. These then informed a debate between
participants and local planning authorities (i.e., decision-makers) with the aim of improving
neighbourhood planning policy. While this research enabled participants to feel more represented
in the final output as all stages of the process were transparent to the community, the analysis
and reporting stages required extensive facilitation by researchers to create material that could
be presented to public officials as evidence in a format that was meaningful to decision-makers.
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Building on these findings, Bartindale et al. [21] collaborated with the International Federa-
tion of Red Cross and Red Crescent Societies (IFRC) in two geographically distinct communities
to iteratively design Our Story, a bespoke digital platform designed to empower participants to
engage in all stages of the participatory video workflow that the authors define as: “plan, ideate,

capture, review, tag, edit, present” (Figure 2.2). The plan and ideate stages occur offline between
decision-makers and community members, while the remaining stages are led by community
members through the digital platform to capture, analyse, and present community experiences on
a topic of concern. Through an iterative design process across community deployments, a new
workflow stage was introduced between review and edit videos named “tagging” that supports
community members labelling video clips to streamline the editing process.

Figure 2.2 The six stages of a community-led participatory video production workflow [21].

This research raised concerns about representation of voice and how other stakeholders in
community engagements, i.e., NGO members, local government, etc., can contribute to the final
media outcome without “diminishing the impact of the community voice” [21]. The authors
argue for the need to produce an additional, supplementary media artefact that brings together
the voices of non-community members where they could reflect on the process and the media
outcome delivered by the community. Moreover, this work highlights how designing community
engagements around the types of data anticipated (in this case video) at the beginning of the
engagement and empowering the community to contribute to all qualitative stages ensures that
decision-makers can create action from contributed data [21].

Across these examples, community members required varying levels of in-person support
to facilitate participation in the analysis and reporting stages. Bartindale et al. [21] argue that

“specialist knowledge” of production processes is overstated in literacy as their research shows how
citizen qualitative practitioners demonstrated high levels of media literacy through the process
of engaging with a participatory media workflow. The authors note how tagging content was a
familiar process to participants, paralleling academic practices of coding data. Conversely, other
scholars show that once trained, participants can independently and meaningfully contribute to
the capture and analysis of media artefacts [146, 175, 231]. However, training and support would
be unsuitable for large-scale engagements where real-time assistance is not always possible, such
as city-wide engagements [21, 146, 175].

2.3.2.3. Crowdsourcing Distributed Participation

Mahyar et al. [172] call for scalable methods of qualitative data analysis to overcome the
challenges faced by local governments seeking to engage a broader population in community
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engagements and posit crowdsourcing as a potential approach. Prior research highlights how
crowdsourcing could be used to increase representation in community engagements through
engaging a broader, more diverse demographics while reducing the time and expertise barriers
of the traditional in-person approaches, e.g., [18, 105, 111, 171]. For example, Gooch et al.
[111] developed a web-based platform to crowdsource local community member’s ideas around
sustainability issues affecting them, such as exploring ways to reduce food packaging waste.
These ideas could then be submitted to a funding competition where the research team and
external stakeholders would judge the application and help realise their ideas. Through analysis
of these proposed solutions, the authors show that this engagement approach helped surface
hyper-local solutions that responded to the needs of the community, mirroring findings from prior
research on the importance of utilising local knowledge in community engagements [54, 258].

To date, crowdsourcing in community engagements is primarily used as a means to leverage
community members as “data sensors” to contribute quantitative data often automatically
through sensors on their mobile devices to inform local decision-making, such as reporting
issues of local infrastructure [121, 129, 162, 171, 180], which mirrors the light touch mode
of participation in citizen science projects. Limited research has applied crowdsourcing to
involve distributed participants in activities that engage participants in individual or collective
sensemaking of qualitative data [172].

One notable exception is the work of Lambton-Howard et al. [160] who utilised crowdsourc-
ing in a globally distributed community engagement where participants undertook complex
qualitative data capturing activities. The authors collaborated with the IFRC who wanted to un-
derstand the challenges faced by its members and use the data to inform organisational change. In
response, the authors designed an engagement process that leveraged the messaging application
WhatsApp as it was already used ubiquitously by IFRC members. They assigned participants
distinct roles and created teams through WhatsApp groups to collaboratively produce rich media
responses to the challenges set by the IFRC. This approach reduced barriers to participation
by designing for engagement from the lowest levels of the organisation, i.e., volunteers. While
this work illustrated the potential of distributed participants collaborating and independently
capturing rich qualitative data for a collective goal, the research project relied on an expert
judging panel to undertake data analysis, and therefore excluded members from this stage. As
such, despite the potential for crowdsourcing to facilitate scalable qualitative methods, there is
opportunity to explore how data analysis and dissemination can be structured and configured for
remote participation in the context of citizen social science projects.

2.3.2.4. Summary

This section has shown how technology can mediate participation across all stages of community
engagements that typically mirror the qualitative research process: preparing a project, data

capture, data analysis, and reporting findings. Modes of participation at each stage varied
by technology design and levels of assistance required by researchers. However, the use of
participatory media enabled more in-depth participation in the analysis and reporting stages than
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alternative approaches through utilising media for all qualitative stages. In doing so, barriers
to participation were lowered and limited training required as the procedures were already
familiar to participants, e.g., tagging media [21]. Mahyar et al. [172] outline a growing need for
scalable or alternative methods of qualitative data analysis to overcome the challenges faced by
decision-makers to engage with this data. Existing participatory governance processes are often
designed to capture and use traditional forms of qualitative data that can exclude community
members from participating, e.g., skills required to engage in thematic analysis of transcripts.
Supporting community members engaging with raw media for analysis and reporting of their
findings through participatory media platforms has shown potential to overcome these challenges.
However, this requires that decision-makers lead such processes knowing that the end-goal will
be a media output to supplement or replace existing reports [145, 146]. Finally, crowdsourcing
has shown promise for increasing remote participation and sourcing opinion but has not yet been
applied to data analysis and reporting activities in community engagements [172].

2.4. Citizen’s Qualitative Practices

Citizens are increasingly using technology to create, curate, and share media to advocate for
social and political change in both local and global communities that scholars’ term civic media

[115, 281]. The growing use of civic media has been attributed, in part, as a response to the
ineffectiveness of existing forms of citizenship that restrict how change can be enacted that
impacts citizens daily lives [281]. Prior research highlights a diverse range of civic media
practices to achieve this, such as through networked social movements [115, 143], digital
activism [143, 269, 281] and community radio [47, 65, 228, 229]. At the same time, there has
been a growth of HCI research focused on the design of civic technologies that respond to local

needs and problems where an emphasis is on the design of participatory platforms [201, 270].
This is in contrast to the often global or networked use of civic media. The use of media and
resulting qualitative practices by citizens to capture, analyse, and share their experiences through
technology takes the focus of this section.

The following subsection describes the role of technology in civic media practices, and an
analytical framework to understand the motivations for digital participation that can guide the
design of future civic media technologies [281]. Underpinning this framework and civic media
more broadly is the process of giving voice, and the value it can offer to enable civic participation
[57, 143, 190, 191]. Finally, HCI research is then described to showcase the associated challenges
and opportunities where citizens engage in qualitative practices with media, such as through
citizen journalism [70, 86] and emerging citizen-led and digital civics research [201].

2.4.1. Civic Media

A recent survey highlights how citizens feel ineffective when contributing through traditional
civic processes (e.g., voting) and that youth are increasingly using new media technologies to
engage with local and national politics that Cohen et al. [50] term “participatory politics” and
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defines it as “interactive, peer-based acts through which individuals and groups seek to exert

both voice and influence on issues of public concern”. This shift to create, disseminate (analyse),

curate and share media to influence or make political change is what Zuckerman [281] describes
as civic media. Examples range from tweeting a story that critiques the United States president
[282], using online chatbots to source volunteers for civic projects [243], to using social media
to disseminate and report on local war crimes [192]. A more recent definition of civic media by
Gordon and Mihailidis [115] is one that aims to “support connection through common purpose

in civic, political and social life” through framing it as an umbrella term that constitutes the
“common practices, dispositions and motivations that organise communities towards achieving

civic outcomes around a common good”, where common good is “. . . actions taken that benefit

a public outside of the actor’s intimate sphere”. In this way, the procedural activities associated
with civic media (curating and sharing media) are arguably one way that citizen’s engage as
qualitative practitioners.

Traditional media literacy practices are often defined as being able to “access, analyse,

evaluate and create media in a variety of forms” [43]. While effective for media-based projects,
can lack concrete application to civic problems and require extensive training to meaningfully
participate [191]. Consequently, researchers argue that such media literacy skills needed for

“effective civics” [282] require extensive training as they are complex and opposing to traditional
forms of civic participation [115, 143, 265]. In Civic Media Literacies, Mihailidis [191] expands
on this argument and shows that contemporary approaches to media practices are insufficient
for “the realities of today’s information environments” as they rarely offer a clear pathway to

“impactful action in the world” due to a lack of what the authors terms “civic intentionality”.
In response, two frameworks are offered that focus the design of media practices to bring

people together to create positive social impact. Most relevant to this thesis, is a process
framework comprised of voice, agency and participation along a continuum that places “voice

as a necessary precursor to agency and catalyst to participation” [191]. Through applying
this framework retrospectively to four civic media case studies, Mihailidis [191] highlights the
importance of creating new opportunities for participants to become “deliberative agents” in
setting the agenda and creating meaningful change for their communities. This framing of
designing for inclusive and democratic agency resonates with the contemporary participatory
action design research approaches taken by civic researchers to ensure technology design brings
value to citizens, such as digital civics research [97, 201]. While this framework offers design
considerations for media-based civic initiatives to enhance the sustainability of the process by
focusing on civic participation, how these constructs and framework can be applied in practice
and to the design of civic media technology remains to be explored.

2.4.1.1. Voice as a Value

Key to increasing agency and participation through civic media and therefore civic engagement
is the value in designing civic projects that empower participants to share their voice to inform
change. In response to the neoliberal economic and political policies that are reported to exclude
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and devalue voice in political and democratic processes, Couldry [57] offers two distinctions of
framing voice to aspire civic action. Firstly, voice as a process where voice involves “giving an

account of oneself and what affects one’s life” and voice as a value as “discriminating in favour
of ways of organising human life and resources that ... put the value of voice into practice”.
In doing so, Couldry [57] brings to attention the ways that voice is devalued through existing
political and democratic processes and posits five principles that aim to reposition voice as a tool
for civic change as summarised below:

• Voice is socially grounded: requires shared resources and collaboration with others;

• Voice is a form of reflexive agency: taking responsibility and reflection through narratives
we hear and engage with;

• Voice is an embedded process: encapsulates our lived history and cultural identity;

• Voice requires a material form which may be individual, collective, or distributed:
recognition of your voice through others, such as media artefacts;

• Voice is undermined by rationalities which take no account of voice and by practices
that exclude voice or undermine forms for its expression: models that place no value
on voice may inherently undermine it. Designing voice into processes enables value.

Building on these principles, Couldry [57] highlights how emerging technologies, such
as social networks, have increased the scope for how citizens can engage civically, and in
particular, how technology can create more inclusive processes through enabling “new voices”

to be promoted, a “mutual awareness” of these new voices amongst their communities, and
simplifying the “scales” in which voices can be viewed, analysed, and shared across digital
spaces. Civic media technologies offer new possibilities for how citizens can engage in voice
as a process where the value of voice can be realised in practice. Zuckerman [281] expands
on this work to show how citizens are taking individual and collective action through new
forms of civic media to enable “participatory civics” defined as “forms of civic engagement

that use digital media as a core component and embrace a post-‘informed citizen’ model of

civic participation”. Zuckerman [281] presents the use of social networks to mobilize and
coordinate civic activism through anti-government protests as part of the Arab Spring as key
examples of such uses of civic media. From this, the author posits that a key characteristic of this
participatory version of civics is a need for participants to see the impact of and feel represented
on issues they aspire to influence and change [281]. This desire is attributed to youth growing
up with access to digital spaces that democratise access to voice and influence, such as through
crowdfunding humanitarian projects in the developing world or the use of social media platforms
to connect and share political views [281, 282]. To understand the diversity of practices and
participation associated with civic media, Zuckerman [281] presents a cartesian plane where the
x-axis represents the demands required to participate as thin to thick, and the y-axis represents
the potential theories of change that create impact through contributing scaling from instrumental
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to voice. This plane is augmented in Figure 2.3 to show where this thesis and specific methods
of civic participation exist.

Figure 2.3 This thesis and other approaches situated on Zuckerman [281]’s axis of participatory civics.

Thin participation is described as “actions that require little thought on your part; sign a

petition, give contribution” and thick as using your “creativity” to “create media, research,

deliberate or find solutions” [281]. The author acknowledges the legitimate impact of thin
participation, which critic’s term “slacktivism”, and show how it can transform the public’s
perceptions, such as through sharing voices to raise awareness of systemic racism towards
black people through #BlackLivesMatter. Conversely, instrumental refers to the specific steps
required to make change, such as seeking signatures of support and voting as one part of many
to pass a law. Finally, voice is “the first step towards engagement in instrumental civics” and
used to set the agenda and build community to create change, such as changing the public’s
perceptions through #BlackLivesMatter. The key difference is that policy change can be enacted
through instrumental means whereas voice can change it (albeit more slowly) outside of existing
civic processes. However, Zuckerman [281] primarily describes thin forms of participation,
such as utilise simple forms of media curation through online activism rather than the complex
interactions of creation and analysis associated with other media practices and provides limited
description or discussion of thick participation where voice is central. We contest that thick forms
of participatory civics that utilise voice includes participatory and action research approaches as
undertaken in this thesis and examples of which are described in the subsequent sections.

2.4.1.2. Citizen Journalism

One application of civic media most relevant to this thesis is that of citizen journalism, which
Wall [274] summarise as news content that is captured, synthesized, curated, and published by
non-professional journalists. Prior research highlights how participation in citizen journalism is
multimodal, ranging from television, radio, newspapers, to more recently social media, which
offer citizens opportunities to share insights that can inform independent or professional news
production processes [197]. The ubiquity of Internet access, mobile devices, and digital platforms
that can capture and automatically upload media in-situ has been attributed to the rise of citizen

35



Literature Review

journalism [197, 259, 274]. The use of digital tools adopted by citizen journalists has evolved
from sharing user-generated content through blogging platforms to curating and discussing media
through live radio, online broadcasting, and social media platforms [197, 274].

Citizen’s unique insight of their local environment and access to community members often
enables them to be the first reporters of local crisis or forms of activism through recording
street-level footage that professional journalists may not be in place or have access to document
[70, 192, 274, 281]. For example, recording police violence during protests in Brazil and sharing
this through a bespoke citizen journalist platform [70], individual “curators” who aggregate
and disseminate information to large audiences through social media concerning ongoing armed
conflict in Mexico [192], and documenting the Egyptian revolution as described above [281].
In this way, citizen journalists can address gaps in mainstream media where events may be
underreported due to existing politics or access, while empowering citizens to share, curate, and
disseminate information that can be meaningful to their communities.

Despite the positive impact citizen journalism can have on citizens and their communities,
there are significant challenges for both citizen and professional journalists. The content produced
by citizens can be lightweight and in the form of images and videos that are spread amongst
a disparate community of citizen journalists, which can result in a format that does not match
the expectations of professional journalists [181]. This increases the workload required to
incorporate content into the professional’s production workflow where prior work highlights
issues of credibility and trust of sources that further compounds collaborations between citizens
and professionals [274]. Conversely, citizen journalists that collaborate with professionals can
feel disillusioned as their contributions can be perceived to be tokenistic [274], which mirrors
findings from research in citizen science as described above. Digital platforms have been
designed to facilitate hyper-local journalism, such as Patch [39] and NINJA [70], without the
constraints enforced by existing commercial social media platforms, e.g., word limits [274]. This
has raised concerns from citizen journalists and scholars on the sustainability of these systems
due to requirements of fundraising and preserving volunteer interest [70]. Concurrently, existing
news outlets have developed systems where citizens can contribute user-generated content to
ongoing reporting, thereby modifying professional’s workflows to accommodate the growth and
opportunity citizen journalists provide, but notably these organisations accept few contributions
and therefore can act as gatekeepers [103]. As such, there is opportunity to further explore how
digital tools could support citizen journalist practices within and outside of existing news outlets.

Prior HCI research has explored the design of bespoke digital platforms to empower com-
munity members who are typically underrepresented in citizen journalism literature, such as
rural communities or youth [86, 90, 192, 259]. Figueiredo et al. [90] highlight the impact that
utilising video over textual media can have on increasing inclusivity for community members
to engage in citizen journalism practices. Through this research, participants took complete
ownership of the process by documenting local issues, such as incorrect disposal of waste, and
mobilised community members to capture and analyse video media that was presented to and
actioned by local government [90]. During this research, one-week training was provided to
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each community to upskill them in the video editing and production required to publish video
blogs. Similarly, Taylor et al. [259] propose insight journalism, a method whereby citizens are
upskilled in citizen journalism where they can work in partnership with academics to document
hyper-local issues that represent issues they or their community members experience to inform
the design process. Findings from this study also highlight the utility of using media to broaden
participation amongst the community, but also how media was a preferred medium for academics
to inform solutions as media was perceived to enrich the experiences shared [259]. Across
these examples of citizen journalism and HCI research, the practices of citizens – i.e., sourcing

local insights, capturing community member’s experiences, reporting those through blogging or

social media, and curating content – arguably parallel aspects of the qualitative research process
concerning the capture, analysis, curation, and dissemination of knowledge while illustrating the
media preferences and literacy that empower citizens to lead and participate in these practices.

2.4.1.3. Summary

This section highlighted an increased preference and use of a range of media by citizens with
the aim of influencing political change or creating social impact, e.g., tweets, audio, and video
[191, 282]. Underpinning participation in these practices is the application of media literacy
skills that scholars highlight are increasingly prevalent amongst youth due to ubiquity of the
Internet and social media [115]. While prior community engagement research calls for increased

“data literacy” of citizens pertaining to quantitative data to more meaningful participate civically
[27], this section demonstrates that media use can increase levels of participation in civic
and participatory media practices [21, 86]. Civic media and political science scholars have
emphasised the value and importance of designing processes where giving and sharing voice
is central to civic participation through the design of theories of change [281] and process
frameworks [57, 191]. Citizen journalism was one example described where citizens engage
in civic media practices that illustrate citizen’s qualitative practices, which parallel the aims
of citizen social science projects [215]. This presents opportunity to design digital tools that
prioritise voice through media while illustrating some of the existing qualitative practices of
citizen practitioners that overlap with existing civil society and academic practices.

2.4.2. Digital Civics

Parallel to this growth of civic media adoption by citizens is the emerging research area of digital
civics (DC) that aims to support citizens co-producing services, digital tools, and resources
through participatory partnerships with local decision-makers who have the power or connections
to enact change, such as local government and civil society organisations [201, 270]. Key to
achieving this aim is building sustainable relationships between these stakeholder groups through
participatory partnerships, which is often facilitated by academics [95]. Digital civics projects
thus often encompass a range of stakeholders, from civil society organisations (as described
above), local government, and grassroot and community-driven initiatives led by citizens. This
section is concerned with the citizen perspective and begins through describing how prior research
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has supported civic participation in existing service design processes before moving on to more
citizen-led practices, such as political activism [10, 216]. Following this, how citizens use
participatory platforms are described to showcase the role of digital tools in preparing, capturing,
and curating media to inform civic advocacy and change [218, 228]. Across a reflection of this
work the diverse ways that citizens engage in qualitative practices are elucidated.

Olivier and Wright [201] characterise digital civics as aiming to impact four areas of service
provision: public health, education, local democracy, and social care. Prior research has sought
to include citizens in the refinement of existing service provision, such as the delivery of health
services to vulnerable citizens [17, 24, 25, 252], collaborations with transport authorities to
inform the design of light rail carriages [31] to deliberating on the impact of public planning
[145, 277]. These examples are typically part of larger community engagement activities where
the agenda is often pre-defined by decision-makers and refined through citizen involvement to
improve service delivery. In contrast, other digital civics research supports civic advocacy that
aims to raise awareness of local issues because existing mechanisms of civic participation (e.g.,
town halls) are perceived to be ineffectual for some citizens, e.g, [10, 62, 143, 218, 238].

Digital tools have been instrumental in coordinating participation and facilitating the capture
and dissemination of local experiences for civic advocacy [146, 218, 269]. For example, Vla-
chokyriakos et al. [269] designed and deployed PosterVote, a voting technology consisting of
two parts: a laminated poster containing a question and several options that a passerby could
interact with it, and a small piece of hardware that sits behind the poster so when an option
is pressed a tally is incremented. PosterVote was deployed across multiple communities who
took ownership over creating the questions to capture evidence for, which was seen to motivate
participation and engagement with the use of the digital tool by activists [269]. Other examples
include using technology to crowdsource local experiences of places that were breastfeeding
friendly [17], using sensing data from smartphones to advocate for new cycling infrastructure
[162, 180] to working with public datasets to reflect on local air quality [129]. Across this work,
citizens are setting the agenda for causes they want to advocate for, but in practice existing digital
tools to support collaborative analysis of captured data and therefore transform that into action
that is meaningful to decision-makers remains an open problem [145, 216].

Most relevant to this thesis are participatory platforms that prioritise active citizen partici-
pation in setting the agenda for how a service is provisioned [201]. For example, OurPlace is
a mobile application designed with a range of citizen stakeholders that facilitates the creation,
sharing, and completion of mobile learning activities, such as taking a photo of a place of interest
within a local park [230, 231]. This platform is feature rich, enabling participants to capture
a range of media in response to an activity, including video, audio, photos, and writing [230].
Critical to this technology and other participatory platforms (e.g., [21, 102]) is the design choice
to ensure the platform is highly configurable so it can be adopted across a range of contexts
and the use of media to increase inclusivity for all participants. Recent research on community
radio illustrates how older adults source local experiences to raise awareness of issues through
radio broadcasting while enhancing digital skills that can enhance civic participation [228, 229].
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Central to these radio projects is sourcing local opinion and curating broadcasts to engage a broad
local audience. In this way, the participatory partnerships and platforms that underpin digital
civics research resonate with qualitative practices more generally: capturing lived experiences in
media format, analysing captured content to choose what to include in broadcasts, and curating

and disseminating insights through social media and other platforms.
This section has highlighted how citizens are increasingly using varying forms of civic media

practices through participatory partnerships typically with academics to enhance and create
more resilient local service provision [270]. The projects described were chosen to highlight
the diverse practices that citizens engage in when advocating for change. Key to these projects
is using digital tools to structure varying modes of participation that is meaningful to citizens,
and like community engagement literature, the use of media is central to broadening citizen
participation. As the aim of digital civics projects is often to create social impact for citizens, it is
critical to design solutions where the output from participation is meaningful to decision-makers
to ensure change can be enacted while empowering citizens to more actively contribute.

2.5. Summary

This literature review examined a range of distinct methodologies and digital tools that underpin
the qualitative practices of academics, civil society organisations, and citizens. The increasing
adoption of participatory practices by practitioners often aspire to create social impact and
involve external stakeholders in the qualitative research process: citizens being engaged by
academics in citizen social science [215], civil society organisations engaging both academics
and citizens in community engagements [78], and academics brokering partnerships between
citizens, government and civil society [201]. Across these practices, when citizens contribute it
is more often in a “contributory” [29] or “advisory” capacity [95] in the preparation and data
capture stages, with less research examining how the data analysis and dissemination stages
could be designed to draw from participant’s local knowledge and expertise, although there
are exceptions in emerging digital civics research [174, 216]. The adoption of digital tools
by academics and civil society is often to supplement their existing data capture and analysis
procedures [19, 20, 79, 146]. In contrast, civic and participatory media research demonstrates
how citizens contribute to a diverse range of activities that this thesis contests mirror aspects
of the qualitative research process [21, 281]. Practitioners are increasingly using technology to
capture large quantities of qualitative data but often struggle to analyse these media datasets in
practice with researchers calling for scalable methods of qualitative data analysis [172].

The following chapter describes Gabber, a digital platform that aims to make all qualitative
workflow stages more inclusive for practitioners through a single digital platform. Gabber was
refined and developed as an outcome of the three case studies presented in chapter 4 in preparation
for subsequent research that examined the complete qualitative workflow in practice for both
a globally distributed community engagement (chapter 6) and a community-led engagement
(chapter 7). The technical characteristics of Gabber and the design rationale of the technical
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response to each stage of the qualitative workflow are described prior to the design chapter to
contextualise how the research was conducted.

40



Chapter 3. Gabber: A Digital Platform for Inclusive Qualitative Practices

3.1. Introduction

The previous chapter synthesised a diverse range of distinct research areas to identify how
academics, civil society organisations, and citizens undertake qualitative research practices, how
participation can be configured to engage external stakeholders, and how digital tools are used to
supplement these practices. Through this, opportunities for research were identified to enhance
existing qualitative practices and in particular a need to design digital tools that more actively
involve stakeholders in the data analysis and dissemination research stages. Design learning
from three case studies presented in chapter 4 informed the iterative development of independent
prototypes to explore each workflow stage in practice.

In response, this chapter presents Gabber, a digital platform designed and developed as an
outcome of the design research undertaken in chapter 4 that encompasses the complete qualitative
workflow and aims to make participation in each stage flexible and inclusive for all stakeholders.
The Gabber platform is presented before the design process to help contextualise the prototypes
that were developed and extends the workflow presented in chapter 5 through showing how
technology can augment each research stage. The development of the Gabber platform required
significant software development to create a unified user experience across each workflow stage,
and was primarily undertaken by me. For the purpose of this thesis, I have chosen to emphasise
Gabber’s use and role in participatory research rather than the evaluate or compare technical
design choices with existing QDAS.

This chapter begins by describing the overarching challenges with designing digital tools
for qualitative research and situates and compares our technical contribution, Gabber, within
existing literature. Alongside this, an overview of the Gabber workflow is presented to detail how
the digital platform enables inclusive participation across the end-to-end workflow. A technical
overview of the system architecture underpinning Gabber and interactions between technologies
is then described. A detailed description of the design rationale and technical decisions of Gabber
and how it is used in each workflow stage is presented.
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Related Publication and Acknowledgements

• The Gabber platform presented in this chapter extends the system outlined in a CHI’19
publication, Rainey et al. [225], through grounding the technical features in literature and
providing detailed technical documentation of all technologies used.

• Acknowledgements go to Thomas Nappey for redesigning the styles and colour scheme of
the Gabber website, and Robert Anderson for supporting the frontend (website) develop-
ment of Gabber.
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3.2. The Gabber Workflow

In chapter 5, the growing adoption of qualitative practices and associated procedural aspects of
participation by practitioners were highlighted to structure a qualitative workflow consisting of
six distinct research stages: Preparation, Consent, Capture, Analysis, Curation, Reuse. In doing
so, this chapter has shown the overlapping practices between academics, civil society, and citizen
practitioners as a design opportunity to explore how technologies can supplement the proposed
workflow. This chapter builds on this workflow to show how a digital platform, Gabber, can
enhance existing qualitative practices while lowering barriers to participation in each research
stage. As such, the existing challenges with digital tools for qualitative research for practitioners
are subsequently discussed prior to describing Gabber.

Qualitative practitioners are increasingly using a diverse range of technologies to enhance
their research practices, such as recording interviews with a mobile smartphone or sharing
insights with the public through social media [206]. Using a range of distinct technologies
and online platforms makes accessing and managing research data challenging as there is often
no unified way to access or share stored data between technologies. While there are many
different approaches to qualitative research, there is no standardized process for how captured
data is prepared, handled, and managed. As such, practitioners often dedicate their time, labour,
and resources to manage raw data (i.e., an audio recording) and manually associate metadata
generated through digital tools (e.g., the time and location an interview took place) or by the
researcher (e.g., field notes or annotations made on a paper-based interview schedule). As
detailed in the literature review (chapter 2), existing commercial software for qualitative research
primarily accommodates data analysis and offers an abundance of features that are reported as
underused by researchers [279]. Recent commercial platforms, such as Dovetail [77], Quirkos
[220], or Condens [51], build on these challenges through designing simplified interfaces with
a smaller feature set (i.e., coding of transcripts), but which also primarily focus on the data
analysis stage for academics. Prior HCI research has explored the design and use of bespoke
digital tools to overcome the challenges associated with handling and management of qualitative
data between the data capture and analysis stages [19, 75, 104]. Like commercial software, they
are designed specifically for academic practitioners, but in contrast, encompass both the data
capture and analysis stages as outlined in Table 3.1.

In recent years, there has been a significant rise in the use of participatory research practices
of academics, governments, and civil society organisations that aspire to involve participants in
all stages of the qualitative research workflow. Such approaches necessitate alternative modes of
participation to mobilise distributed research participants contributing to research activities on
flexible schedules. Emerging digital civics research has explored the design of digital platforms
to enable civic organisations and communities to capture their lived experiences in media format,
code this data, and share their thoughts with partner organisations [21, 79, 146, 175, 218].
Importantly, this work highlights how designing technology to utilise media can enable citizens
to contribute to the data capture and analysis stages with facilitation from academics [146, 175].
Moreover, when media is used it often introduces unique challenges with how it can be engaged,
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analysed, and purposefully reused due to the large quantities of recordings captured, and the
associated time required to consume media compared with text [79]. Finally, such technologies
are often adopted by both civil society and citizens to engage in relational and participatory
forms of qualitative practices because media is a format familiar to both parties while preserving
the original voices of participants. Across this work, participatory media has been successfully
utilised to engage everyday people across all stages of the qualitative research workflow, but their
success often depends on the specific technology configuration and project goals. An overview
of the workflow stages each technology accommodates is outlined in Table 3.1, which highlights
how innovation has been made to accommodate the practices of civil society and citizens rather
than academics but are not without their own limitations.

Digital Systems Qualitative Research Workflow Stages
(Chronological) Preparation Consent Capture Analysis Curation Reuse

NudgeCam [42] ✓ ✓
TagPad [19] ✓ ✓ ✓

NewsPad [181] ✓ ✓ ✓
ThoughtCloud [79] ✓ ✓
Interview Tool [75] ✓ ✓

Community Conversational [146] ✓ ✓
Data:In Place [218] ✓ ✓ ✓ ✓

OurStory [21] ✓ ✓ ✓ ✓ ✓ ✓

Table 3.1 Comparison of how existing research technologies support participation in each stage of the
proposed qualitative workflow.

In contrast to the design of bespoke technology for academics, recent participatory media
platforms, such as OurStory, were designed with participants and use video media to enable
inclusive participation in the capture, review and editing (analysis), and presentation (reuse) of
participants experiences [21]. Key to configuring participation in such projects is using interac-
tions familiar to participants, such as tagging video content at point-of-capture to streamline the
editing stage and using tagging in the analysis stage similar to coding practices of academics. In
practice, OurStory requires significant assistance by researchers in co-located environments to
support research participation. Moreover, although Table 3.1 outlines that OurStory had a consent
stage, this was not directly incorporated into the associated technology and instead mediated
offline by the collaborating organisation who adopted the research technology. Ultimately, this
restricted how content could be used as it required returning to participants for their approval
of alternative future uses of their contributed data. As such, aspects of the qualitative research
workflow continue to require manual input from academics that restrict how community-led
organisations can adopt such technologies.
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3.2 The Gabber Workflow

Responding to these challenges and building on the design findings in chapter 4, this chapter
presents Gabber, a digital platform that aims to make all stages of the qualitative workflow
inclusive, accessible, and participatory to practitioners and research participants in five ways:

1. End-to-End Workflow: in contrast to prior digital systems as outlined in Table 3.1,
and building on the workflow posited in chapter 5, Gabber encompasses the end-to-end

qualitative research workflow through a single technology. Each research stage is designed
to capture metadata that is used to structure participation in the subsequent research stage,
and in doing so lowers existing data management, resource, and cost barriers associated
with prior participation in qualitative research through technology.

2. Voice First: building on prior participatory video research [21, 42, 175], Gabber was
designed to prioritise interactions with audio media across all workflow stages. As such,
participant’s voices become a central resource to the analysis, curation, and reuse stages,
while reducing layers of interpretation by staying closer to the data source. Interacting
with human experiences through audio is a familiar practice across practitioners and thus
more accessible to all stakeholders.

3. Designed with Practitioners: the digital prototypes in chapter 4 were designed with and
for practitioners that informed Gabber’s overall design. This ensures each research stage
responds to existing qualitative research practices for a diverse range of stakeholders.

4. Data Ownership: Gabber includes a dynamic consent model and a data embargo period
to provide ownership and control to participants over how their experiences are (re)used.

5. Flexibility: through designing the Gabber platform around a workflow no epistemology
or methodological decisions are made for participants, therefore how Gabber is used
remains flexible for all stakeholder groups. Moreover, through designing the platform onto
a workflow participants can contribute to research stages that suit their interests.

The Gabber platform is composed of two technologies: (i) a mobile application to facilitate
distributed data capture and consent; and (ii) a web application where data preparation, consent,
analysis, curation and reuse occur. Figure 3.1 provides an overview of the six workflow stages and
the key actions that occur within the Gabber platform. Through Gabber, participants can prepare
a project that contains metadata to guide participation in all research stages, such as setting up
discussion topics to structure data capture similar to an interview schedule and a codebook for
data analysis. The Gabber mobile application is used to capture and tag an audio conversation
using the discussion topics between one or more participants. Informed consent for how the data
is used and who can access it is taken through the mobile application alongside a dynamic email
consent model where participants can update their consent at any time. Recordings are then
uploaded to the website where the data is accessible to all project members if consent has been
granted. Discussion topics are then overlaid onto the audio to enhance how the conversation is
represented. Project members can then write textual comments with associated codes in response
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to segments of the audio conversation, thereby making participant voice central to the analysis
stage. Data curation, dissemination, and sharing occurs through a separate interface on the
website where participants can view all snippets of coded audio data, filter those by topics or
codes, and curate these snippets into individual playlists to represent a narrative that draws from
voices across the dataset.

Figure 3.1 The key actions in the Gabber platform overlaid onto each workflow stage posited in Figure 5.4.

The subsections that follow describe the technical architecture underpinning the Gabber
platform, and the motivation, design, and technical rationale of each workflow stage.

3.3. Architecture Overview

Gabber is an open-source digital platform composed of five technology stacks [222]: (1) a
web application to support the preparation, data analysis, and curation stages; (2) Android and
iOS mobile applications for data capture; (3) a RESTFul Application Programming Interface
(API) to provide functionality for the website and mobile applications; (4) external services for
email, storage and analytics; (5) and containerisation of all internal microservices to streamline
development and deployment. The following discussion outlines the technical decisions across
each technology stack and how they interact with external and internal services.

A microservice architecture was utilised to facilitate development, deployment, and scalability
of the services and technologies that underpin Gabber and was deployed on a containerised
environment using Docker. Each service is encapsulated in an image, which is a lightweight,
standalone package that includes the codebase and all dependencies for running a service,
including a virtualised operating system [76]. Images for both the API and web application were
created in their associated codebases to provide a standard and portable way to run the code on
any machine [76]. A containerised approach supports multiple, independent instances of the
Gabber stack (i.e., API and web) to be deployed simultaneously, enabling a custom instance of
Gabber to be ran for subsequent deployments as outlined in chapter 6.

In practice, all containers run on a single server to enable vertically scaling (i.e., adding
more CPU or RAM), reduce costs, and to simplify maintenance. As such, all external traffic
that arrives to the server goes through an API gateway that sits between a client (the mobile or
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web application) and service that automatically forwards requests to the appropriate container as
illustrated in Figure 3.2. The Gabber backend (API) and frontend (Web) images each use their
own reverse proxy server (nginx) to leverage caching requests and compression of responses.
This is required as the default server provided by the framework used in the API (Flask) is
not intended for production and the web application needed to serve static content. Separate
containers of the API and web application are run for development and testing purposes with
different configurations. The MySQL container is used by all deployed API containers that each
have a separate database for reuse of internal services. A separate cron job is run nightly through
a container to back up the MySQL database to Amazon S3 (nightly backup in Figure 3.2).

Figure 3.2 The architecture of the Gabber platform is designed to support running multiple instances.

The API and web application were completely redeveloped from the prior prototypes that
was a single application (i.e., server-side rendering) into two distinct systems to improve the
development experience, promote reusability of the API between clients (mobile and web
application), and enhance the user experience. The API contains a set of endpoints that handle all
intended user interactions with the mobile and web applications, ranging from user authentication
to comment creation during data analysis. The API stores all associated data in a MySQL database.
Any interactions with external services through the mobile or web application that require
authentication go through the API, including: generating credentials for push notifications
(Firebase Cloud Messaging (FCM) [112]), sending participants emails (Mailgun [173]),
storage of audio recordings (Amazon S3 [9]), or searching for royalty free images (Unsplash
[266]). The API was written in Python using the Flask web framework due to the wide
range of available libraries and tooling to streamline software development [203]. Security was
paramount during the API design to ensure any conversations or metadata recorded are only
provided to those with authorised consent and access. JSON Web Tokens (JWT) are used to
handle authentication with the API: access tokens are generated for each user upon logging into
the mobile or web application that authenticate them when accessing specific endpoints. The API

47



Gabber: A Digital Platform for Inclusive Qualitative Practices

returns JSON using the JSON:API [148] specification to structure the return response as two keys:
data containing relevant data for that endpoint such as data about a conversation, and meta

containing a list of messages that contain error keys to ensure client applications know which
errors to display if one occurs. For example, querying the projects endpoint for a non-existent
project returns no projects and the associated error message, which the client can then use to
determine and provide a human readable message to the user:

{

"data": [],

"meta": {

"messages": ["general.PROJECT_404"],

"success": false

}

}

The Gabber website uses a Single-Page Application (SPA) architecture where the first
visit to the website downloads the complete application code (i.e., JavaScript) and related static
content (i.e., CSS/HTML) to the browser that handles presentation of data and user interactions.
All subsequent user actions are sent to the REST API through HTTP requests (e.g., when viewing
a conversation) and cached in the user’s browser. Other interactions can be performed and
updated within the UI without making any external web requests as the associated static content
had been previously downloaded, such as changing the application’s language. This approach
enables quick loading times of webpages and simplifies development of complex interfaces
as the backend logic is uncoupled from the user interface. The application code is written in
JavaScript using the Vue.js framework [280], which offers a set of libraries necessary for
local routing and state management. Designing a responsive and seamless user-experience was
fundamental as the user interactions associated with the preparation, analysis, and curation
stages are complex, such as listening to and coding an audio recording. Vue uses a component-
based architecture design that enables individual interface elements (e.g., a project) to have the
associated logic and interactions isolated, encapsulated, and shared across the application, which
provides a consistent user experience, enables reusability of code, and affords agile development
practices to quickly address any feedback from participants. Google Analytics (GA) is used
on the website to log user interactions across the website.

The prior capture mobile application prototype was developed for only Android due to
the time constraints associated with developing multiple mobile applications. Across the three
prior case studies many participants requested an iOS application. To reduce development time
and afford sharing code across mobile application implements, the Gabber mobile applications
are written in Xamarin [187], a cross-platform framework designed for building applications
in one programming language (C#) that can produce native Android and iOS applications.
In the Gabber mobile applications, business logic was implemented once and shared across
Android and iOS applications to reduce code duplication, including: application configurations

(i.e., API endpoint URL, local database name, etc), consuming the API (i.e., viewing projects,
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authentication, etc.), local database storage (i.e., to store conversations created for upload,
etc.), and internationalisation (i.e., sharing string resources). Although it is also possible
to design interfaces in Xamarin that compile to both Android and iOS applications (i.e., with
Xamarin.Forms [188]), this can restrict which design elements can be used or lead to a less native
user experience. As the use of the Gabber mobile application may be the first time a participant
is exposed to the digital qualitative workflow, providing a native user experience was desired.
As such, the Gabber mobile interfaces and associated logic are implemented through Xamarin’s
associated Android and iOS frameworks that expose the associated native interface APIs. In
addition, two external services are used across applications: (i) Firebase Crashlytics to view
real-time analytics and crash reporting [113]; and (ii) Firebase Cloud Messaging (FCM) to
receive push notifications in the mobile application from the API in response to user actions on
the web application [112].

3.4. Workflow Stages

The Gabber platform consists of six stages – Preparation, Consent, Capture, Analysis, Curation,
Reuse – to realise the end-to-end qualitative workflow posited in chapter 5 that incorporates
design learning from chapter 4. Key to the technical contribution of Gabber is designing
each stage of the workflow around the reuse of the original captured audio media that utilises
captured metadata to support inclusive participation. The Gabber workflow begins by enabling
an administrator (e.g., a qualitative practitioner) to prepare, create and configure a project

through the Gabber website. A project defines discussion topics that structure the data capture
stage through a mobile application, and a codebook to structure analysis and curation through
the same website. The administrator can then add members to the project using an email
addresses or promote it publicly for others to begin capturing and contributing data following
the same structure defined by the administrator. Participants that have downloaded the Gabber
mobile application can capture audio conversations for existing projects in three steps: (1) add
participants to the conversation (including their name and email); (2) agreeing to consent as a
group; and (3) capturing the audio conversation follow the project’s discussion topics.

Once the conversation is uploaded from a participant’s smartphone, a dynamic consent
model is initiated that provides ownership and control to participants over who can access and
use their captured conversation. If consent is granted, any other project member can listen and
analyse the audio conversation using the codebook and free-form textual responses to snippets

of audio conversations on the Gabber website. Participants can view each other’s comments and
create threaded discussions. The conversation snippets are then represented as an audio playlist
where participants can listen to each in turn and curate personalised playlists to represent their
insights from across the project’s dataset. Playlists can then be shared and reused from within
the same interface to represent the original voice of contributors, such as during the delivery of
training. The following subsections document the technical and design decisions made in each
workflow stage, including how data flows through the Gabber platform. A demonstration of the
Gabber platform is available online [222].
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3.4.1. Preparation

The qualitative research workflow typically begins offline when stakeholders who are already
actively engaging in qualitative practices have an idea or specific objective to explore, such as
understanding the experiences of service-users in an organisation [79]. At this point, stakeholders
often already know the types of data they intend to collect, and the methods to capture and
analyse this data. Prior citizen science research has explored the design of technologies for
citizens to initiate research projects using pre-defined templates, but these exist primarily to
supplement existing data collection practices for academics, e.g., [152]. Acknowledging the
diversity of qualitative practices associated with the ideation and preparation of research projects
and the challenges associated with engaging stakeholders in community commissioning through
technology [102], this stage aims to support the outcome of existing offline practices to structure
the subsequent workflow stages.

This stage is realised through a website where any registered members can create and
configure a research project that acts as a container for the captured, analysed, and curated
data and associated activities. Projects can be configured to include all necessary metadata to
support the remaining workflow stages: discussion topics to structure data collection through
an associated mobile application, and a codebook to scaffold analysis through the website. The
following subsections detail how projects can be created and configured, including inviting and
adding members to scale out participation.

3.4.1.1. Project Creation

The Gabber website supports creating and configuring projects, which contain all the necessary
metadata to structure the data capture, analysis, and curation stages. This metadata includes: a
name, description, image, discussion topics (used in the capture stage), a codebook (used for data
analysis), and a privacy setting. Participants in prior deployments described difficulty identifying
projects in the mobile application and on the website as only the project name was listed for
projects. Consequently, a detailed description of the purpose of the project and a unique image
are used to represent the project on the Gabber website and mobile applications to resolve these
concerns while making projects easier to explore for everyone. Project creators can use the
search feature when creating a project to browse high-quality, royalty free images that can be
associated with a project, which uses the Unsplash API (Figure 3.3). Creators can otherwise
upload an image to support personal or organisational branding of their Gabber project. If no
image is selected the Gabber logo is used.

3.4.1.2. Discussion Topics

The capture stage is typically undertaken by one person who record a conversation with one
or more other participants, but can also be undertaken by multiple, geographically distributed
or co-located participants depending on the project’s goals. As such, it was critical to design
participation to produce a consistent data format to structure the capture of comparable data
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Figure 3.3 Creating a private project including: (a) adding a codebook, discussion topics, and searching
for a photo; and (b)when a project is created topics topics can be toggled from active to disabled and new
topics can be added.

across participants within a single project. Drawing from prior media production research
[42, 245], discussion topics can be added when configuring a project that later appear in the
capture stage to annotate the audio recording at point-of-capture. Prior research undertaken in
chapter 4 had shown mixed usage in how topics were configured, ranging from short, informal
textual prompts to interview-style questions with images. In response, creating topics was
designed to not impose any length or format to accommodate a range of qualitative practices.
Project creators can add any number of topics to provide ownership and control over what is
discussed during the conversation capture stage. Topics configured on the Gabber website are
automatically updated in the Gabber mobile applications when a project is created or updated.
Once topics are created, they cannot be deleted as they are used to visualise the conversation
during data analysis. Topics can be disabled through the web platform, which removes them
from the data capture stage as illustrated in Figure 3.3.B. Topics that were previously used in the
analysis stage remain unchanged.

3.4.1.3. Codebook

Prior research on qualitative practices highlights the use of coding data as a key analytical
process for practitioners [34, 210]. Qualitative data analysis software builds on these practices
through enabling association of codes directly onto transcripts or the raw media data [279].
Conversely, tagging of data is a familiar practice for everyday people, ranging from facilitating
information retrieval (e.g., hashtags on social media platforms [177]) to supporting collaborative
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interpretation and reflective discourse (e.g., debating the meaning of song lyrics [108]). Building
on these overlapping qualitative practices, a codebook can be optionally added when creating a
project. Codes can be composed of a single word or phrase, and similar to topics can only be
disabled once they have been created as illustrated in Figure 3.3.C. Project administrators can
add new codes at any time during the qualitative workflow.

3.4.1.4. Configuring Privacy

Each project has a privacy setting that determines who can view the project on the web and
mobile platforms, and therefore who can record conversations in the mobile application and
analyse these on the website. Restricting access control through a configurable privacy setting
enables the capture of sensitive data in a safe and secure way. There are two privacy options
when configuring a project: public and private. Public projects are available for anyone to view
across the Gabber platform including those not logged into the website. Any registered user
can contribute recordings to a public project. Conversely, private projects and conversations
associated with them can only be viewed on the Gabber platform by project members who have
been explicitly invited and authorised by the project creator or administrators. Regardless of
privacy setting, participants who were added during the capture of audio recordings automatically
become project members, allowing them to view their own and other members’ conversations
and contribute to additional conversations in the future. Automatically enrolling members was
designed to promote inclusivity in the subsequent data analysis and curation stages through
making those stages available to everyone involved by default. If a project administrator changes
a project’s privacy setting from private to public, consent provided by participants during data
capture remains unchanged. A warning is displayed to the administrator when editing a private
project to ensure they understand the implications of who can view the project when being
changed from public to private as illustrated in Figure 3.4.

Figure 3.4 Project administrators are informed of the impact of changing a project from private to public.

3.4.1.5. Viewing Projects

Public and private projects that a participant is a member of are listed on the Gabber website.
Each project displays metadata (i.e., name, image, description), avatars to represent its members,
and two buttons to navigate to the data analysis (conversations) and curation (playlists) interfaces
(Figure 3.5). Project members are displayed as a list of coloured pseudonymised avatars to
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conceal personal identifies while providing a visual representation for who has taken part in
and across multiple projects. The decision to introduce pseudonymised avatars was informed
by prior findings in chapter 4, but differs from the prior prototype as participants names are not
used and are instead represented in randomly assigned icons. Project administrators can update
projects directly using the same interface as creating a project when clicking the Edit button.

Figure 3.5 Metadata represents each project alongside navigation buttons to data analysis and curation.

3.4.1.6. Project Membership

Once a project is created, project administrators can invite members to take part by adding their
full name, email address and assigning them one of three roles as illustrated in Figure 3.6. Roles
provide access control to data across a project: a participant can access their own and public
conversations; a researcher can access every conversation of the project; and an administrator

can access all recordings and modify the project. Once added, the new member is sent an email
describing who added them, what the project is about, a hyperlink to engage in data analysis,
and hyperlinks to download the mobile application to capture conversations. The members full
name is revealed in the capture and consent stages to show who has access to the data as detailed
in the consent section, and enables administrators to remove participants by name.

Figure 3.6 The members interface lists active members and their roles and supports inviting new members.

A Gabber account is automatically created for a member if their email is not currently known
on the Gabber platform, i.e., they have not previously registered or participated in a conversation.
This design choice ensures members can more easily create an account through one click to begin
contributing to data capture and analysis after being added to a project. When the unique invite
URL is clicked an account creation page appears where the participant can view metadata about
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the project and setup an account as outlined in Figure 3.7. It is not possible to update the email
address as it is used to verify the authenticity of the user and prevent other individuals’ using
their email, i.e., registering on a different email address. After updating a members’ credentials,
they are automatically redirected to the data analysis interface to view existing conversations to
begin contributing. Likewise, if the member exists in Gabber, then the email contains a direct
link to view project conversations to begin participating in the project. Invited members can
initiate account registration through the mobile application or website, which invalidates the
URL in the previous invitation.

Figure 3.7 A Gabber account is pre-created for invited members that must be verified before use.

3.4.2. Consent

Informed consent is an integral step of the ethical conduct and regulation of qualitative research
to ensure participants understand the implications of participating in research activities and how
their contributed data will inform research [199]. The static, paper-based consent form is the
primary source of recording individual consent in research and is typically stored in a separate
location from the source data that adds an additional complexity if participants wish to withdraw
from a study. After data collection, participants can request to retract their consent from a study,
which is typically via email or phone and is a long, multi-step process. If the data is to be used
for an alternative research purpose or new collaborates to have access, then reconsent must be
sought from the participant, which is costly and time-consuming due to the challenges associated
with locating participants [149]. Prior digital systems for qualitative practices typically do not
incorporate consent mechanisms directly and instead follow the current research protocol of
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paper-based consent [19, 75, 79, 117, 147, 175]. Likewise, recent legislation requires explicit
consent from users of digital platforms concerning how personal data is collected, e.g., GDPR
[85] and CCPA [40]. As such, how consent is delivered and managed by users is critical to
digital systems where control and ownership of voice data is provided to others.

In response, the Gabber workflow offers two interaction points for participants to tailor
and manage their consent preferences: at point-of-capture where consent is agreed by the
group having a conversation, and individual post-capture configuration of consent via the Gabber
website that is initiated by email. In this way, consent is stored and associated with raw recordings
and can be dynamically configured on a per-participant level, thereby giving ownership and
decision-making control to participants over their contributed data. The subsequent sections
detail the user experience associated with the dynamic consent mechanism and an embedded
embargo period to provide additional access control of when others can view captured data.

3.4.2.1. Dynamic Consent

Informed consent at point-of-capture was designed in response to challenges experienced with
using only email-based, dynamic consent in chapter 4. However, having only this form of consent
could lead to members overriding the preferred consent of others or the accidental selection
of the incorrect consent. As such, once the recording has been successfully uploaded, each
participant receives an email containing a unique, signed URL to review the recording and modify
their consent at any time, giving ownership and dynamic control of the data to participants. A
signed URL is generated using a ‘secret’ known only to the API and provides a secure way to
transport private data by embedding it in the URL. This was implemented using a pre-existing
cryptography library [202]. The session and participant IDs are embedded with the hashed URL
allowing for unique, individual consent to be provided, and requires no authentication to visit
and change consent to reduce additional barriers of logging into the platform. One limitation
with using a persistent URL is that it could be shared with others. While a potential challenge,
this could be empowering for users in gatekeeper scenarios who may prefer for others to manage
their consent and access to recordings as experienced in chapter 4.

Figure 3.8 Consent page displays who has access and which metadata will be revealed through Gabber.

The consent webpage is divided into three columns that show personal data, conversation
and consent data, and metadata of the conversation respectively. The left column displays
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personal information about the participant that is stored on the platform, e.g., full name and
email address. The right column shows metadata of when the conversation took place, who took
part, its duration and topics discussed. The full names of researchers and their pseudonymised
icon are listed to inform the user who has access to the recording. The middle column presents
the captured audio recording, project details that mirror how it appears elsewhere on the website
to provide context for the recording, and a short textual statement describes how the recording
may be used to inform research. Finally, a form displays the available consent options outlining
who will have access to the recording. When the user selects a different consent option the ‘who
has access’ list automatically changes to inform the user before they commit to changing their
consent. The strictest privacy consent option given by an individual user drives the way the
website uses the data Figure 3.8.

3.4.2.2. Data Embargo

Drawing from existing academic publishing and data archiving practices, the web-based consent
process includes an embargo period where access to the recorded conversation is only available
to participants of the conversation for a set period of time. The embargo period can be configured
by each project and has a default value of 24-hours. After this period, the audio conversation
becomes available depending on the privacy consent selected as described above. An embargo
was designed into the consent process for two reasons. Firstly, participants may feel obliged
to choose a consent option they disagree with when recording a conversation as agreement is
determined as a group, but may feel uncomfortable raising their voice and as such offers an
opportunity to retrospectively change consent if desired. Secondly, as illustrated in chapter 4,
participants divulged personal or sensitive data unintentionally and may wish to retract consent
before anyone not present in the conversation can listen to the recording. For example, service-
users being critical of peers or services they use. An embargo period gives participants additional
control over who can access the recording and when.

3.4.3. Capture

Recording audio or video media is a standard practice in capturing qualitative data, which yields
large and unstructured media datasets that can require extensive time to engage with, such as
through interviews and focus groups [164]. Paper-based forms are typically used to capture
informed consent and guide data capture, e.g., interview schedules. This capture stage typically
involves manually creating metadata that is manually associated with the captured media or
its transcription for it to become searchable and meaningful to collaborators, e.g., the time,
location, and participants involved. There is no standardized way to handle data, and as such
the management of data is ad-hoc, which adds additional time and costs barriers to engaging in
these practices for qualitative practitioners.

Responding to these challenges, this stage aims to design inclusive participation by reconfig-
uring data capture from a structured interview to an informal conversation while capturing the
minimum metadata necessary to structure the subsequent data analysis and curation. The capture
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stage presented here is distinct from other workflow stages as it is undertaken entirely through a
mobile application available on Android and iOS1. The application enables participants to con-
tribute audio conversations to projects created in the preparation stage. To record a conversation,
participants add metadata denoting who else will participate, agree on informed consent as a
group, and use the discussion topics to structure data capture.

The prior capture prototype was entirely redeveloped to enable anyone that downloads the
application to contribute to existing projects with limited assistance from researchers, which was
a key limitation of participation in prior qualitative practices of citizens and community engage-
ments [21, 175]. This also provides flexibility in how stakeholders can configure projects and
use the complete Gabber workflow, such as using the capture application in existing interviewing
practices or enabling citizens to independently lead and record conversations with community
members. Moreover, several new screens were designed to enhance the general user experience
including: application onboarding, authentication, project representation, uploading of projects,
and internationalisation. In contrast to prior data capture systems used by academics [19, 75]
and communities [21, 245], the Gabber mobile application utilises a built-in informed consent
mechanism that provides ownership and control of contributed data to participants who can
change their consent at any time, impacting who can access the data in the subsequent stages.
The following subsections detail the key design and technical decisions of the mobile application.

3.4.3.1. Mobile Application Onboarding

Figure 3.9 The onboarding screens displayed when first launching the Gabber mobile application.

When first launching the Gabber mobile application the user is presented with five screens
that include a welcome message and the four steps involved to record and upload a conversation
to the Gabber platform (Figure 3.9). Onboarding was designed in response to feedback from
prior case studies as participants wanted to know what the complete capture stage entailed before
taking part, including how their recording would be used. This was particular important in the
context of teaching and learning where students were asked to use an unfamiliar application that
had been explained to them by their teacher who may not have been familiar with the complete
workflow. As such, onboarding was an opportunity to design instruction into the capture stage.

1The Gabber mobile applications are available on the Google Play Store (Android) and Apple Store (iOS).
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Key to facilitating flexibility of who and when participants could contribute to data capture was
having a technology independent of the other systems (e.g., the mobile application) and clear
instructions that document how the contributed data informs the larger workflow.

3.4.3.2. User Authentication

Figure 3.10 The mobile registration and authentication workflow occurs through email.

Making the onboarding experience seamless was critical as contributing to the data capture
stage was often participant’s first experience of the Gabber workflow. As such, after onboarding
participants can tap create a Gabber account by providing their full name, email and a password
as illustrated in Figure 3.10. The email verification screen is then shown where participants
are asked to open their email application from within Gabber to verify their account. The API
then sends an email to the participant with a button that contains a unique URL to verify the
user. Once tapped, the Gabber mobile application automatically authenticates the user and shows
the projects screen. Importantly, when a user successfully authenticates, a unique API token

is created using Firebase Cloud Messaging [112] that enables push notifications to be sent
to individual or groups of participants at any time. This token is then subsequently used to
send automated notifications to participants based on the actions of others, such as when their
conversation is coded during data analysis.

3.4.3.3. Viewing Projects

The home screen lists projects with their associated image and title, sorted by creation date
and with the projects the user is a member of shown first. This allows participants who have
contributed to one project to contribute to additional public projects if they desire. When a
project is tapped, its description and discussion topics are displayed with a button appearing at
the bottom of the card that initiates the capture stage as illustrated in Figure 3.11.
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Figure 3.11 (a) Gabber projects are listed in the mobile application’s home screen; and (b) when a project
is tapped the associated discussion topics are listed.

In contrast to prior prototypes, the home screen contains three navigation tabs: projects,
uploads, and settings. Users can view all recordings that remain to be uploaded in the uploads

screen, which are automatically uploaded when the user has an internet connection. The settings

screen displays three options: to log out from the application, change the application language
to one of the six supported languages, and to change the default language to associate with a
conversation when recording. As noted above, the language of a conversation can be chosen
before recording, which facilitates filtering of conversations by language on the Gabber website.

3.4.3.4. Adding Participants

After selecting a project, users are taken to the participants screen that lists the names of
participants who contributed to previous conversations with the logged in participant. Each
name is displayed as a button that changes colour when pressed to indicate if a participant is
selected to participate in the conversation. Listing participants allows convenient reselection of
the same participants if multiple conversations are recorded within or across projects, such as
when using Gabber during workshops, which was a common issue raised in chapter 4. Tapping
the icon in the top-right corner of the screen invokes a dialog to add a new participant to this list
as illustrated in Figure 3.12. Participants full name and an email address are required, and once
entered the participant is added to the aforementioned list as an active conversation participant.
Limiting metadata to only data necessary for consent simplifies this stage. There is no limit
on the quantity of participants that can be in a conversation to facilitate a range of uses, from
one-on-one interviews to focus groups.
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Figure 3.12 Multiple participants can be added to a conversation.

3.4.3.5. Informed Consent

Our prior research had surfaced several design challenges surrounding the ethics of reusing
data and consenting for how it may be used in the future. In response, two additional screens
were added to the capture application in contrast to prior prototypes: research consent and
conversation consent. Firstly, all projects in Gabber are research projects and as such participants
must agree to informed consent for their data to be used in research to proceed to the subsequent
screen (Figure 3.13). The research consent screen details the project’s title, the administrator’s
name, describes the implications for sharing the audio recording with a Gabber project, and
presents a button that when clicked opens a browser and details the research terms on the Gabber
website. This ensures participants are informed of both the implications of their contributions to
(potential) research use and personalises who can access their conversation.

Figure 3.13 Consent for data to be used in research and accessed by others is first agreed as a group.
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Design research outlined in chapter 4 identified the complexities of using only email-based
consent that restricted the use of data across the workflow. Building on these findings, the
consent options were simplified to two choices when a project’s privacy setting is public and
three when it is private. The exact phrasing presented to participants through Gabber is illustrated
in Figure 3.8. In the mobile application, the conversation screen displays three options that
impact who will have access to the recording across the qualitative workflow: (1) Anyone: users
without accounts can access recordings on the Gabber website; (2) Members: only project
administrators, researchers, and participants in the conversation can listen to the recording; and
(3) Only Participants can view the recording and metadata. The members option only appears
when a project is configured as private.

3.4.3.6. Recording Conversation

The record conversation screen presents the title of the project to remind the participant what
project they are contributed to, instructions describing how to begin recording, and the list of
discussion topics as cards as illustrated in Figure 3.14. Similar to the prior prototype, when
the first (or a new) topic is selected it changes colour indicating that it is active (green) and
when a new topic is selected a colour change indicates that the prior topic was covered (grey)
as highlighted in Figure 3.14. Timestamped metadata is created when a topic is selected that
denotes the start and end of a topic discussion. The associated metadata of who took part (the
participants), their agreed consent, and which topics were discussed is stored and associated
with the recording. This metadata is later used on the website to display when each topic was
discussed. Topics are designed to use only text as the prior case studies illustrated that imagery
often distracted the conversation flow that added complexity to the analysis stage. The decision to
record metadata at point-of-capture that annotates the recording builds on prior video production
[2, 42, 69] and participatory media research [21, 245] that has shown success in using pre-defined
heuristics (i.e., topics) to guide video recording and subsequent information retrieval.

Figure 3.14 Tapping a topic begins the conversation and the colour changes based on the topic’s state.
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3.4.3.7. Uploading Conversations

Once a conversation is recorded the participant is redirected to the uploads screen and the
recording attempts to automatically upload if Wi-Fi is available. If Wi-Fi is not available, a
popup is displayed to request uploading on their mobile data due to the potential recording file
size. An HTTP request is then made to the API containing the conversation metadata (e.g.,
participants and topics discussed), which stores the metadata and returns an Amazon S3 URL
to the smartphone [9]. The URL is used to upload the recording directly to Amazon’s servers,
thereby offloading upload bandwidth of potentially large recordings to an external service.
Once the recording is uploaded, an Amazon Elastic Transcoder [8] service is automatically
invoked that converts the recording to an audio codec that is accessible in browsers for the
proceeding data analysis stage while reducing the file size by 70% on average. Recordings are
stored in two folders per project, raw data and transcoded data, with only transcoded data being
made available on the Gabber website. When a user views an uploaded conversation the API
generates a URL to make the associated recording accessible for 60-minutes to ensure that if
consent is changed, any cached URL by participants doing analysis is no longer available.

3.4.3.8. Internationalisation

During the development of Gabber, collaborations were initiated with an international organisa-
tion (see chapter 6) who wanted to use the platform as part of a global, multilingual community
engagement. As such, it was critical to internationalise the platform to maximise the potential
reach, uptake, and inclusion of participants in future deployments across the complete workflow.
Consequently, this involved translating all content across the mobile and web applications, and
API (for emails and in-app notifications) into six languages (English, Spanish, Arabic, French,

Russian, Italian), and developing the associated mobile and web applications to support interna-
tionalisation of content, bidirectional text, and Unicode character sets, i.e., i18n. To tailor the
mobile and web application user experience, a user must select their preferred language when
registering to ensure that any notifications or emails they receive are in their preferred language.

Content for all languages is distributed in the mobile and web applications to enable instant
switching between languages without having to fetch and download any additional data. This
was implemented using standard approaches to i18n, such as designing string resources to be
shared across mobile applications and choosing the participants phone’s system language as the
default for use in the Gabber application. Due to the late addition of internationalisation to the
development process and the complexity associated with interface design when creating new
projects, adding and updating project details (e.g., title or discussion topics) can currently only
be created in English through the Gabber website. Multilingual project is possible but currently
requires administrative support to setup. An example of changing languages through the settings
page and viewing the application in Arabic is outlined in Figure 3.15.
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Figure 3.15 The Gabber mobile and web applications support multiple languages.

3.4.4. Analysis

The qualitative practices associated with data analysis vary between practitioners, ranging from
manual coding of data on printed transcripts to using sophisticated Qualitative Data Analysis
Software (QDAS) to annotate and manipulate raw audio. QDAS is costly, has a steep learning
curve, and a complex user experience that is reported as underused by academics [279]. Moreover,
QDAS is less often used by non-academic practitioners due to cost and training required to
effectively use them. Stakeholders that contribute data in the capture stage are rarely included in
data analysis, despite their local knowledge and expertise that has shown to enhance the data
analysis stage in community engagements [218, 258]. Where they are involved, participants
usually undertake analysis activities with the guidance of academics [21, 62, 175].

Key to the interface design in this stage was supporting participants as independent, active
contributors to data analysis. In Gabber, data analysis occurs through the website to increase
accessibility of who can participate. Metadata recorded in the preparation and capture stage are
presented alongside the raw audio recordings to provide context when analysing. Choosing to
use audio media over transcripts for data analysis enables the nuanced characteristics of voice to
be heard, listened, and discussed during analysis, while facilitating qualitative practices that are
familiar across practitioners. Commenting and coding of data are used in Gabber as the analytical
tools due to its familiarity across practitioners as outlined in the literature review (chapter 2)
and prior design learning (chapter 4). The following subsections document the experience of
viewing, listening, and engaging in the analysis stage through the website.
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3.4.4.1. Viewing Conversations

Existing conversations are listed for each Gabber project on the web application. Similar to the
projects and consent pages, the conversations page is composed of three columns as illustrated
in Figure 3.16. The left column can be used to sort and filter conversations by date and by
participant of the conversation using their pseudonymised avatar. The right column displays
metadata about the project – i.e., the title, description, creator and project researchers by name

– so that anyone who visits this page directly will have context for where the conversations
belong, who created the project, and its associated researchers. The middle column lists a grid
of components that each represent a single conversation with associated metadata, including
the full name and avatar of who recorded the conversation, avatars representing members that
participated in the conversation, language spoken, number of comments, and its duration. The
full name of the participant (interviewer) that recorded the conversation is revealed to make
identifying and relating to specific conversations easier. Clicking on a conversation navigates to
a webpage where that specific conversation is displayed and where data analysis can occur.

Figure 3.16 Users can view, filter, and search for a conversation while viewing relevant metadata.

3.4.4.2. Listening to Conversations

The conversation page shows the recording and associated topics and is where analysis occurs.
Consistent with the projects page, this page is split into three columns (Figure 3.17). The
left column was designed to quickly search, sort and filter comments, particular when there
are many. In the search field, text entered will filter comments automatically based on word
similarity. Comments can be sorted by ‘Newest’ or ‘Oldest’ based on the comment’s creation date.
Individual or multiple topics, codes, and commentators can be selected to filter the comments.
The right-sidebar shows conversation metadata, including: the date the conversation was created,
the name and pseudonymised icon of the creator, a list of pseudonymised participants, and
summary statistics of the conversation such as number of comments.
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Figure 3.17 Discussion topics are overlaid onto the conversation to contextual the recording.

The central column is divided into two parts: the recording and associated media and
discussion topics; and comments below. The audio recording is displayed as a waveform similar
to existing qualitative data analysis software [14, 83, 219] and popular music streaming services
[108, 253]. Audio waveforms are typically used in media production software to represent audio
as a glanceable way to gain an overview of the acoustic characteristics, which requires technical
expertise to meaningful engage with them [200]. Building on these constraints, coloured-coded
rectangles are overlaid onto the recording’s waveform at the intervals where discussion topics
were applied during data capture to visually represent what and when topics are discussed as
illustrated in Figure 3.17. This adds context to the recording, enabling users to skip to sections
of the recording the are interested in, such as when particular topics are discussed. The text of
the topic is only displayed for the topic being discussed and changes as the recording transitions
into the time the next topic occurs or when a user hovers onto a different topic.

Building on the ubiquitous interactions with media player interfaces, clicking anywhere on
the recording begins playing from that point, and the next and previous buttons seek 10 seconds in
either direction. Access to the transcoded audio recording from Amazon S3 is retrieved through
the Gabber API, which provides temporary access that expires after 60-minutes. The recording
is cached in the user’s browser and invalidated once the time period ends or they visit a different
webpage. If a participant updates their consent while a person is listening it only comes into
effect once the user leaves the page to not interrupt any ongoing analysis.

3.4.4.3. Comment Threads

Comments are used for data analysis in Gabber to facilitate free-form textual responses with
the possibility of applying codes to segments of audio conversations. Textual comments were
chosen for data analysis as they are commonly used by researchers during data interpretation
across a range of digital tools [209], and everyday people to discuss and disseminate textual
and audio content online [108, 241, 253]. All comments appear in a horizontal list below the
associated recording and show the timestamp that the comment refers to, the member’s avatar,
and a button for participants to create a response to the comment. Hovering over a comment
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visually highlights where in the recording it occurs and clicking the timestamp jumps to that time
in the recording. The prior analysis prototype showed comments dynamically as the recording
was playing, but feedback and observations of its use interrupted the listening experience and as
such all comments are now shown by default.

Users can create a new comment by tapping the plus button below the audio, which opens
a web form that displays the project’s associated codebook – if one exists – and shows a text
input where participants can write a response (Figure 3.18.a). Codes can be selected by clicking
on them, which changes their colour from black to green to indicate active selection. Creating
a comment adds an overlay onto the audio recording to represent the region the comment is
responding to. This has a default length of ten seconds but can be dragged in either direction
to change its length. When creating a comment, the content of the selected region is played in
a loop (Figure 3.18.b). Once a comment is created it is visible to all participants that can view
the conversation and has a colour-coded sidebar to indicate which topics it is associated with
Figure 3.18.c. All participants can create textual responses to a comment that creates threaded
discussions (Figure 3.18.d). Users can delete a comment or response at any time, which removes
any applied codes and replaces the original text with [deleted]. To encourage discussion of
content, when a comment or response is created the API automatically sends an email (using
Mailgun) and an in-app notification (using FCM) to participants of the thread that a response has
been created by another participant.

Figure 3.18 When creating a comment users can select codes and write a textual response (a) while
selecting the exact region of time to respond to (b). Once created, a region is overlaid onto the audio
waveform (c) and other participants can respond to create comment threads (d).
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3.4.5. Curation

Dissemination of findings by practitioners typically take the form of written reports, adding
additional barriers to how citizens can contribute. Participants that contribute to the data capture
stage can feel alienated or excluded from the final output of engagements as decisions made
during analysis and dissemination can feel opaque [60, 79, 172]. Recent participatory video
research shows the potential to involve citizens in curation activities when working with media
directly as a means to lower barriers to participation [21, 175]. As such, the curation stage is
designed for participants to view analysed snippets of recordings chosen by all participants and
curate audio playlists from these. This stage occurs on the Gabber website and was entirely
redeveloped from the prior prototype to enable curation and reuse from within the same interface
while providing similar styles and user experience as the preparation and analysis stages. The
following subsections outline key activities and interfaces of the data curation stage.

Figure 3.19 All commented snippets from a project are displayed in a list (b) that can be filtered with a
range of options (a). The audio recording from the comment snippet can be played and added to a playlist
by click (c). Many playlists can be created for one project to share distinct insights from the data (d).

3.4.5.1. Viewing Analysed Snippets

The playlist interface was completely redesigned and developed, drawing on design learning
from the prior case studies, and consists of one screen that encompasses all interactions to
listen, select, and organise commented snippets of conversations into audio playlists for a chosen
project. The design draws on the component-based principles applied throughout the web
application to create a consistent user experience. Consequently, the left column contains filters
that reduce the comments displayed depending on the selection (Figure 3.19), and the right
column contains participants existing playlist and a button to create a new one. Informed by
design learning from the curation prototype, the central column adapts a similar design and
displays all commented snippets of audio conversations for the associated project in list format
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inside a scrollable container. The right column shows the selected snippets contained in the active
playlist. A media player is positioned at the bottom of the central column where a recording
snippet is played. Once a snippet finishes playing there is a short pause before the next snippet is
played. The media player shows the coloured discussion topic and in contrast to the analysis
interface shows no audio waveform to draw focus to the commented snippets being played.

The conversation component differs dramatically from the prior prototype to provide more
informative, glanceable metadata to help users quickly filter or skip content to simplify curating
snippets. This conversation component is composed of two rows: the first shows the commenter’s
avatar, a snippet of the textual comment that changes depending on screen size or comment length,
and the snippet’s duration. The second row displays the number of codes that when clicked,
lists the codes, the number of comment responses, and a hyperlink to ‘View Conversation’ that
opens the conversation interface in a new tab and plays ten seconds before the comment on
the recording. This was designed in response to participants wanting to know who created
comments (avatar), why (the comment text), and to expand on the recording’s context (view
conversation). The final row displays the colours of topics where the comment occurs in the
original conversation and the codes applied to the comment are coloured on the left-side of the
component. This is consistent with the conversation interface to enable association between
otherwise independent comments that could help streamline the filtering activity.

3.4.5.2. Curating Playlists

The curation interface supports reviewing project recordings and making playlists from the
annotated audio to allow users to capture points of interest for a specific project. When the
‘Create playlist’ button is pressed in the right sidebar, a dialog opens where participants can write
the name and description of their playlist (Figure 3.19.d). Users can edit the playlist’s metadata
through clicking the ‘edit’ button associated with the playlist component, which displays the
same dialog but in edit mode. The playlist is then created and becomes active, changing the
text in the playlist column. Users can then add commented snippets to the active playlist while
listening by either clicking the plus button in the media player or when hovering over the snippet,
which then automatically appears on the playlist column. Participants can arrange the order of
snippets by dragging them to their desired location similar to existing media player interactions.
This feature was previously requested by participants to improve how insights were represented
when sharing or reusing the playlist. The prior case studies identified the utility for participants
in creating and associating textual memos with playlist snippets to provide a reminder for why
snippets were chosen, although this feature was not heavily used. As such, memos are optional
and can be created after adding a snippet to a playlist by hovering over it and tapping the writing
icon, which creates a dialog similar to “Create Playlist”. All data resulting from actions created
by users are cached in their browser and automatically sent to the API to synchronise state
between the client and server, e.g., adding a snippet to a playlist.
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3.4.6. Reuse

Findings from chapter 4 highlighted how practitioners wanted to use the playlist interface to
support in-person discussions that centred around the lived experiences of participants. Key to
this and distinct within the Gabber workflow was the reuse of participants voices to structure a
range of use cases, from educational training to reflective practice. Due to this stage being the
last in the platform development and overlapping with the deployment in the following chapter,
less time was spent on its development. As such, the playlist interface was reused through the
inclusion of a ‘sharing’ view that when enabled, the participant’s selected playlist expanded into
one column where each annotated region would be played in-turn as illustrated in Figure 3.20.
This reuse of the curation interface sought to promote a familiar and seamless transition between
stages that is familiar to participants, therefore requiring less time from the participant to learn it.

Figure 3.20 Participant’s voices play a central role when reusing a playlist in the Gabber platform.

3.5. Summary

This chapter described the rationale behind the technical and design decisions underpinning
Gabber, a digital platform designed to realise the qualitative workflow proposed in chapter 5
that builds upon design learning from findings across three prior case studies as outlined in
chapter 4. Gabber is distinct from prior research and commercial systems in three ways: (i) by
reusing the original captured audio media to increase the inclusivity of each workflow stage;
(ii) by encompassing the complete end-to-end workflow; and (iii) by being designed with and
for multiple stakeholder groups. Moreover, an overview of the platform’s architecture and how
each technology stack interacts was also outlined. Following this, Gabber’s mobile and web
applications, their functionality, user interactions, and design motivations were described.

The following chapter documents the iterative design research undertaken across three
distinct case studies to explore how digital technology can facilitate inclusive participation
in each qualitative workflow stage. Design learning across these case studies informed the
iterative development of independent prototypes to explore each workflow stage in practice,
which ultimately resulted in the development of the Gabber platform as outlined in this chapter.
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4.1. Introduction

The previous chapter described Gabber, a digital platform that aims to make all qualitative
workflow stages more inclusive for practitioners through one technology. Gabber was refined
and developed as an outcome of the three case studies presented in this chapter in preparation for
subsequent research that examined the complete qualitative workflow in practice. In contrast, this
chapter explores the iterative design of digital prototypes to examine each stage of the qualitative
workflow – i.e., capture, consent, analysis, curation, and reuse – through three distinct field
deployments in real-world contexts where stakeholders were either interested in, or already
actively engaging in qualitative research and who wanted to make their practices more inclusive.

This chapter begins by describing the overarching methodology taken throughout the thesis
– Action Research (AR) – its rationale and limitations. AR was adopted to create research
insights through practice while improving the situation under study – i.e., qualitative practices
for practitioners. As the focus was on the iterative design of digital prototypes, a design research
approach was adopted that applied AR that is then documented in detail, i.e., Participatory

Action Design Research (PADRE). This approach was applied to the iterative design of digital
prototypes across three distinct case studies over a two-year period. The context, research focus
and data collection procedure of each case study is then described in succession. Each case
study examined a specific stage of the qualitative workflow to inform the design of a prototype
for use in the subsequent case study while deploying iterated prototypes based on prior design
learning in the current case study. Findings are then grouped by qualitative workflow stage to
illustrate the chronological design learning from of each prototype, how they were adopted, and
the challenges experienced in practice. Finally, reflections on findings across case studies and
the design process taken are discussed.
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Related Publication and Acknowledgements

• The research presented in this chapter extends a prior CHI’19 publication, Rainey et al.
[225], which is heavily modified to be consistent with the overall narrative of this the-
sis. The research undertaken within each case study and the associated study design,
engagement, analysis, and writing were undertaken by the thesis author with support from
supervisors and collaborating organisations unless otherwise specified below.
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4.2. Research Approach

An aim across this thesis was to understand how digital tools can augment existing qualitative
research practices to make them more inclusive and meaningful to practitioners across all
stages of the qualitative research workflow. Understanding and improving stakeholders existing
practices through a collaborative, action-oriented research approach motivated the choice of
Action Research (AR) as the overarching approach taken where possible [226]. This section
outlines AR, its benefits, and limitations in the production of research knowledge, and in
particular the challenges of producing design artefacts across multiple contexts. In response,
and due to the design focus of this chapter, a Participatory Action Design Research (PADRE)
approach was adopted. PADRE is distinct from AR through its focus on iterative cycles of
reflection and learning that emphasis design learning to refine a digital artefact through real-
world deployments in organizational contexts [118]. This ensures that digital prototype designed
respond to stakeholder’s needs whilst the technology outcome can be reused and applied across
contexts outside the initial AR project.

4.2.1. Action Research

Reason and Bradbury [226] describe Action Research (AR) as “a participatory process con-

cerned with developing practical knowing in the pursuit of worthwhile human purposes” while
Hayes [122] succinctly frames it as to “learn through doing”. Key to AR is working “with”

stakeholders rather than “for” them to iteratively and incrementally produce social change that
improves the situation being studied [226]. AR is often characterised as a cyclical process of
Plan, Act, Reflect, summarised in the context of designing technology with communities as:

. . . cyclical in nature, with an emphasis on problem formulation, design of an inter-

vention, action (e.g.„ deploying the intervention), observation of the effects of the

action, reflection, and then redefinition of the problem to start the cycle again. [122]

AR projects involve close partnerships with community members where the researcher
often becomes immersed with participants in their local environment to better understand the
research being examined. This involves prolonged engagements by the researcher into the
community that enables “tacit knowledge” to surface that is not possible through other methods
(i.e., interviews) and provides an opportunity for data collection through field observations,
making the data collection process value-laden [122, 123]. Consequently, the solutions and
associated knowledge created through AR is less concerned with generalizability of research
findings [122] and instead is evaluated on the credibility and validity on whether actions address
real problems for participants (i.e., “workability” [116]) and whether the project outcomes can
be applied, in part, to another context with similar aims, i.e., “transferability” [122].

AR is open-ended and iterative as a methodological process, and democratic and collaborative
in its orientation towards knowledge production. Knowledge created through AR is socially
co-constructed with community members to generate pragmatic solutions to real problems they
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experience [122]. AR when adopted in HCI research is thus an approach to research that has
a duality of purpose: (i) improving the situation for participants through real-world problem
solving; and (ii) creating new, contextually grounded knowledge through practice. As such, the
epistemological view taken across this thesis is that of an interpretivist with the goal to develop
meaningful, localised solutions with stakeholders. This involves working with participants to
understand the problems they face and determining which problem to tackle (plan), designing
and deploying a technology intervention to respond to this problem (action), and reflecting on
the outcomes of this intervention to iteratively refine a new or augmented approach to further
improve the situate under study (reflect). The case studies presented in this chapter show how
AR was adopted to enable design insights across three distinct communities – described as case
studies below – while responding to real challenges faced by participants through deploying
digital prototypes to enhance existing qualitative practices. Through these AR case studies
I observed how technology was adopted through real-world use at specific or/and multiple
stages of the qualitative workflow and reflect with stakeholders – academic researchers, citizens

(service-users), civil society organisational staff – on how the digital tools could be refined to
improve their qualitative practices. Critically, while an overarching AR approach guided the
research presented in this thesis, a human-centered design (HCD) approach was adopted to the
iterative design and development of digital prototypes in the case studies presented below. While
all case studies adopted HCD and aspired to create action for those involved (i.e., teachers and
students), in practice only case study two was an action-research project due to its longitudinal
configuration and my embedded role as an action researcher.

4.2.2. Participatory Action Design Research (PADRE)

Key to the research goal of this chapter was understanding the requirements of each context
to inform the iterative design of digital prototypes that respond to the real-world challenges
of stakeholders, whilst gaining practical knowledge to iteratively inform prototype design.
Participatory Action Design Research (PADRE) is a design research method that draws from
Participatory Action Research’s democratic philosophy that aspires to include stakeholders at
each stage of the research process [23] and to configure research with the aim of designing
systems with stakeholders and allowing for the system requirements to emerge and develop
in an organizational context [118]. As such, PADRE involves “reciprocal dialogues between

stakeholders and researchers” to ensure the design outcomes respond to real-world needs
of systems developed [118]. PADRE is composed of four components – Plan, Implement,

Evaluate, Reflect – where each produces design learning and research knowledge through
practical experience that is documented in a “learning nexus” that can be applied to future
PADRE cycles [118]. The Implement stage is distinct from Action Research (AR) through
focusing on designing prototypes that specifically respond to stakeholder needs identified in the
prior stage [122]. The key differences between PADRE and AR are its focus on incorporating
iterative reflection across each stage of the process to encapsulate practical design learning for
digital systems, and the focus on implementing and deploying digital technologies. In this way,
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PADRE can be applied as a specific strategy undertaken as part of a larger action research process.
This emerging design approach has been successfully applied in HCI to the co-design of web
platforms to support citizens accessing, exploring, and disseminating public statistics to reflect
upon amongst their communities [218]. PADRE is adopted in this chapter as a design oriented
approach to action research where the digital prototypes developed respond to real needs while
producing practical knowledge. Moreover, when applied across multiple contexts, as in this
chapter, design learning from PADRE can be further validated and reflected upon, producing
transferable and workable solutions to overcome concerns of generalizability of research findings
raised in AR research [122].

4.3. Case Study Approach

A case study provides “in-depth appreciation of an issue, event or phenomenon of interest, in its

natural real-life context” that creates a “multi-faceted understanding of a complex issue in its real-

live context” [64]. Stake [254] posits three types of case studies: intrinsic (to study a specific
social phenomenon), instrumental (in-depth study in one context), and collective (studying
multiple cases to generate a broader understanding of a particular issue). A collective case study
approach was adopted within this chapter to observe and explore how digital prototypes at each
stage of the qualitative workflow were adopted and used in naturalistic settings. This approach
offers the advantage of making comparisons between case studies, iteratively building upon and
reaffirming findings across each case, thereby overcoming methodological limitations of a single
context-specific case study (i.e., intrinsic) [64]. This enabled our research to be action-oriented
while examining qualitative practices in natural settings, and where we could iteratively design
digital prototypes that respond to a diverse range of stakeholders needs, and in doing so develop
digital systems that are meaningful across contexts.

In HCI, field deployments (elsewhere termed “in-the-wild” deployments [239]), are the
counterpart to case studies that focus on “the trial of a newly developed or created technology

(often a prototype) in situ”, and provide insight into how digital systems are used by people in a
natural setting and where the system is designed for an intended use [249]. Field deployments
are thus an application of case studies with a focus on technology development and are widely
used in HCI, ranging from the iterative design of a feedback technology to improve the provision
and delivery of services by care organisations [79] to the deployment of smart watch application
to support citizen feedback on urban planning [277]. Similar to case studies, field deployments
are a primarily qualitative methodological approach to research but can include quantitative
findings such as analysis of paradata generated through system use [249].

The following subsections presents three distinct case studies conducted over two-years with
stakeholders who either desired to or were already actively engaging in qualitative research
practices and who wanted to use technology to make these practices more inclusive. Within
each case study, the study design and data collection procedure are detailed. Following this, how
participants were recruited across case studies and the data analysis approach undertaken in this
chapter is described prior to documenting the findings. An action-oriented PADRE approach
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was taken across case studies to iteratively design and refine a set of digital prototypes that
examined each stage of the qualitative workflow in practice. Design learning from the previous
case study informed prototype development, shifting the research focus of each case study to the
subsequent qualitative workflow stage as outlined in Table 4.1. Our collaborator’s goals varied
across case studies: the first (CS1) aimed to capture informal conversations between university
students weekly for the lecturer to augment the taught pedagogy, the second (CS2) to capture,
analyse, and reuse service-users experiences to inform reflective training delivery in a social
care work environment, and the third (CS3) to support peer feedback on interview training in a
postgraduate class.

Qualitative Research Workflow Stages
Consent Capture Analysis Curation Reuse

CS1 △ △ □ □ □
CS2 ⃝ ⃝ △ □ □
CS3 ⃝ ⃝ ⃝ △ △

Table 4.1 Initial prototype development and deployment (△), design learning (□), and iterative design
and deployment (⃝) across each stage of the qualitative workflow per case study.

The research of this thesis explored the characteristics necessary to support qualitative
practitioners in the conduct of all stages of the qualitative workflow, from capturing an interview,
analysing the media directly, to reusing the audio recordings as a form of dissemination, i.e.,
RO1. The subsections below expand on the context of each case study, the design focus in each,
and the study design and data collection methods used. Following this, the recruitment and
analysis procedure used across case studies is described.

4.3.1. Case Study 1 (CS1): Augmenting Pedagogy Feedback

Feedback typically involves sharing opinion in either written or media format and analysing
and using this knowledge for a specific purpose, such as improving service delivery [79] and
is typically composed of varying qualitative practices. Student feedback on teaching and
learning during university courses generally occurs at the end of the semester through surveys
or questionnaires, which has no direct impact on the students learning. How this feedback is
used, actioned, and impacts the curriculum for future students is also often unclear, making
this feedback process and the associated data disappear into a “black hole” similar to what is
experienced with providing feedback on public services [79].

To explore alternative feedback processes and by extension the associated qualitative prac-
tices, we collaborated with a Newcastle University lecturer, Sami (pseudonym), who was
preparing to teach a one semester (ten-weeks) postgraduate course on Human-Computer Interac-
tion. Sami wanted to explore new ways of capturing and using student feedback to iteratively
refine and augment their teaching. Key to this was a desire to audio record students having short,
informal, peer conversations on the prior week’s teaching and reading material as part of the
class. Recording audio media was inspired by Sami’s desires to capture informal, natural, and
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rich dialogue, and to rapidly listen and engage with this content drawing from their expertise
as an academic qualitative researcher. Prior to the course commencing a mobile application
prototype was designed to structure the consent and capture of audio conversations as illustrated
in Figure 4.2. The research focus in this case study was two-fold: evaluating the prototype
through real-world use and observations, and to gain design insights into how audio media was
analysed, curated, and reused (Table 4.1).

4.3.1.1. Study Overview

12 students took part and were divided into unique groups of three each week, termed “learning

triangles”, which ensured that all students could converse at least once with all other students.
Students were given 20-minutes to find a quiet space to use the digital prototype to audio record
conversations in their groups. Topics, which were textual phrases used to structure the capturing
of audio conversations in the prototypes, were set by Sami prior to the class each week. These
topics appeared in the prototype to help structure student conversations, such as “Something

you’ve found out about this week that surprised you.” (week one) or “Are we researchers, or are

we activists?” (week ten). Each week had a different theme to mirror the taught material, for
example, conversations recorded in week one discussed “Your Experiences with HCI” while
in week seven they were “Tangible User Interfaces”. Feedback on teaching was provided by
students in 7/10 weeks due to student workload and preference on the other weeks. In total, eight
hours of conversations were recorded with an average of 70-minutes across groups per week
(SD=11m, min=47m, max=85m). Consent was provided through email by each participant for
each conversation recorded to give ownership and control to participants on what conversations
to share with Sami. Prior to the following week’s lesson, Sami listened to the consented audio
conversations to understand the shared challenges across students. Each week Sami disseminated
the ‘analysis’ at the start of the lecture to show how this week’s teaching had changed, and
adapted the planned material to be delivered to better accommodate the student’s needs and
desire.

4.3.1.2. Data Collection

I attended each class where group feedback was delivered by Sami based on their analysis
and where the digital prototype was used by students. This enabled an in-depth understanding
of how students perceived the feedback delivered and how they used the digital prototypes to
capture conversations. Informal conversations took place with students following their recording
and with Sami each week to gain insights into how the prototypes were used and perceived by
participants. These observations were written up following each session as field notes. Finally,
semi-structured interviews were recorded with Sami during week one and ten to understand the
initial and overall experience analysing audio conversations and their perspective on how the use
of digital prototypes augmented the feedback process.
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4.3.2. Case Study 2 (CS2): Reflective Feedback in a Sensitive Context

From September 2016 to November 2017, we collaborated with FL, a charity organization
based in North East England that helps connect individuals with complex needs with other local
services, such as housing providers. An individual with complex needs is defined as experiencing
a combination of at least three out of four of these problems: homelessness, re-offending,
substance misuse and mental ill health. Consequently, FL’s service users are both extremely
vulnerable and difficult to engage with. During the early stages of FL, a systematic evaluation
of their service found that service-staff lacked a shared understanding of what complex needs
meant and the types of care and services that service-users should be offered. In response, a
senior staff member, Ray, began audio recording interviews with service-users to document
their experiences and narratives of complex needs, and then produced long videos where an
analysis of the interview was presented. These videos were then curated by Ray and offered as a
training package on complex needs and reflective practice and delivered to external organisations
to help them better understand their shared client base. This entire workflow was being run by
one employee, Ray, necessitating similar material being used across training activities, which
restricted what could be used and discussed in training. This was primarily due to time limitations
in listening to and curating interviews and the time required to learn new media production
software, all of which took place on a tablet device. Moreover, this also meant that each workflow
stage was inaccessible to other staff, who would have gained value from participating.

FL had previously collaborated with our research lab and shown desires to create a new
collaboration to explore new ways of making their existing practices more open and accessible
for their staff and service-users, and to help identify insights that could be used as training
resources. This collaboration was led by me and Ray, who had hoped this would result in a
more diverse and relevant dataset that could be used for training and where different stakeholders
(staff and service-users) could engage with all stages of these informal qualitative practices. Our
research focus was three-fold through this partnerships: (i) gaining an in-depth understanding of
civil society practitioner’s complete qualitative workflow; (ii) to deploy and evaluate the existing
prototype for data consent, capture, and analysis; and (iii) to utilise design methods to gain
design insights into how audio could be curated and reused (Table 4.1).

4.3.2.1. Study Overview

To gain insights into existing qualitative practices I began meeting and attending interviews
between Ray, service-users, and their support worker, observing Ray’s analysis and media
production process, and attending and observing internal and external training delivery by FL. In
contrast to CS1, CS2 encompassed the complete qualitative workflow with prototypes deployed
for data consent, capture, and analysis and design methods used to examine alternative practices
for curation and audio reuse.

Observations of FL’s existing qualitative practices informed the iterative design of the
capture prototype developed in CS1. FL configured the capture prototype to mirror their existing
interview schedule: 11 themes were used with associated images to structure a reflective dialogue
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between a service-user and a staff member, including: ‘direction’, ‘motivation’, ‘side-tracked’,

‘stuck’, ‘problem’, ‘emotion’, ‘conflict’, ‘help’, ‘plan’, ‘act’ and ‘reflection’. As an example of
the textual topic used for ‘side-tracked’, participants were asked “What sort of things do you

think get you side-tracked when you have plans?”. Ray took the lead for capturing conversations,
recording five conversations with service-users who discussed their lived experiences with
complex needs (mean=40m, SD=25m, min=10m, max=70.5m). Based on prior design learning,
a simplified web-based prototype was developed where participants could view, comment, and
code directly on audio conversations as the analytical process. We then assisted FL to iteratively
create a codebook to structure data analysis, resulting in 26 codes, including: “hope”, “direction”

and “relationship”. The analysis stage was undertaken by five staff and one service-user at
different points of time. In total, six participants created 110 comments, comprising of 320 codes
across four 45-minute conversations: one service-user created seven and five staff created 103
(of which Ray created 72). One conversation was excluded due to ethical considerations by Ray
as outlined in the consent findings.

To explore alternative practices for data curation and reuse, a Wizard of Oz (WoZ) design
activity [182] was held with Ray with the aim of using the tagged corpus of commented audio
conversations to create a structure, schedule and select material for use in training delivery. This
session lasted 88-minutes and the application of WoZ enabled unconstrained exploration of audio
segments that provided design insights to inform the creation of a future prototype. Our research
aim was to understand the types of questions that would be asked of the coded corpus of data to
produce design insights.

Following the curation session, five snippets of audio were chosen from three participants
and retrieved from the digital prototype, then ordered to mirror the timeline created in the WoZ
activity. These recordings were sent to Ray in preparation for an internal training delivery on
reflective practice delivered in the same week. This session lasted two hours and was attended by
four staff, including Ray who delivered the session. I attended to observe how the audio media
and training structure created in the previous design session worked in practice.

4.3.2.2. Data Collection

Of the three case studies presented, CS2 was the most longitudinal, covered the most qualitative
workflow stages, and therefore generated the most research data. Throughout the duration of
this study, I worked directly with Ray who was responsible within the organisation for our
collaboration. Consequently, I met service-users (including the five interviewed with the digital
prototype), staff that worked directly with service-users, and senior management to build rapport,
better understand the organisation structure and how they serve their service-users to ensure
the design of prototypes suited their existing working practices. Field notes were written up
following these informal meetings to document my understanding of their existing practices and
use of technology.

I observed the capture prototype being used for each interview recorded by Ray and inter-
viewed one service-user, Walter (pseudonym), and five staff following their use of the analysis
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prototype. Recordings lasted 45-minutes on average (SD=9m, min=37m, max=57m). The
focus of these interviews was to understand the experience of listening to service-users or the
participant themselves, and the perceptions and potential value felt through commenting on
audio snippets and using technology in this way. Prior to each interview, paradata was analysed
to understand the time and contributions each participant made to inform more meaningful dis-
cussions about why they made specific decisions when using the analysis prototype, for example,

“What made you choose these codes?” and “What made you choose to create a comment at this

point [in the audio]?”.
The Wizard of Oz curation session with Ray was audio recorded and provided insights

into the decisions made when prioritising and selecting audio media for reuse. Finally, the
internal training delivery session centred around the reuse of audio snippets to understand how
the data was reused and the types of discussions it supported. This session was audio recorded
to provide insights into how each aspect of the qualitative workflow was augmented through
using the designed digital prototypes alongside an in-depth contextual understanding of how the
organisation appropriated the technology.

4.3.3. Case Study 3 (CS3): Peer Feedback on Interviews

In September 2017, we collaborated with a university lecturer, Tony (pseudonym) to deliver a
postgraduate course on research methods to 12 students who would be introduced to qualitative
research, the techniques for interviewing, and taught how to conduct interviews. In previous years,
the course had been designed to give students practical experience of conducting interviews and
analysis through formal assessment, but Tony found giving individual feedback time-consuming
and repetitive across students. Instead, Tony wanted to support peer learning by having students
capture conversations following the same interview schedule and provide peer feedback through
analysis of interviews, such as highlighting the positive (i.e., intended pauses) and negative (i.e.,
leading) aspects of interviewing. Tony also wanted to be able to listen and curate a subset of
audio interview snippets to showcase and reuse content to inform group feedback on interviewing
technique. In preparation for this case study, a new digital prototype was created – informed
by design insights from CS2 – to enable the curation and reuse of audio media in the form of
audio playlists. This interface presented snippets of audio that were commented on during the
analysis stage and could be filtered by code or textual topic. Participants could then listen to
snippets and create a media playlist from these for reuse output of the prototype (Figure 4.7).
The research focus in CS3 was two-fold: (i) to redeploy and evaluate our existing prototype for
data consent, capture, and analysis in a new context to refine existing features; and (ii) to gain
design insights into how a new digital prototype was adopted in practice to support curating and

reusing analysed audio data.

4.3.3.1. Study Overview

This case study was conducted over four two-hour classes split into two sessions: (i) one class
where the student and lecturer familiarised themselves with the capture and analysis prototypes

80



4.3 Case Study Approach

through real-world use; and (ii) three classes were all qualitative stages and associated prototypes
were used by Tony, including the new curation and reuse prototype. These sessions emphasised
teacher-to-student and student-to-student feedback on interviewing technique respectively. I
attended all sessions to observe how the prototypes were used and to discuss the challenges and
thoughts participants had after their use and interactions with the prototypes.

The first session involved co-designing an interview schedule, recording short conversations
in six groups of two to familiarise themselves with the capture prototype and co-creating
a codebook to structure peer feedback through the analysis prototype. The codebook was
comprised of 17 codes including: “Open/closed ended”, “Leading”, “Personal disclosure”.
Before the next session, Tony used the analysis prototype to provide individual feedback to each
student’s conversation, creating 65 short textual coded responses, for example “Interesting case

of empathy ’backfiring’?!” with the codes “Rapport” and “Interest/empathy”. The curation
prototype was not used in this session as it was planned to be used with content where students
analysed data during the second classroom session. Having Tony engage with data analysis
provided additional insights into how academic researchers adopt this prototype.

The second session involved three classes. The first class involved co-designing an interview
schedule on the subject of “Transport in Newcastle”, which had ten topics that were split into
three “main” and seven “probe” questions, for example, “(main) tell me the story of your

commute?” and “(probe) what other transport would you prefer to use?”. Students were asked
to conduct interviews using the capture prototype with participants from outside of the classroom
prior to the next lesson, e.g., flatmates, members in the research lab, or friends. In total, ten
interviews were recorded lasting 2-hours 52 minutes (mean=18m, SD=6m, min=6m, max=24m).
Two students did not record interviews as they were either ill or not assessed. The second class
involved students listening and providing peer feedback onto segments of the interview where
they thought that the interviewer could improve using the previously co-created codebook and
the digital prototype. Students worked in pairs to provide feedback to peers and used the analysis
prototype to create a total of 55 comments using 93 codes. Three of these conversations were not
made available for analysis because consent was not provided. Prior to the final session, Tony
used the curation prototype to listen to the snippets of audio that students had commented on
through the peer feedback process. One audio playlist was created by Tony that contained 12
audio snippets totalling two minutes, which were from five student comments and three unique
interviews. In addition, short textual notes were created by Tony that appear alongside the audio
snippet to contextual the choice of data, for example “flow of conversation interesting here”,

“Nice example of steering the conversation” and “Ask: what are gremlins?”. In the final class,
Tony used the curation prototype to play audio snippets to support the delivery of group feedback
and a reflective discussion on interviewing technique with the students, which lasted 25-minutes.

4.3.3.2. Data Collection

Data collection in this case study was primarily observational due to a combination of participants
using prototypes for all stages of the qualitative workflow and the short duration of the case study.

81



Designing and Prototyping A Digital Qualitative Workflow

Field notes were written to outline observations of prototype use – i.e., capturing interviews in
class, analysing interviews, and Tony using the prototype in class to provide group feedback
– and discussions with students during and after each class. These were analysed and used to
refine the interview schedule in CS3 prior to interviewing three students and Tony about their
experiences using each prototype feature, which lasted 18 minutes on average.

4.3.4. Participant Recruitment

Recruitment in each case study depended on its configuration. Stakeholders in CS1/3 were from
the same university department and with no direct relationship with the thesis author or their
supervisory team. The class, students, and lecturer differed across each case study. CS1/3 aimed
to create change – student feedback and teaching delivery respectively – through embedding
the digital prototypes into the delivery of teaching and learning as part of a module, therefore
participation by students was required. Separate recruitment was taken at the start of each case
study to obtain consent for observational research and to agree for informal discussions on
prototype use.

Due to the sensitive nature of the services delivered by the partner organisation in CS2,
all recruitment of service-users was undertaken informally through a gatekeeper, FL. This
necessitated a range of service-users whom FL thought would gain personal benefit from
engaging in this process. The inclusion of service-users at each stage of the workflow was
fundamental throughout this engagement and consequently led to a more long-term engagement
due the inherent difficulty in arranging meetings with individuals with complex needs. Staff were
self-selecting, either because they were support workers of the service-users who engaged in the
collaboration or were interested in hearing and learning from the experiences of service-users
they did not otherwise meet. The final internal training was an exception as all FL staff and
service-users who took part at any stage of the engagement were invited to participate.

4.3.5. Qualitative Data Analysis

The quantity of data collected varied drastically across case studies, primarily due to their
duration, i.e., one, 14, and one month respectively. CS1/3 were comparatively short compared
with CS2, and as such the associated fieldwork was primarily observational due to a combination
of participants using prototypes for all stages of the qualitative workflow and the short duration
of each. In contrast, CS2 was a more longitudinal collaboration, therefore accommodating
interviews within specific stages of the qualitative workflow. Consequently, data analysis was
therefore an incremental, continuous, and iterative process during each case study, with the
aim of reflecting on and learning from prototype usage to guide the design process prior to the
subsequent engagement, similar to other research undertaking field deployments [249]. Analysis
focused on design challenges with prototypes that were confirmed through informal member
checking with participants and data triangulation based on similar challenges experienced in the
previous field deployments to ensure transferability of our findings.
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4.4. Findings

This chapter emphasises the design process associated with each workflow stage, therefore
grouping findings by workflow stage – preparation, consent, capture, analysis, curation, and

reuse – enabled more meaningfully illustration of how the design characteristics of the prototypes
evolved over time, i.e., RO1. A chronological account of how each case study informed design
decisions, design learning, and how the digital prototype for each stage evolved across case
studies is presented. These findings draw from observations through fieldwork across case studies
with an emphasis on design learning for iterative prototype refinement. The labels defined above
(CS1, CS2 and CS3) and the participants role in the study (lecturer, student, service-user, or
staff) are used to distinguish between participants across case studies when reporting findings.

4.4.1. Preparation

Determining what topics to capture data for and how to configure the data capture and analysis
stage is often taken offline in both top-down and bottom-up practices depending on the context
[21, 174]. Likewise, this stage occurred offline between stakeholders with varying degrees of
deliberation. The data capture stage requires topics to be configured that appeared in the mobile
application to structure data capture. In CS1, topics were created weekly by Sami to obtain
informal feedback on taught material that was used to refine the delivery of the module. For
example, in CS1, topics ranged from aspects of taught material (i.e., “giving feedback to others”)
to learning outside the classroom (i.e., “the workload”). While in CS2, Ray created topics
once at the beginning of the collaboration to mirror the existing reflective framework that the
organisation had developed and used Figure 4.2. In contrast to the prior two case studies, CS3
involved the co-design of topics with participants, and with the use of the capture prototype in
mind. This resulted in shorter, more focused topics, such as “landmarks?” and the use of a
catch-all question (i.e., ‘any other thoughts about transport?”). Topics began with ‘(main)’ and

‘(probe)’ to indicate their focus with the lecturer noting to students that the main topics must be
covered. Due to the potential variation of offline practices, the focus of design of this stage was
understanding the minimum requirements necessary to support the subsequent stages that could
be configured by individuals prior to digital prototype use.

In summary, the creation of content to structure data capture and analysis took place offline
with a diverse use of practices across practitioners: from bottom-up co-creation and configuration
of topics (CS3), drawing from an existing framework (CS2), to top-down selection by decision-
makers (CS1/2). This highlighted the flexibility in how data capture could be tailored to individual
needs in both top-down (CS1/2) and bottom-up (CS3) procedures. Likewise, the data analysis
stage was similarly configured offline through the creation of a codebook as detailed in the
subsequent workflow stage.
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4.4.2. Consent

Informed consent processes are critical in research practices to inform the participant about the
risks and benefits from taking part and requesting their permission for use of the data produced
through the workflow. This is typically taken in written form, and as such we wanted to explore
how digital technology could be used to supplant the informed consent stage and the challenges
this might raise in practice. To that end, during CS1 an email assent workflow was developed
where after capturing a conversation each participant would receive an email containing a
hyperlink to a website where they could view the conversation and change their consent. There
were initially four consent options:

1. None (the default): participants of the conversation can view the recording & its metadata.

2. Transcription: an anonymised transcription of the audio will be made available.

3. Audio: only the audio recording will be publicly shared.

4. Public: anyone on the website can discover and listen to the recording.

Across CS1, most participants chose the public option that allowed for their data to be made
accessible to Sami. The “audio only” and “transcription” options were chosen three times
over the duration of the deployment. When asked why these options were chosen, students
noted that they wanted to see what would happen rather than concerns for anonymity. Moreover,
Sami’s teaching slides identified that consent was “All shared publicly” and when participants
did not respond to the consent email, Sami would question specific students on their decision
during their class. This was problematic due to the small number of students in the class, Sami
could determine which students did not upload content and the power dynamic between teacher
and student meant that consent may be induced rather than freely given, thereby nullifying the
existing email consent stage. How the email and website appeared is illustrated in Figure 4.1:

Figure 4.1 The email consent workflow involved: (a) each participant received an email with a unique
URL where (b) they could view the recording and update their consent at any time.

For CS2, the consent stage was simplified by removing the “transcription” option, however,
due to the sporadic nature of the service-users lives and their limited access to technology,
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paper-based consent was used to mirror the other three options. During conversations recorded
in CS2, participants often revealed personal, confidential, and potentially incriminating details,
or expressed views and accusations that were potentially damaging to other individuals and
organisations, such as reflecting on their previous experiences using a local homeless shelter
service. This raised concerns from FL about whether these conversations could be reused
for training as was their current practices. These sensitive conversations included describing
multiple, identifiable characteristics of family members (e.g., name, age, place of work, location),
experiences participants had breaking the law – including activities they had not been prosecuted
for – but also incorporated critiques of services used. For example, one participant revealed
personal details that could be used to locate their sister:

“If you look at my life you think . . . how’d you end up like that [sisters name]?

Cause’ she’s a manager at [restaurant] in [city] and she’s been working there for 8

years now and started at 18.”

In addition, one participant relapsed four weeks after having recorded their experiences,
which made FL staff reluctant to use their recording during the analysis stage. At their request,
the consent of this conversation was changed to “none” to appear hidden from view within the
prototype. The issues of consent provided in CS2 highlighted how the current email consent
workflow was insufficient in circumstances where conversations captured covered highly sensitive
topics or/and where access to technology was a limited factor. This prompted consideration of
how and when a service, like FL, might manage consented data with vulnerable populations and
the necessary design considerations required.

Informed by design learning in CS1/2, an embargo period was added where only participants
from conversations could listen to the recording in the first 24-hours to give time to review their
consent before the agreed-upon consent was used. In CS3, students created conversations with
external participants who were unfamiliar with the digital consent procedure. Consequently,
approximately half of all conversations created were unused in the data analysis stage because
consent was not provided. Through conversations with students and analysis of paradata from
digital prototype usage, it became clear that this was because they nor those interviewed realised
that not updating their consent would impact the teaching practice or did not notice the consent
email altogether. These factors combined with the previous challenges lead us to consider
alternative models for consent. One model in particular was the possible use of in-application
informed consent that is agreed upon prior to starting a conversation, combined with post-assent
of the data, thus allowing for flexible, dynamic consent processes that suit a broader range of
contexts while keeping ownership and control of the data with participants.

In summary, the digital consent workflow evolved through field use in CS1/2, raising issues of
power dynamics (CS1) and confidentiality and data ownership (CS2). This led to the introduction
of an embargo period in CS3 with our design findings highlighting a need for alternative models
of consent that occur at point-of-capture and includes flexibility of when consent can be changed.
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4.4.3. Capture

Capturing participant’s experiences in their natural environment and as audio media were core
requirements of each case study to mirror existing practices. Prior to the course starting in
CS1, an Android mobile prototype was designed and developed with the aim of simplifying
the capture of structured audio conversations. Audio media was chosen to capture the nuances
of experience that written material do not, while being reported as a more comfortable and
less invasive experience than video recording [175]. The prototype contained four screens as
illustrated in Figure 4.2): (a) the project screen that presented a list of buttons containing the
names of existing projects to help users differentiate between multiple projects. For example,
CS1 appeared as “interaction design methods”; (b) the participants screen where metadata
(i.e., name, email address, and photo) could be added for each participant who was taking part
in the conversation; (c) the capture screen that presented a swipeable horizontal list of ‘cards’
containing one image and an associated textual topic that appears below the images; and (d)
the interface would then change to display ‘cancel’ and ‘save’ buttons and the duration of the
recording. When the save button was pressed the user would be asked to ‘finish’ or ‘record again’
and if ‘record again’ was pressed the list of topics as cards would be shown. Tapping a card
would then take them to the record screen.

Figure 4.2 Four stages of the capture mobile prototype: (a) choosing the project to participate in; (b)
adding participants as being active in the conversation; (c) using pre-defined topics to structure the
conversation; (d) recording the conversation.

Topics were designed to structure discussions similar to interview questions but differed as
they contained images and short open-ended text to spark themed discussions. Once a topic was
pressed, an audio recorder button appeared below the card, which when pressed began recording
an audio conversation in response to that specific topic. Key to this prototype was recording a
single audio conversation in response to each topic.

The content of conversations recorded during CS1 were informal and topic focused with
frequent use of humour to diffuse tension amongst the groups. For example, Sami had provided
feedback on student’s blog posts that week in audio-video format, and when discussing the
topic “Feedback on your first blog posts” participants joked about the structure of feedback they
received:
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“I like how he always starts with a good thing and then (all laugh) everything said is

constructive and a good thing. He points out really important stuff.” (CS1, student)

Across this deployment, several key design issues emerged. Firstly, it was common across
groups that one student took a ‘speaker’ role that involved reading out each topic and prompting
responses from others. Secondly, recording individual’s discussions for each topic interrupted
the conversations flow, which not only frustrated students, but also produced question-answer
responses rather than free-flowing conversations as desired. This also made the subsequent
analysis stage more difficult. Thirdly, despite topics being designed to produce short and focused
conversations (e.g., “The workload”), students often had tangential or in-depth discussions,
resulting in long audio recordings (mean=6m20s, SD=2m41s, min=2m4s, max=14m19s) that
made it challenging for Sami to engage with each week. Finally, the use of images alongside
textual topics was reported by students as distracting from starting their conversation as they were
left wondering about the meaning of the image, e.g., “Why’s Sami chosen this?!”. Moreover, in
the participant screen it was optional to take a photo of the participant being interviewed, which
few participants used because it was unclear how they would be represented or associated with
the audio conversation from within the capture mobile prototype.

Due to the limited time between CS1/2 and the focus on developing the analysis interface, the
recording screen of the prototype was initially unchanged, i.e., one recording was created for each
topic. However, due to the sensitivity of the context and at the request of Ray, the photo option
from the participant screen was removed. Despite the challenges of using images in CS1, CS2
retained images in topics as their existing interview practices with service-users involved imagery
to structure conversations around themes. Topics were configured to mirror these existing
practices, resulting in interview style textual topics, such as “What sort of things do you think get

you side-tracked when you have plans?”. Consequently, the content of conversations recorded
was often formal and required Ray explaining concepts to participants or reframing the questions
being asked to invoke meaningful responses to topics, which interrupted the conversation flow.
For example, on the topic of “conflict” Ray set the scene before asking the topic:

“When you’re trying to stay out of prison, move forward in life where you want to

meet someone, settle down, stay off drugs and eventually run your own burger van ...

how do you deal with conflict with what other people want?”

Consequently, long audio conversations were created that made the subsequent analysis stage
more time consuming. Despite the formal interview-style approach, content captured across all
conversations gave an emotional account of the lived experiences and challenges each participant
faced with complex needs. Moreover, capturing participants voice in audio format enabled the
capture of dramatic change of moods that would be otherwise difficult to express in textual form.
For example, on the topic of “emotions” one participant was happy to discuss how they felt
about their current drug use, but became aggressive in response to the interviewer probing how
they “felt when others ask you to buy heroin”, with the participant responding that:
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“Know what I want to do? I just want to head-butt them and tell them to fuck off.

Do you know how hard it is to get off that drug mate?”

Responding to findings in CS1/2, the capture screen in the prototype was iteratively designed
to capture a single audio recording rather than multiple separate conversations for each individual
topic. Additional metadata regarding what topic was chosen and when in the audio was stored
for use when presenting conversations to participants. This involved presenting only textual
topics that changed colour to indicate that they were previously discussed, and a single audio
recording was saved rather than one for each topic discussed as illustrated in Figure 4.3.

Figure 4.3 In the second iteration of the recording screen topics were textual and appeared as buttons
where their pressed state indicated that topics were: covered (grey), active (green) and uncovered (white).

During CS3, the capture prototype was used outside of the classroom by students to record
conversations with friends or peers to practice interviewing technique. The content of con-
versations captured were qualitatively rich and focused on the topics annotated through the
capture prototype. Similar to CS1 and despite the formal interview-style questions as topics, the
conversations recorded were informal and qualitatively rich, highlighting that the prototype was
unobtrusive to the natural flow of conversations.

In summary, the capturing prototype evolved from creating short, individual recordings for
each topic alongside the use of images (CS1), to recording a single conversation and tagging it
with topics as the conversation changed (CS2/3), with text becoming the focus of topics (CS2).
Across this work, the design of topics was critical in determining the conversation style, formality,
recording length and quality of conversation, which ultimately impacts the analysis stage.

4.4.4. Analysis

The aim of the analysis stage and our design focus varied across case studies: CS1 aimed to
design a lightweight interface to view conversations and learn from how these were engaged with,
while CS2/3 was the design of new interfaces to make highlighting insights across conversations
possible and to make this stage inclusive to all participants. During CS1, it was the lecturer’s role
to perform analysis of the entire weekly dataset to understand student’s perceptions of the taught
material and format and respond. In response, a single-page website was designed and developed
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to make the weekly (consented) recordings available, which were listed by topic alongside the
names of participants and when the conversation occurred.

As Sami was an expert of qualitative research, observations of how analysis was approached
on these audio conversations were used to understand how a prototype could be designed to
accommodate these practices. Sami listened to each audio in-turn while making paper-based
notes of the challenges or suggestions students made and the associated timestamp where this
discussion took place. Some recordings were longer than anticipated, resulting in Sami skipping
parts in recordings in search of more relevant content to what had previously been heard in other
recordings. This light touch approach often overlooked issues raised by some students due to the
limited free time available to engage with content. Sami had expressed interest in working with
the audio directly but noted that the workload attached to loading this content into a qualitative
data analysis software (QDAS) required extensive time and felt it unnecessary.

One aim of CS2 was to involve service-users and staff in the data analysis workflow stage
where they were currently excluded due to it being undertaken by one individual. The design of
the analysis stage was primarily driven by desires from participants to support a collaborative
discussion directly on the audio media. This enabled the analysis task to be distributed to
participants who were not engaged in the data capture stage, but were local experts with a rich
contextual understanding of the domain and content discussed. This expertise could then be
used to inform the selection of rich insights more quickly. Informed by design learning in CS1
and the workflow aim to reuse captured audio, a prototype was developed to facilitate revisiting
each recording and adding a textual response to a specific region of audio, termed an annotation.
This design drew from existing qualitative research coding practices and analysis software and
introduced a feature whereby participants could apply codes alongside their textual comment as
illustrated in Figure 4.4.

Figure 4.4 An optional text entry field (a) and codebook (b) are presented when creating an annotation.
Annotation appear colour-coded and overlaid onto the audio where they can be resized to respond to
specific time in the recording (c).
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Participants could then view the annotation once that point of time in the audio recording
was reached. Audio recordings were presented individually by topic similar to the capture stage
to focus data on each topic of interest. Participants could navigate between audio recordings and
topic through a navigation sidebar as illustrated in Figure 4.5. The decision to annotate the audio
media directly was motivated by a desire to reuse audio in the subsequent qualitative workflow
stages. This is in line with existing academic qualitative research practices and was similar to
how Ray prepared interview content for training delivery.

Figure 4.5 An anonymised representation of viewing a recording and annotations in CS2. Each annotation
is shown as the audio progresses (a) with the option to respond to the annotation (b). Participants could
navigate to a different by topic (c).

As participants could perform analysis at any time, capturing paradata was introduced to
understand how the prototype was used alongside observational research and post-deployment
interviews. Each action on the analysis prototype was recorded in a database with the corre-
sponding interaction type (what was done, e.g., creating an annotation), timestamp (when), user
details (by whom), and metadata related to the action (what second of the audio was pressed).
This paradata provided insights into how the prototype was used and helped structure interviews
with service-staff and users to understand why annotations were created.

Through CS2, two design insights emerged from engagement with the analysis prototype.
Firstly, staff felt hesitant to engage with the analysis stage because they knew their name would
be associated with annotations, and therefore what they wrote might be seen by other staff
members and they did not wish to “upset other workers” by being seen to challenge or criticize
their working practices. Consequently, annotations often lacked substance and instead primarily
reiterated content from the audio conversation to reaffirm and support what participants had said
(e.g., “I was surprised to hear you feel intimidated by staff.”) or explicitly reference content
between discussion topics to further contextualise their response (e.g., “you mentioned [sister]

in your direction discussion”). Moreover, analysis of paradata concerning annotation behaviours
highlighted that most staff (besides Ray) created many responses that they did not save as
outlined in Table 4.2. While this could be attributed to lack of familiarity with the analysis
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prototype, observations of its use and conversations with staff reaffirmed that this was due to
associating their name with content.

Participant Saved Unsaved Codes

Ray 77 29 211
Staff 1 13 18 53
Staff 2 13 23 17
Staff 3 5 4 8

Service User 2 0 5

Table 4.2 Annotation’s Saved and Unsaved by each participant and the total quantity of codes applied.

Despite the hesitancy and thoughtfulness of creating annotations, staff felt confident creating
annotations for conversations with clients of other staff and described this as a “familiar” process.
All staff members interviewed described that engaging in the workflow had been useful to access
new insights: “like being nosy and privileged to listen to another client that you don’t even

know” and provided new knowledge that could be “used in the field”. Confidence with the
existing prototype can be seen through analysis of paradata: staff spent a considerable time using
the analysis interface to listen and engage with content, spending four hours and 52-minutes
listening to conversations on average (SD=3h39m, min=36m, max=10h35m) and spending three
minutes on average to create an annotation (SD=1m17s, min=2m, max=4m43s).

During the creation of an annotation, participants could resize an annotation region to respond
directly to that specific section of audio. 106 of the 110 annotations created were resized from the
default 10 second length to an average of 53 seconds across participants, which highlights both a
desire to respond to specific content of the audio and the utility of this interface for participants.
Codes applied with annotations were described as being more useful compared with the textual
comment feature due to the anonymity issue described above.

Secondly, the power of voice through audio was highlighted by both staff and service-users
as enabling “genuine” connection with the individual as it allowed for emotional tone that would
be lost in textual form. This was particularly important for one staff member who made explicit
reference to how a service-user had changed since sharing their experiences several months
previously: “I can hear the aggression in Walter’s voice. Compared to now and how relaxed

and confident he is”. After listening to his conversation, Walter said that he had been made to
“realize his own words” with staff attributing this reflective process as a “big part of his recovery”.
This highlighted the potential value that can be gained through exposing and using voice at each
stage of the workflow, particularly for individuals who lack confidence in writing, and a potential
therapeutic value when there are teams working together to support service-users.

Building on the challenges raised around the reluctance to share opinion through comments
in CS2, the analysis prototype was redesigned to anonymise participants names through the use
of pseudonym icons. A goal of CS3 was to include students in data analysis where they were
asked to provide peer feedback on interviewing technique. The annotations created by students
were informal compared to CS2, perhaps due to participants knowing one another and the
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contained classroom setting. For example, one textual response read “10 points for Gryffindor!”

coded as “rapport” and “flow” in response to the interviewer doing a good job. Conversely,
anonymization of names from the analysis prototype resulted in more critical comments being
created by students, for example, “directly leading ... surely?”, while remaining informative and
helpful “Good job on picking up on what the interviewee said and giving them opportunity to talk

about their experiences”. Notably, only two occurrences of students changing an annotation’s
length from the predefined ten seconds to 30 and 25 seconds occurred. Through conversations,
students were aware of this feature but felt it unnecessary as the lengths of the recordings were
short (in contrast to CS2) and they wanted to quickly complete the analysis stage and saw the
default length as “good enough”. Similar to CS2, students described a preference over coding
data than writing textual responses, in part because they knew it would be more informative for
the lecturer to structure feedback, but also because of the “difficulty” in determining what to
write as feedback to other students. This highlighted the importance of necessary guidance in
this stage to ensure participants understand why they were creating responses and how it would
impact the subsequent workflow stages.

In summary, the analysis stage evolved from understanding existing practices of listening to
conversations (CS1), developing a prototype for informal community discussions through anno-
tating the captured recordings directly (CS2), to augmenting this prototype with pseudonymity
to conceal participants identities to inform more critical discussions (CS3).

4.4.5. Curation

Selecting and using insights from annotated data was central across the three case studies, but
how this material was selected, curated, and used varied significantly. In CS1, Sami’s expertise of
qualitative data analysis resulted in general themes being created each week in a word document
to serve as discussion points at the start of the class, which included telling quotes that were
added to slides to remind Sami what feedback to provide, for example, “‘just relax and go with

it’ – don’t worry too much about writing style at the moment”. However, the use of quotes was
rare, which could be attributed to the light touch analysis undertaken, time limitations, or the
increase to Sami’s workload. Design learning in CS1 was primarily in the capture stage of the
qualitative workflow, however, the practice of making personalised notes to guide and structure
the delivery of the disseminated insights revealed the need for such note-taking features within
digital prototypes.

Following the analysis stage in CS2, a Wizard of Oz (WoZ) design session was conducted
with Ray to understand how the analysed snippets of audio could be accessed and curated when
planning the delivery of a training session where the recordings would be reused. A cardboard
timeline and post-it notes were provided to create an area for note-taking and reflection for
structuring and using the audio material in a training session as illustrated in Figure 4.6.

In this session, I acted as a ‘search engine’ by retrieving and playing conversations through
the analyse prototype in response to questions from Ray, for example, a question asked was to
retrieve analysed data relating to specific codes: “can we see, urgh, the annotations people make
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Figure 4.6 A training session timeline being planned through listening to recorded segments of interviews.

around hope?”. Database queries were prepared to enable quick retrieval of audio recordings
and matching conversations were selected or navigated to depending on what was asked. Ray
then read the textual comments and codes applied before listening to the segment of audio and
determined if the snippet of conversation was suitable for use in training. Ray often requested
to begin playing the recording at the time before the selected audio clip to better understand
its context and to determine when to ‘cut’ the audio for a production ready recording. Ray
used post-it notes to document timestamps of relevant audio snippets for potential use on the
cardboard timeline, and as the session progressed (and more content was listened to) these began
to be grouped by theme. Overall, five recordings were chosen from three unique conversations
that covered 4/11 topics, and were 2m41s on average (SD=1m13s, min:1m43s, max:4m5s). The
selected recordings lasted 12-minutes in total, and 17 annotations were made on the curated
content.

Two design challenges were observed as a result of this session: (i) the conflicting role of our
collaborator who was deeply involved in the capture and analysis stages when curating content
to structure training delivery; and (ii) ethical challenges of reusing audio media. Firstly, Ray
was the most prolific participant during the analysis stage – listening to 10h35m compared with
2-hours on average for other participants, and applying 211 codes compared with participants
combined 83. This meant that Ray was familiar with all content therefore the questions asked of
the analysed dataset were primarily driven by a desire to listen to content associated with the
same codes that he was familiar with. Moreover, Ray’s in-depth engagement with all content
during analysis and responsibility to deliver training sessions was seen to introduce personal bias
when selecting content in favour of recordings that he had listened to and commented on. For
example, passing over the more frequently used codes (e.g., “motivation” or “conflict”) and
overlooking the most popular staff-generated annotations and codes in favour of his own insights
and experiences to make judgement on where the key training issues lay, and hence which
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annotations were suitable for reuse. One example of this was when revisiting a conversation that
only he had engaged with but considered it important to curate:

“I don’t know whether anyone mentioned hope in Lisa’s (pseudonym) recordings.

Maybe only me? ... can you refresh my mind and just play that one?”

This highlighted the need for guidance within data curation to ensure that fair, unbiased
representations of data are curated. Despite this, it was important for Ray to select a diverse range
of content that created a balance of voices during training delivery, and in particular females who
are less likely to experience complex needs.

The second challenge concerned the ethics and consent of reusing voice for training delivery.
As noted above, one participant in CS2 recorded an interview that was excluded from analysis.
However, Ray was able to listen to it as he was present for the interview and recalled that
what was discussed would be meaningful for his discussion in a training setting. This raised a
discussion around how consent by vulnerable participants might be handled in such prototypes,
but in this case, we did not play the recordings as desired. Instead, Ray suggested using a
previous audio interview that he had recorded to supplement the material curated in this session.
This WoZ session lasted 90-minutes, resulting in eight minutes of recording from analysed
content and four from outside sources, which highlighted both the labour required to curate voice
and the flexibility necessary to reuse external media sources.

Responding to the note taking practices and design challenges of personal bias and time
constraints, a new web-based prototype was designed and developed for use in CS3. This digital
prototype as outlined in Figure 4.7 presented all the coded annotations of audio conversations
from the analysis stage in one interface as an audio playlist, drawing from the familiarity of
commercial interfaces for listening and curating music, but differing in several ways. Firstly,
annotated snippets from the analysis stage were presented in chronological order and played
automatically in-turn, with a short delay between recordings. Secondly, participants could choose
to filter the analysed snippets that they want to listen to by Topics or Tags (codes) to areas of
interest, thereby reducing the time necessary to engage with content. Thirdly, participants could
also add textual notes to each snippet they added to their playlist to document why it was chosen.

The aim of CS3 was for students to provide critical peer feedback on interviewing technique
in the analysis stage, and the lecturer, Tony, to listen and synthesise shared challenges across the
class. This was then used to provide an additional layer of feedback during the following class.
Consequently, Tony was not involved in data analysis to reduce bias when curating the analysed
dataset. How content was chosen through the curation prototype was primarily through filtering
by tags. Initially, Tony listened to all 37 analysed snippets in-turn to get an understanding of the
data, then filtered the dataset by tags applied by students and listened to the recordings again.
This enabled Tony to quickly hear the similarity between snippets and select content that would
equally evidence the positive and negative aspects of interviewing. Unlike the CS2, snippets
were primarily ten seconds (i.e., default annotation length), which enabled this first pass of data
to be a quick way to understand which recordings were worth revisiting.
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Figure 4.7 Participants could listen and create audio playlists from analysed snippets of captured conver-
sations. Audio recordings could be (a) listened to; (b) adding to a playlist; and (c) filtered based on topics
discussed (during data capture) and codes used during analysis.

Tony added snippets to a playlist that he thought might be useful, then revisited the playlist
after listening to the filtered content. From there, content was removed that was deemed not
relevant for the reuse session. The note feature was used by Tony for each chosen audio recording
that were intended to be used in the session delivery to contextualise the recording to make
revisiting easier (e.g., “Lovely use of affirmation!”) and why that particular recording was chosen
(e.g., “ASK: What are gremlins?”). Similar to CS2, it was critical for Tony to select content from
a range of participants as to not single out any individual, and to also provide equal learning
opportunities and feedback amongst the class. 12 snippets were chosen, totalling 2 minutes 31
seconds (mean=13s, SD=6s, min=10s, max=30s) from four participants, which was significantly
shorter than CS2 and the overall curation stage took less than 30 minutes including the time to
become familiar with the interface.

While this highlighted the success of the prototype, it was not without challenges. Notably,
Tony wanted to listen to the part of the audio recording before and after the annotated snippet
to better understand the context, which involved multiple steps through the current prototype.
Moreover, Tony desired a way to filter by specific speakers and also to view participant’s textual
responses to the audio snippet as a way to understand why participants had chosen to respond.
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In summary, the curation stage highlighted a note-taking activity for documenting why media
was chosen for reuse (CS1), the potential biases and desires for representation through curation
(CS2/3), and additional constraints surrounded dynamic consent when reusing media (CS2). CS3
examined these challenges in practice through the design and deployment of a digital prototype,
Figure 4.7, that surfaced additional design learning necessary to contextualise the analysed
snippets presented in the prototype.

4.4.6. Reuse

Reusing the curated snippets of conversation to structure meaningful discussion amongst partici-
pants around a shared experience was critical during CS2/3, i.e., to discuss complex needs and
augment interview training. While CS1 did reuse quotes from audio snippets as noted above,
our research in this stage examined how the curated audio recordings were reused and how
these practices might inform the curation prototype’s design. During CS2, the curated material
was used to deliver a training session within the partner organisation to support staff listening
and reflecting on their client’s experiences, lasting 93 minutes. This was structured using the
five curated audio recordings that were played through Ray’s smartphone in a predefined order.
Before playing a recording, Ray provided context to outline the recordings importance:

“Just to introduce the first clip, it’s from a client of ours called Walter ... he had

been away from the city, to the countryside in Durham, done some physical work

and got paid, he is sleeping better, feeling his self-esteem is better, and he’s become

more hopeful as he’s been out of the city and away from trouble ... I will just play it.”

After playing the recording, an open-ended question was asked to the group on what par-
ticipants heard in relation to their existing personal and work experiences. This resulted in
participants sharing detailed, personal experiences relating to the recording’s content. For
example, one participant reflected on gaining employment after fighting addition:

“I can remember the first time I got back into work after a few years with addiction

and stuff, and the buzz and glow I had was intense ... I think you can hear that in

Walter’s voice as well.”

This openness to share personal experiences in response to audio recordings could be
attributed to participants having experienced similar challenges as discussed in the recordings.
Across the session and similar to the analysis stage, participants would make explicit reference
to content when forming their discussions, making reference to the characteristics of voice that
Ray attributed to a rich reflective discussion during the session.

In CS3, the goal of the curation session was to utilise curated audio recordings as examples
of the practices of conducting interviews to structure a class-based reflective discussion. This
session lasted 25-minutes and was delivered in the same format as CS2: snippets of conversation
were played in turn, with the lecturer (Tony) prompting the class into a group discussion after
playing each recording. Tony displayed the playlist prototype to the class with all ‘notes’ being
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visible to the students. Each recording was played multiple times by Tony prior to invoking a
discussion with students. We observed that the prototype simplified how content was delivered,
enabling Tony to jump between content and was more seamless than CS2’s training delivery
session. Similar to CS2, conversations produced through using the playlist prototype were
focused on the specific recording presented, with students relating and discussing their own
experiences with issues raised by Tony. While the prototype was reported as being effective
for structuring and delivering the session by Tony, the students requested access to the playlist
afterwards as they desired to view the notes and general interpretation of the content. Tony noted
that it would have been useful to have multiple playlists around specific themes, that could be
used to add a substructure to the session, which was not possible through the current prototype.

In summary, the reuse of analysed audio recordings has shown flexibility in structuring
and delivering a diverse range of sessions in both teaching and training contexts (CS2/3). The
prototype designed and developed in response to CS2 and deployed in CS3 has shown to simplify
the delivery of audio recordings with the notes feature enabling (CS3).

4.5. Discussion

Findings across three distinct case studies highlighted the utility and usefulness of digital tools
to support inclusive participation across the qualitative workflow with a range stakeholders
and the value of preserving and reusing voice as a resource to facilitate discussion. Informed
by observations across all stages of the qualitative workflow in each case study, the following
subsections reflect on the challenges of configuring who and how participants engage with each
qualitative stage, and how consent needs to be reimagined when utilising digital tools across the
qualitative workflow.

4.5.1. Configuring Participation

Individual stakeholders – teachers in CS1/3 and staff in CS2 – took ownership over the configu-
ration of the digital prototypes and directed participation from other stakeholders during each
stage, i.e., students, employees, and service-users. The scope of each case study highlighted
that participation during each qualitative workflow stage is independent of the previous and
therefore can be as inclusive and participatory depending on the goals and needs of the context.
For example, we saw that CS2 limited the capture stage to one individual due to the sensitivity
of their service-users while CS3 facilitated co-design of topics and enabled ownership of the
stage to students. Moreover, during CS1/2 topics were created by one person who led the
engagement, which influenced the formality and duration of recordings captured. The digital
prototypes developed were adopted to suit the needs of the context without introducing additional
context-specific design requirements and facilitated varying degrees of participation, from light
touch coding (CS2/3), in-depth curation activities (CS3), to distributing the data capture amongst
community members (CS1/3). The qualitative workflow is complex when taken as a whole and
is not linear: data captured may occur while other data is analysed. Designing for each stage of
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the workflow reduces the complexity for stakeholders to engage, while allowing participation on
their own terms as either in-depth or light touch, such as the analysis activities of coding data
compared to writing in-depth textual responses.

4.5.2. Consent Beyond Data Capture

The three case studies suggested that different models of consent would be more appropriate
for different stakeholders and that they desired ownership and control over who and how others
can engage and use their data. In particular, each case study presents unique constraints for how
consent could be realised, with email consent limiting reuse of media in CS1/3 and the partner
organisation in CS2 removing data on behalf of a vulnerable participant that had previously been
created and where consented was provided. These challenges demonstrated a need for flexible
and dynamic models of consent that give control to participants while allowing for traditional
gatekeeping assent mechanisms. While email was explored as a means to provide dynamic
consent, this was not suitable for participants in CS2 who had limited access to technology and
in CS1/CS3 this was not used to its full potential. This highlights a need for in-person consent
through digital tools similar to existing informed consent practices alongside dynamic models
where participants can assent their data easily.

During CS2, audio recordings were curated for use outside of the developed prototype, i.e.,
as a training resource. This raised ethical concerns on data sharing where participants may be
identified and where their previous consent may differ from how they currently wish for their
data to be used. Audio data is not easily anonymised and doing so (e.g., transcription) would
retract from the richness and nuance voice that media offers, which was reported as a strength
across our case studies. Communicating clear guidelines at point-of-capture for how data may
be more widely shared upon dissemination and adopting dynamic models alongside this which
respond to the changing needs of stakeholders regarding data reuse could increase transparency
of decisions both for participants and how stakeholders and organisations use their data. While
legislation is now in place to accommodate higher degrees of transparency around data use, e.g.,
the General Data Protection Regulation (GDPR) [85], how this is designed for into the research
workflow and embedded within digital tools remained an area for exploration.

4.6. Summary

This chapter explored how digital technologies can enhance each stage of the qualitative workflow
through the iterative design, development, and deployment of digital prototypes across three
distinct case studies, i.e., RO1. These case studies engaged stakeholders who were interested
in or actively engaging in qualitative practices and provided experiences of qualitative research
from both academics (CS1/3) and civil society (CS2). The findings presented a chronological
account of the challenges and insights gained through action-oriented research to iterative design
digital prototypes that enhance each stage of the qualitative workflow. Through this, we have
shown the value of preserving voice and utilising it in its original form as a resource for reuse
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and that a diverse range of stakeholder’s desire to actively contribute to a qualitative workflow
through technology. Reflections across these case studies highlight the challenges of configuring
participation across the qualitative workflow and desires from participants for more pragmatic
and dynamic models of consent.

The following chapter synthesises the challenges identified across the research literature
concerning how academic, civil society, and citizen practitioners configure and engage with
qualitative practices, and design learning from this chapter. Through this, a qualitative workflow

is defined to structure flexible and inclusive modes of participation in qualitative practices
through technology, and thus facilitate broader adoption across contexts. This workflow provides
a design space where the research aims of this thesis are explored.
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Chapter 5. Defining A Qualitative Research Workflow

5.1. Introduction

The previous chapter documented the iterative design research undertaken across three distinct
case studies to explore how digital technology can facilitate inclusive participation in each
qualitative workflow stage. Design learning across these case studies informed the iterative
development of independent prototypes to explore each workflow stage in practice. This subse-
quently informed the development Gabber, which aims to create inclusive participation across
the complete qualitative workflow through technology.

This chapter reflects on the literature examined in chapter 2 and summarises the distinct
and shared research practices at the intersection of these stakeholder groups. Through this, a
conceptualisation of a qualitative research workflow is presented that creates a novel design space
for exploring the procedural activities and data required to structure inclusive participation across
the proposed workflow. This begins through summarising the research practices undertaken
by each qualitative practitioner to surface the distinct activities of each and how digital tools
supplement these. Following this, a cross-cutting qualitative research workflow is posited that
draws on the distinct yet overlapping research workflows of these practitioners, which are
characterised as six stages: Preparation, Consent, Capture, Analysis, Curation, and Reuse.
Through conceptualising this qualitative research workflow, design challenges and opportunities
for how participation can be structured to enable engagement and inclusion across each workflow
stage is described and contrasted with existing research.
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5.2. Qualitative Practices of Practitioners

The literature review provided a broad account of existing qualitative research practices for each
stakeholder group of interest to this thesis across a range of emerging research areas through
which opportunities for how digital tools can augment these were presented. Building on this, the
following subsections summarise the procedures undertaken by each stakeholder group of interest
to this thesis – academics, civil society organisations, and citizens – during their qualitative
research practices, including: the intended purpose, who benefits, sources of generating data,
stakeholders involved, and the typical outcome. Across each summary, how digital tools are used
is described to reiterate existing stakeholder practices and opportunities for research. While the
underlying aims and intended outcomes vary across practitioners, the increasing popularity of
participatory and action research methods results in each stakeholder group contributing to the
practices of others with varying degrees of participation. For example, citizens are increasingly
contributing to consultations led by civil society organisations or engaging in co-research with
academic practitioners. As such, there can be overlap between the following categorisation of
practitioners, but for simplicity of narrative the following subsections summarise conventional
research practices of each stakeholder group.

5.2.1. Academics

The methodologies, analytical frameworks and approaches adopted by academics undertaking
qualitative practices are vast as outlined in the literature review, yet there are shared practices
across these research activities as illustrated in Figure 5.1. Academic’s primary aim is to develop
new knowledge that provides an enhanced understanding of a phenomena of interest, often
disseminated and shared through publication that serves an academic community. This typically
begins by identifying a research problem to explore, such as through an in-depth literature
review that is grounded in prior research knowledge. At this point, academics often already
know the types of data that should be collected, desired sample size to ensure validity of their
findings, and the data analysis methods to use. This forms a research plan that is designed to
ensure the research is rigorous and that the output is trustworthy, which is then submitted to
an ethics board where it is reviewed to ensure there is no potential harm brought to research
subjects [37]. As such, there are layers of institutionalised processes designed into academic’s
research practices to facilitate accountability and rigour, which is sometimes not the case for the
subsequent practitioners.

Figure 5.1 An academic’s qualitative workflow that extends Paulus et al. [206]’s research process.
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Once ethics has been approved, the research study participants can be recruited and times
arranged to apply the data capture method. Prior to capturing data, participants are provided
printouts summarising the study and their role within it, and an informed consent form that they
must sign for data to be captured and used for research. Importantly, participants infrequently are
provided with the raw recording and if they wish for their data to be retracted they must contact
the researcher directly. Data is then captured, often as an audio or video recording through
mobile smartphones or a Dictaphone. In this way, research subjects are being researched ‘on’
and their contribution is limited to data capture through sharing their experiences. While this
is not the case for participatory and action research methodologies, these are not the standard
approach across academic research fields.

Captured data is then transcribed and collated for data analysis where the analytical pro-
cedures often involve making notes, memos, annotating, and coding chunks of data. This is
often the most time-consuming stage and the most collaborative if undertaken as a team: other
academics undertake analysis in parallel, then regroup to discuss and create a codebook, then
iteratively apply and refine it. The final activities of data analysis typically intersect with the
writing stage, often resulting in a written publication to be submitted to peer-reviewed journal or
conference where it principally serves an academic community. Alternative additional forms of
dissemination of findings through technology are increasingly being adopted, such as through
social media [194]. Increasingly, funding bodies require that academics make available the
captured and analysed data as part of publication processes so that others can access and use it
or to interrogate the analytical procedure [44]. As such, it is critical across the workflow that
all decisions made are documented to supplement the data shared. In practice this is left to
academic’s discretion and is manual and time-consuming that limits uptake.

Commercial digital tools were historically developed to facilitate academic’s qualitative
research practices, chiefly for data analysis [209]. Despite advances in these digital tools,
technology use can be ad-hoc when undertaking data capture and analysis as there is no standard
procedure for how this should be structured, such as using mobile smartphones to record
interviews, or word processors to view and annotate transcripts. Media data captured is often
transcribed verbatim by researchers or outsourced to save time but at a substantial cost often
unavailable to other practitioners [172]. Analysis directly on the media is possible, but infrequent
in practice due to the associated complexities in existing QDAS [279]. This use of multiple,
disconnected technologies within and across workflow stages adds administrate efforts when
collating captured data in preparation for data analysis. Overall, the use of digital tools to
facilitate existing academic practices is limited to data capture and analysis, with opportunities
for digital tools to encompass multiple workflow stages as data often flows between stages.

5.2.2. Civil Society Organisations

Civil society organisations, such as charities, are increasingly adopting qualitative practices to
understand opinion from their community members or service-users, with the aim of incorpo-
rating these perspectives into the refinement of service delivery. Within the United Kingdom
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(UK) where the research in this thesis is conducted, civil society organisations are increasingly
supplanting services previously provided by the public sector (e.g., local government) where their
goal is often to collect evidence that can be used to answer questions that the organisation has and
to shape a narrative around a problem they are experiencing, such as to gauge community opinion
on town planning decisions [96, 100, 146]. In this way, these qualitative practices often take the
form of applied research through consulting external stakeholders, i.e., citizens or service-users.
This positions power with decision-makers who research for external stakeholders that are the
likely beneficiaries of this research workflow as illustrated in Figure 5.2. These practitioners are
increasingly adopting participatory methods to work in partnership with research participants in
the earlier research stages, such as idea generation and capture, but less often in data analysis
and dissemination [111, 160]. Ethical and research design procedures are often not designed into
these qualitative research practices, which raises questions of rigour and credibility of findings
from external stakeholders, such as funding bodies [146]. This is increasingly important as
such external stakeholders now require evidencing the analytical decisions to receive funding
support [145]. Informed consent is increasingly becoming critical to these practitioners due to
recent privacy legislation (namely GDPR [85]), but like academics is often paper-based that adds
administrate complexities for how consent is captured and how it can be later changed [145].

Figure 5.2 Civil Society Organisation’s qualitative practices often involve external stakeholders (e.g.,
citizens or service-users) in data capture, but less often in the subsequent stages.

Qualitative data collection methods are increasingly being used beyond in-person forms
and open-ended surveys, ranging from semi-structured interviews, focus groups, to workshops
[27, 52, 121]. When engagements are civic focused more deliberative methods are also used,
such as juries and town-halls [95, 96, 106]. Across these methods, qualitative data often takes the
form of audio media due to the increasing simplicity of capturing it. Due to the quantity of data
and limited time available to these practitioners, data analysis is often light touch, with the aim of
surfacing consensus in responses to their initial data collection questions. The analytical practices
in some ways mirror academics: often deductively coding transcripts through spreadsheets or
word processors to collate experiences. The aim of this analysis stage is often to answer known
questions rather than generate new knowledge that academics strive for. Likewise, the research
outcome is often a written publication for internal use that evidences participants experiences
using poignant quotes to contextualize the problem or solutions being put forth that could inform
decision-making. Consequently, external stakeholders that contributed to these research practices
often do not see or understand how their contributions informed decision-making and whether
or not their experiences were analysed or engaged with [60, 146, 224]. This has led to calls
for increased accountability of these consultations, presenting opportunities to explore ways to
automatically document decisions made across these qualitative practices that can be represented
when data is used. This challenge is explored further in chapter 6.
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Digital tools are often used across the research workflow as communication channels between
decision-makers and external stakeholders [54, 78, 121], and for data capture and analysis
[79, 145]. Existing commercial platforms are often reappropriated ad-hoc rather than using
bespoke platforms like qualitative data analysis software, such as through using spreadsheets to
read transcripts and code data or social media platforms to build community [167]. Civil society
organisations adopting participatory practices often use a broader range of technologies that
could be attributed to desires to include their stakeholders in other research stages and therefore
exploring new ways to achieve this, or as a technique to overcome data capture and analysis
limitations when capturing large quantities of qualitative data [172, 224]. Similar to academics,
stakeholder participation in the data analysis and representation of findings is less common,
but when it does happen it is often through technology where analysis occurs directly with the
media recordings to lower barriers to entry [21, 174]. However, prior research highlights that
creating actionable outcomes from media datasets is challenging for decision-makers because
their internal processes are tightly coupled with existing modes of delivery, i.e., written reports
[78, 146, 217]. This presents an opportunity to explore new ways that media datasets could
supplement existing practices to create more inclusive practices for external stakeholders.

5.2.3. Citizens

How individuals participate civically and raise awareness of issues within their local communities
has been revolutionised through civic technology [115]. Examples include the use of social media
to coordinate community volunteering efforts [60], creating community radio productions for
civic participation [228], to citizen journalist informing local communities of ongoing hyper-local
issues [70]. These diverse practices share the aspirations of raising awareness or creating change
that positively impacts the local community. Participatory methods and multimedia are often
adopted and used to encourage community participation while lowering barriers to participation
through the use of existing media-oriented platforms [281]. Action-oriented approaches are often
applied to iteratively develop incremental solutions to real problems experienced by citizens.
This often involves working in partnership with academics and civil society organisations where
citizens can draw from the expertise of both: research methodologies from academics to facilitate
the procedural engagement activities, and political, social or financial influence of civil society
organisations to enact change. In these configurations, citizens often have the power to define
the research agenda and the associated decisions, where external stakeholders work with them to
achieve their often mutually beneficial goals. These qualitative practices are summarised in a
citizen’s workflow in Figure 5.3.

Figure 5.3 Citizen’s qualitative workflow often aims to create action that positively impacts participants
involved and their community. Media is typically used to lower barriers to participation to foster inclusion.
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Citizen’s practices often begin in response to a known problem experienced by community
members that they want to capture evidence for to inform change. Although partnerships
with academics are common, citizen’s practices are less structured and so formal research plans,
ethics, or informed consent procedures are often not incorporated in practice [145]. This typically
begins through informal conversations (as opposed to academic style interviews) with community
members of interest, which are typically captured on smartphones in media format or written up
informally following the meeting. Data analysis often aims to identify salient sources that can be
used to evidence claims to support their cause. In practice, academics often scaffold the data
analysis and curation stages while brokering relationships and data exchange between citizens,
the public sector, and civil society, i.e., digital civics research [201]. As such, there can be a
dependency on external stakeholders to proceed with each research stage that can compound
existing challenges of data management, access, and sharing because citizens may not have
privileged access or control over this data.

Insights gained through data analysis are then curated into a summarised output to raise
awareness of the problem explored within and outside of the community. Citizen-led projects
often disseminate insights in ways that are meaningful to community stakeholders, such as
through radio, podcasts, or live broadcasts on social media [228]. These qualitative practices
are overall ad-hoc, informal and semi-structured, with limited procedures in place to ensure
rigour that the data produced is representative or credible of the questions it aims to examine.
Consequently, creating actionable outcomes is difficult to achieve as the output of these practices
are often in a format that is at odds with existing practices of decision-makers who are unable to
meaningfully transform and use this media to inform action [79, 145, 146, 218].

Citizens use a diverse range of digital tools when undertaking qualitative practices, ranging
from curating social media content to raise awareness of hyper-local issues [192] to using bespoke
participatory video platforms to document hyper-local issues to community stakeholders [21].
Citizens often also participate as stakeholders in the qualitative workflows of both academics and
civil society organisations during which the selection of digital tools is guided by the experienced
qualitative practitioners. This can result in the use of participatory platforms where working
with media directly has been seen to help lower barriers to entry for citizens in data analysis and
curation, in part due to citizen’s increased familiarity and use of media practices [115].

5.3. Workflow Stages

Prior research primarily frames qualitative research as an iterative process consisting of a range
of activities most often relevant to or from the perspective of academics [32, 209]. The previous
section illustrates the distinct motivations, aims, and outcomes of three distinct qualitative
stakeholder groups, and how they intersect in various ways, including: how digital tools are
used and where participation of research participants is often limited to idea generation and data
capture. This thesis contends that abstracting this from an iterative qualitative process to an
iterative qualitative workflow composed of six stages creates a novel design space where design
research can be explored to augment and enhance the qualitative workflow as examined in this
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thesis. Here the dimensions of the design space involve each workflow stage that aspire to give
value to creating inclusive and ‘thick’ forms of participation in qualitative practices [281]. The
proposed workflow represents one way that the design space of digital qualitative practices

could be conceptualised that is examined throughout this thesis.

Figure 5.4 The six stages of the proposed qualitative research workflow. The consent, capture, and
analysis stages form an iterative process as data can be contributed continuously.

The preparation stage defines the requirements of the overall research project and determines
how the subsequent consent, capture and analysis stages should be configured. The consent stage
ensures ownership and control are provided to stakeholders who contribute data through dynamic
models of consent. The capture stage adds a structured procedure to standardise how data could
be annotated at point-of-capture to contextualise the recording with what was discussed. The
analysis stage represents the original captured media alongside these annotations and provides
lightweight modes of coding captured data. As such, the consent, capture, and analysis stage
form a cyclical process where stakeholders can contribute to each as the project evolves as
illustrated in Figure 5.4. The curation stage aims to represent a narrative from the analysed
corpus and is intended to supplement existing publishing and action-oriented practices. Finally,
the reuse stage exists to complement the diverse ways that practitioners can meaningfully (re)use
curated content through contextualising this data in relation to decisions made on it at each prior
workflow stage.

Through framing this as a workflow, each stage is required to produce data that informs how
interactions occur in the subsequent stage, thereby creating a dependency between stages similar
to how media production [21] or data science workflows are undertaken [195]. In this way, the
expected outcomes are defined for each workflow stage that creates opportunities for how digital
tools can be designed to augment existing qualitative practices, thereby creating consistency
across qualitative research practices that could increase rigour and accountability. Each stage
explicitly defines the expected data outcomes that adds structure and consistency to the research
workflow for participants to contribute consistently across stakeholder groups, which creates
opportunities for more inclusive participation across qualitative practices. Through grounding
each workflow stage in the existing qualitative practices of all three stakeholder groups, the
proposed workflow is both an inclusive space for participation while drawing from the best
practices across stakeholders to ensure the outcome of the process is actionable and meaningful
for all involved. This is particularly important as these practitioners are increasingly engaging
in participatory practices between stakeholder groups. For example, citizens contributing to
academic’s ongoing projects [126, 215], academic’s facilitating citizen-led research initiatives
[95, 163], or citizens being more actively involved in community engagements led by public
institutions and civil society organisations [224, 270].
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The following subsections defines each qualitative workflow stage, how it draws from
the qualitative practices currently undertaken by each practitioner and draws out the shared
challenges associated with existing practices. Each workflow stage defines research activities
and recommends how data could be structured to facilitate engagement in the subsequent stage.
In doing so, research opportunities are identified that aim to enhance these practices and create
opportunities for inclusive participation for all stakeholders involved while aiming to create a
consistent data output layer that can enhance the rigour and credibility of qualitative practices.

5.3.1. Preparation

Prior to starting a qualitative research project, each stakeholder group engages in varying forms
of ideation with the aim of reaching consensus on how each of the subsequent stages will be
configured. For academics this is often driven by existing gaps in literature, while for civil
society organisations and citizens these are often grounded in problems experienced. Across
these practices, the research aims are often determined by a subset of stakeholders, typically
through in-person meetings. Participatory methods are increasingly being adopted to overcome
these challenges by including external stakeholders in setting the agenda, but this is not yet
standard practice [95, 98]. Moreover, when these methods are adopted it is often as part of larger
research initiatives that are driven be an existing agenda, and therefore the types of questions to
explore have pre-determined scope.

The activities undertaken in this stage by practitioners are typically in-person with limited use
of digital tools to structure participation. Prior research highlights how citizens feel ownership
towards projects when they engage in the preparation stage, which motivated participation in
subsequent stages [269], and so designing ways to facilitate ownership and decision-making
amongst all stakeholders is critical to the success and longevity of such research projects. One
approach that has had success in a different context is community commissioning whereby
community members contribute through a digital platform by proposing, discussing, and coming
to agreement on project ideas that the platform transforms into a place-based mobile application
[102]. Such a technique could be applied within this workflow stage to produce the minimal
requirements necessary to proceed with each workflow stage. For example, to structure the
capture stage through applying emerging methods such as the question formulation technique
(QFT) that is designed to “help all individuals learn how to ask better questions” through a
guided three-step process of divergent, convergent, and reflective thinking [235]. An example
within a community-led citizen science project is described in [216].

Academic’s existing preparation practices are guided by institutionalised processes that
enable accountability, such as having the proposed research plan and methods reviewed by an
ethical review board [199] or pre-registering their intended research questions and activities [49].
Existing research led by or involving citizens in the subsequent workflow stages has previously
identified ethical issues when participants take on more active roles in research, such as through
citizen social science where observational data of unsuspecting subjects was captured [126].
Reflecting on existing ethical procedures of academics, Brown et al. [36] argue that these are
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principally designed for legal reasons that can delay research and often does not account for the
benefits or desires of participants to be named in research outcomes and posit ethics as a situated
practice that should be “grounded in every practice and judgements” [36]. Given the practical
orientation of civil society organisations and citizen’s qualitative practices, ethical procedures
should be embedded within the workflow directly to scaffold adherence, for example through a
community commissioning process as outlined above to raise awareness for how participation is
understood and intended to be conducted by stakeholders involved.

The use of digital tools can compound ethical and privacy challenges as the data they
generate requires reimagining consent and participant anonymity [68]. Prior work posits that
participation benefits research participants and that anonymisation is not always appropriate
or desired by participants [36]. As such and given the intended inclusive configuration of
this workflow, providing control and ownership to participants over how they are represented
alongside contributed data throughout each workflow stage is critical to explore.

The data output from this stage must define key criteria of each subsequent workflow stage
that can be used to structure participation. While these are expanded upon below, they are
summarised as follows: (consent) where data will be stored, who has access, and how it will be
used; (capture) the activities to structure data capture, such as an interview schedule; (analysis)

how captured data will be analysed, such as codes in a codebook; (curate) how analysed data
can be summarised for presentation, such as through visualisations; and (reuse) intended output
of the project and how this links to existing initiatives.

5.3.2. Consent

Informed consent typically occurs before data is captured where participants must agree to
understanding the implications of participating in research activities and acknowledge how their
contributed data will be used, who will have access, and how it will be stored [199]. The use
of informed consent by academics is an institutionalised paper-based procedure that is required
prior to capturing data, whereas for civil society organisations and citizen-led projects this is
often an informality that is taken verbally [145]. This paper-based procedure requires manual
association of each consent form with the relevant captured recordings and other documents,
which requires additional time from practitioners and creates opportunity for human error, such
as associating recordings and consent with the incorrect participants. When consent is taken by
practitioners, it often occurs once before the data capture stage, and so if data is to be reused in
a way that varies from the agreed use, then reconsent must be sought. This introduces additional
time and communication barriers that are compounded by the existing consent practices [149].

Despite the increased appropriation of digital tools to capture data by practitioners, they
often do not incorporate consent procedures and are typically supplemented with paper-based
consent forms, e.g., [79, 117, 147, 175]. This could be attributed to these digital tools often
not being designed to specifically support qualitative practices. Recent qualitative research
calls for rethinking how consent is handled and managed within digital spaces created through
technology [68]. These challenges could be automated and overcome through recent forms of
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consent, such as dynamic consent models [149], which are especially important at a time where
legislation requires explicit consent for how personal data is collected, stored, and reused, such as
through the European Union’s General Data Protection Regulation (GDPR) [85] and California’s
Consumer Privacy Act (CCPA) [40]. By designing this stage to draw from the ethical and privacy
practices of academics all practitioners can benefit. However, this must be a quick informational
procedure for participants similar to existing practices to ensure it is understood and used.

The aim of consent in this workflow stage is to empower participants to have continued
autonomy, ownership, and control over the data they contributed, including how it is accessed
and used by others. As such, and inline with emerging decentralised models of data access
(e.g., [272]) and legislation [40, 85], consent mechanisms should be separate from the original
source data so that at any point from data capture participants can easily modify and update their
consent. In this way, the types of data from this workflow stage are contingent on how consent
procedures are designed into the workflow. As such, data output could be the option that each
participant provided and when they last engaged with data or updated their consent, thereby
providing granular access and control over data to its owners while enabling practitioners to use
only data that has been consented.

5.3.3. Capture

Qualitative data is typically captured by practitioners to understand the behaviours, perceptions,
attitudes, or opinions of individuals or groups [34]. This typically involves capturing audio or
video recordings, yielding large, unstructured media datasets. During participatory processes,
stakeholders involved in the research process are typically invited to contribute to data capture
as equals [94], in part because they often have direct access to, and first-hand knowledge of the
population being engaged that can lead to informal yet qualitatively rich conversations [26]. This
is in contrast to the unequal power dynamics that exist between academics and research subjects
when undertaking data capture that requires additional time and effort from the researcher to
build rapport [164]. As such, designing the capture stage as a conversational rather than formal
procedure where all stakeholders involved have control over the direction of conversation could
increase the inclusivity of participation for stakeholders while providing further opportunity to
draw from existing community members local knowledge and expertise.

Mobile applications are often (re)appropriated by practitioners during this stage to capture
qualitative data, which adds privacy concerns for how data is transported and stored. This also
introduces data management challenges concerning how data is retrieved and shared from within
these applications. Importantly, a semi-structured format is often used to guide data capture,
such as an interview schedule, which is typically paper-based and upon capture is not associated
with the recording. As such, the challenges associated with working with large, unstructured
media datasets provide opportunity to explore how such a pre-defined structure could be used
within this and subsequent stages to add layers of structure and reference to the captured data.

Prior HCI literature highlights how civil society organisations and public institutions are
overwhelmed with the increase use of participatory practices that result in large media datasets
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that they struggle to analyse, i.e., the “civic data deluge” [172]. Reimagining how the capture
stage can scaffold participation in the subsequent stages through restructuring data in a more
meaningful and accessible way could help overcome these challenges. Prior media production
literature uses pre-defined templates to structure the data capture process, for example, to provide
a list of tags that should be covered in a video interview that can be selected at point-of-capture
[42, 245]. While using such templates can structure data capture that is particularly relevant
when multiple stakeholders engage in this stage, it implicitly adds potential barriers that could
impact conversation dynamics depending on how the structure is presented to stakeholders.
Nevertheless, coding data is a familiar practice for academics during data analysis and other
practitioners to categorise resources and support informational retrieval, such as using hashtags
on social media to filter and navigate content [177, 282].

Informed by existing media production research [21, 69, 245], data output from this stage
should cover three areas: (i) a semi-structure procedure to be followed to structure what topics

were discussed during data capture; (ii) the raw media recording; (iii) annotations of when the
topics occurred during the recording. In doing so, existing data management challenges can be
reduced, while enabling external stakeholders to revisit their content in a context that is more
meaningful than the raw recording, such as when updating consent. Moreover, capturing and
using this metadata could create opportunities for how the raw recording or derivatives of it (e.g.,
transcripts) could be presented and designed into activities as a proxy to contextualise what was
discussed during specific points of data capture in the subsequent stages.

5.3.4. Analysis

Qualitative data analysis is an iterative process that aims to identify, describe, and explain patterns
of meaning, relationships, or experiences from across the captured data [34]. While there are
many analytical methodologies available to structure data analysis, the choice of these is often
confined to academic practices, with other practitioners drawing on more thematic approaches to
analysis. Across these methods there are shared techniques that structure analysis: coding where
practitioners assign codes or phrases to regions of content and a short textual memo to explain its
selection, which is typically used for self-reflective purposes [34, 44].

Academics often transcribe captured data to become more familiar with its contents as the
first step of analysis [16], then each transcript is read, coded, and discussed between the research
team. Coding and analysis typically take place through a word processor or on printouts of the
transcripts [176]. In contrast, civil society organisations and citizens analytical procedures are
often light touch that aim to summarise content. These typically involve listening to captured
media and making notes rather than coding on transcripts, in part because these practitioners
often lack the time or financial resources available to transcribe data [79]. When transcription is
undertaken their analysis practices mirror the coding and memoing practices of academics. As
the total duration of captured qualitative data increases, working with media datasets becomes
difficult due to time constraints, resulting in outsourcing transcription or both transcription and
data analysis [172]. Resources are often limited for civil society organisations and citizens, and
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thus transcription is not always possible that can lead to large portions of the data not being
engaged with altogether [79].

One approach to overcome these challenges is to involve more participants in data analysis.
Prior research highlights how external stakeholders, such as citizens and research participants,
are less involved in data analysis and dissemination stages [171, 225], and a need for increased

“data literacy” to increase participation [27]. Participatory media case studies demonstrate
how prioritising interactions with the original media can increase participation in data analysis
[21, 175]. Likewise, citizen’s practices are often contingent on working with media in varying
forms, e.g., video blogs [190]. Central to citizen’s analysis practices is tagging of content in a way
that is similar to how academics code data [115]. As such, there is opportunity to design digital
tools that offer lightweight modes of participation that prioritise analysis on the original media. In
doing so, the analysis stage could also act as a boundary object during participatory practices that
is meaningful to all stakeholders, while reducing existing transcription cost constraints. While
this could be possible through existing qualitative data analysis software, these are infrequently
used in practice and augmenting these for exploratory research purposes is not possible [209].

Data output from this stage should involve annotations of the start and end location where
coding and memoing took place, when, and by whom. For example, the sentences in a paragraph,
the timestamps in an audio recording, or a bounding box in an image. This creates design
opportunities for how the annotated content can be represented in the subsequent stages. Creating
connections between data analysis and the original media could be used to increase credibility of
findings as the analysed media could be represented alongside the original recordings.

5.3.5. Curation

This stage involves curating analysed findings into a form that represents a narrative of practi-
tioner’s interpretations that can inform action, support decision-making or increase awareness of
the topic. The curation stage often involves the final analysis stages that meld analysis and writ-
ing, e.g., the final two phases in thematic analysis: Defining and naming themes and Producing

the report [33]. Creating a distinction between these enables new consideration for how analysed
content can be engaged with, although acknowledging that the curation stage can be iterative
and entwined with data analysis. For academics and civil society organisations, this often results
in a written report as this is often a funding obligation [78, 174], while for citizens the curation
output is typically summarisation of interpretations with snippets of analysed content, such as
through blog posts, podcasts, or videos [115, 175, 192].

Similar to the data analysis stage, curation less often involves participants, which can
lead to feeling unrepresented in the research output as decisions made on how contributed
experiences were selected can be opaque [27, 60]. Johnson et al. [146] highlight how community
organisations may exclude details of who participated in a consultation when evidencing and
reporting to disguise demographics to ensure targets are met [146]. This work also argues
for new ways to make who participated in community engagements visible to stakeholders
that can be used to increase accountability during decision-making. There is opportunity to
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explore alternative ways that disseminated findings can be represented that is meaningful to all
stakeholders involved, but which could also supplement existing written outputs if desired.

Practitioners are increasingly required to disseminate their findings in formats that are
accessible to the general public, often resulting in curated summarises, such as through podcasts
or blogs. Mihailidis [189] argues that curation has the potential to be a core media literacy
competency as it enables lightweight participation when synthesising ideas across a range of
media datasets. For example, curating hyper-local tweets to document urban warfare [192] or
the curatorship of community radio [228]. As such, using the analysed media could provide
opportunities for stakeholders to individually or collaboratively create media outputs to represent
narratives alongside their own interpretations of content. Using the original media content
in its shorter analysed form could also help contextualise the interpretations while providing
opportunity to notify and discuss the curated content with those who contributed or analysed the
data. This could further increase the credibility of the workflow by enabling traceability from
curated findings to the original data.

This stage should produce a narrative representing the practitioners’ interpretation of analysed
data. As such, the data output should consist of three parts: (i) a collection of annotations and
associated artefacts from across analysed content in the previous stage; (ii) an interpretation
and summary of this content in an appropriate format; and (iii) metadata from the previous
workflow stages to contextualise the curated collection when sharing. This output could result in
representations as blog posts, podcasts, or interactive visualisations that other stakeholders can
explore, learn from, remix, and reuse for their own purposes.

5.3.6. Reuse

This stage aims to support opportunities where the curated output can be reused to evidence or
supplement claims for a diverse range of purposes, such as academic publications to share new
knowledge, raising awareness in communities for citizen practitioners, to supporting organisa-
tional change. Prior research on open data highlights how practitioners, including governments
and funding agencies, are pushing for greater transparency and reproducibility in their research
practices, calling for increased data sharing and archiving of captured and analysed data [44].
While there are notable ethical and legal challenges around how qualitative data can be shared
[44, 56], the consent procedures underpinning this workflow ensures ownership is with those
who create the data concerning how (and if) they are to be represented in the research output.

Curated data from the previous workflow stage provides an individual or group interpretation
of the data. Prior research highlights how individuals who contribute their data can feel unrepre-
sented in the research output as analytical decisions made on their contributions can be opaque
[60, 175]. As such, this stage provides opportunity to explore interface design for how engage-
ment by practitioners in each workflow stage could be represented so that other stakeholders
could explore how their contributions created impact. In addition, increasing transparency of the
decisions made throughout the workflow could help improve the perceived rigour, reliability,
and accountability of the data being presented and reused, i.e., “process transparency” [256].
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This stage aims to support the practical use of curated data to explore, complement, or address
practitioner’s needs. For example, representing community perspectives to raise awareness such
as in the delivery of training as explored in e.g., [24, 268]. As such, the outputs of this stage are
twofold: (i) a selection of curated interpretations to inform practical use; and (ii) an interface
that summarises the previous workflow stages in relation to the curated data to contextualise it
for external use.

5.4. Summary

This chapter synthesised the motivations and challenges experienced during the qualitative
practices of academics, civil society, and citizens to surface the shared characteristics that define
meaningful participation in each. Through this, a novel qualitative research workflow was
conceptualised that defines the desired research activities and data output from each workflow
stage that we posit can structure inclusive participation for all stakeholders involved in each
and all workflow stages. This structure presents opportunities for how digital tools could
facilitate engagement and defines what is required to ensure the output of each workflow stage is
meaningful to practitioners while ensuring rigour and credibility of the workflow for external
stakeholders to meaningfully reuse and action qualitative data.

The following two chapters present real-world deployments of the Gabber platform that
provide insights into its adoption, use, and the challenges experienced across the end-to-end
qualitative workflow by civil society and citizen practitioners. In particular, a globally distributed
community engagement by an global non-governmental organization (NGO) in chapter 6, and a
co-research project in chapter 7.
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Chapter 6. TalkFutures: Gabber in a Global Community Engagement

6.1. Introduction

Community engagements are qualitative processes that draw from participants local knowledge
to inform decision-making processes that impact their everyday lives. Participants are often
excluded from data analysis and dissemination due to skill, resource, and time barriers, which
can become compounded in geographically distributed community engagements as coordinating
participation requires significant support. Chapter 3 introduced Gabber that was designed to
support inclusive participation in each stage of the qualitative workflow for all stakeholders
involved but had not yet been deployed across a complete qualitative workflow. Consequently,
and in contrast to prior case studies in this thesis (i.e., chapter 4), this chapter explores how
practitioners use and configure Gabber across the end-to-end qualitative workflow in practice.

This chapter presents a six-month collaboration with the International Federation of Red
Cross and Red Crescent Societies (IFRC) where the author led a digital community engagement,
TalkFutures, that aimed to actively involve the organisation’s globally distributed members in
the data capture, analysis, and summarisation of qualitative data as part of an ongoing engagement.
This begins by summarising existing challenges with traditional, digital, and geographically
distributed community engagements that motivated three design goals that underpinned the re-
search in this chapter. To accommodate the anticipated scope and geographically configuration of
TalkFutures, Gabber was reconfigured and adapted prior to deployment, which is then described.
In addition to technical changes to the platform, distinct roles were designed to structure partici-
pation for each workflow stage as limited support could be provided to participants. Following
this, the design and findings from two phases of research are reported in-turn: (i) a real-world,
field deployment of the Gabber workflow through the TalkFutures digital campaign; and (ii)
post-deployment interviews with participants to understand their perceptions from participation.
Finally, findings from across the field deployment and interviews are discussed in relation to the
three design goals and suggestions for future work presented.

This chapter contributes design insights concerning the opportunities and challenges that
arise through supporting distributed qualitative practices of a civil society organisation and its
members, i.e., RO2. This extends Mahyar et al. [172]’s call for “hybrid” approaches to scale
out the data analysis stage by facilitating participation across the complete qualitative workflow.
These findings highlight how practitioner’s desired increased transparency in who and how their
contributions were engaged with, further motivating a need to explore how paradata generated
through digital tools might be used to represent participation.
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6.2 Motivations

6.2. Motivations

Prior public policy highlights that communities who will be impacted by the consequences
of decisions made by governing institutions (e.g., local government, NGOs, etc) should be
included in giving their voices to collective decision-making processes [100]. Consequently,
community engagements have emerged as the successor to public consultations that aim to
more actively involve local stakeholders in decision-making. HCI research has explored the
role of technology in community engagements across a range of policy areas, including issues
surrounding neighbourhood planning [63, 98, 175] and the development of smart cities [111,
162, 185]. The research methods adopted by decision-makers are primarily qualitative and mirror
a qualitative workflow in how data is captured, analysed, and reused. During such engagements,
participants more often offer their experiences as data through in-person methods such as public
workshops [54] than being involved in the data analysis or dissemination stages [111, 160, 175].
This is despite participants having the most knowledge of the context surrounding the captured
data and its contents, and thus are arguably best positioned to meaningfully engage with it
[100, 258]. Like public consultations, community engagements that use traditional engagement
methods where physical attendance is required limit participation due to the proximity to
community members. As such, only a small portion of the community impacted attend, and
attendees can unevenly represent those affected by the final outcome [54, 100, 133]. This
increasingly creates tensions between decision-makers and communities, which can result in
engagement outcomes being unsuitable for participants [60, 74, 175].

To enhance existing community engagement strategies, researchers have explored the de-
velopment of digital tools that aim to simplify how decision-makers collect insights from their
community, such as through the use of situated physical devices [79, 110, 146, 258] or commu-
nity voting technologies [153, 269]. While these result in broader participation, the captured
data often goes unused as decision-makers lack the skills to effectively analyse this data [79],
particularly as the quantity of data increases [172]. Mahyar et al. [172] highlight how qualita-
tive data analysis is often outsourced by public officials to overcome this “data deluge” and
argue for an increased need for scalable qualitative methods and digital tools to overcome these
challenges. While technologies have been designed to encourage involvement across all stages
of a qualitative process, they require significant assistance by researchers to support data anal-
ysis [21, 146, 175]. This is particularly unsuitable for geographically distributed community
engagements – as presented in this chapter – as providing real-time assistance is unfeasible.
Despite these challenges with geographical participation, prior work has shown promise for
supporting remote participation and capturing opinion through technology in city-wide and
global community engagements [111, 121, 160, 162]. However, similar to local engagements,
have so far failed to support participation in the data analysis and curation stages.

As such, civil society organisations could benefit from utilising participatory strategies to
create more inclusive opportunities for participation in community engagements that actively
involve their community members in all stages. Building on these challenges and informed by
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the literature review and workflow chapters, three design goals (DG) were established to explore
inclusive participation in community engagements through technology:

• (DG1) Alternative Modes of Participation: Support participants engaging in the capture,

analysis, and curation stages through structured activities [21, 172].

• (DG2) Reduce Barriers to Participation: Create opportunities for active participation
by lowering technical, geographic and temporal barriers [52, 60, 121].

• (DG3) Improve Representation: Design a digital space where participants feel valued
for contributing their voice and can observe it impact on process [27, 160, 237].

6.3. Study Design

This chapter aimed to explore these challenges through a collaboration with a global civil society
organisation as part of an ongoing globally distributed community engagement where Gabber
could be configured and deployed to gain insights into the challenges and opportunities through
real-world use. Through this, we anticipated practical insights for the partner organisation and its
members, and design learning for how distributed community engagements could be configured
to enable active participation in all research stages. The following subsections outline the
research approach undertaken throughout this chapter and describes the context and associated
motivations of the collaborating organisation.

6.3.1. Approach

To investigate the challenges associated with configuring and running a distributed community
engagement, the author sought out an organisation that had experienced the challenges outlined
above, and who wanted to explore alternative, digital methods of actively involving their members
in community engagements. Consistent with the overarching research approach taken throughout
this thesis and as outlined in the research approach section, was the application of an action

research approach through an in-depth case study in one context, i.e., an instrumental case

study [254]. The aim of this approach was to generate practical knowledge for the collaborating
organisation to inform an ongoing community engagement, and research insights as presented
in this chapter to understand how the Gabber platform was appropriated and used across the
research workflow through a real-world field deployment [249]. This case study provided a
unique opportunity to explore the challenges and opportunities faced by civil society practitioners
when adopting and deploying the end-to-end qualitative research workflow through Gabber,
and for citizens practitioners (the organisation’s members) when contributing to each research
workflow stage. In contrast to prior research presented in this thesis, this chapter explores
the end-to-end qualitative process from the perspective of both a civil society organisation (an
NGO) and its members in a geographically distributed engagement. Consequently, the research
presented encompasses two phases that describe: (i) a real-world deployment of the qualitative
workflow through Gabber in an NGO to understand real-world use; and (ii) post-deployment
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interviews with participants who took part in phase one to understand their perceptions of how
their data would be used and enact change in the organisation.

6.3.2. Context

The International Federation of Red Cross and Red Crescent Societies (IFRC) is the central
governing body for the Red Cross and Red Crescent Movement, the largest humanitarian network
in the world, comprising of 192 National Societies (NS) that jointly mobilise over 12 million
active volunteers each year [136]. Due to the IFRC’s federated structure, each NS operates as
an independent organisation with its own governance and structure, typically comprising many
layers of management between senior leadership and volunteers.

In 2017, the IFRC’s innovation team began a three-year series of future forecasting activities
with the aim of producing a collective plan of action to respond to the anticipated humanitarian
needs of the future, termed Strategy 2030 [134]. The innovation team had previously used
workshops with different national societies to understand how local members would respond to
hypothetical future events that impact humanitarian aid, such as global pandemics. This approach
helped foster discussion, but as with traditional workshop approaches, attendance was limited
by time, proximity, and the venue’s size and cost, leading to a smaller portion of the affected
community attending than desired.

In a prior research collaboration, the innovation team co-led a digital community engagement
named WhatFutures, where WhatsApp was used to structure remote participation from their
members with the aim of capturing ideas in media format in response to challenges set by the
IFRC [160]. Findings from this work illustrated the potential of distributed participants collab-
orating and independently capturing rich qualitative data for a collective goal, but through its
design, participants were excluded from the data analysis and dissemination stages. WhatFutures
produced large media datasets that the innovation team could not analyse due to limited internal
capacity and time constraints, and so were keen to explore alternative, ideally participatory
approaches that involve their distributed members in data analysis and dissemination with the
aim of producing a podcast from captured media.

Gabber was subsequently demoed to the innovation team who were interested to use it
as part of their ongoing strategy development process because in contrast to WhatFutures the
platform enables members to contribute to data analysis and dissemination of ideas, which had
been raised as a tension point through prior conversations between members of the innovation
team. In particular, the innovation team had experienced similar challenges to prior community
engagements that are summarised as three design priorities that expand upon the aforementioned
design goals but contextualised within the challenges experienced by the IFRC:

• Modes of Participation: The IFRC had previously used novel digital approaches to
explore the future challenges faced by NS’s but had struggled to increase participation
beyond data capture without significant assistance from researchers [21, 160]. A priority
was thus to increase participation in the analysis and reporting stages, whilst drawing from
members’ local knowledge to contextualise and enhance the output [100, 258].
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• Barriers to Participation: The IFRC previously used in-person methods (workshops)
to engage NS members, which required significant resources and coordination, and took
participants away from daily programme delivery. A key priority identified through our
collaboration was to increase opportunities for all members to participate through lowering
existing technical, geographical, and organisational barriers [45, 100].

• Improving Representation: Key to Strategy 2030 was the inclusion of local views from
members across all layers of the IFRC, and the sharing of these between branches to
promote knowledge exchange. However, sharing insights between branches and reaching
all members through a digital engagement has not been possible due to the organisation’s
federated structure, traditional hierarchy, and independent power of branches [160]. Pri-
ority was therefore also given to promote inclusive representation of members’ opinions
through sharing in-depth, qualitative insights from all layers of the IFRC.

Between August 2018 to January 2019 the author was embedded within the IFRC’s head-
quarters in Geneva, Switzerland, collaborating directly with the innovation team to design, lead,
and deploy a digital campaign, termed TalkFutures, that aimed to address these design priorities.
TalkFutures aimed to actively involve the IFRC’s distributed members in the production, analysis,
and summarisation of qualitative data to surface local insights that could inform strategy devel-
opment. The following section outlines how Gabber was adapted into TalkFutures in response to
the innovation team’s needs and informed by the design goals outlined above.

6.4. Designing TalkFutures

The collaboration with the innovation team aimed to design a digital campaign where distributed
members could become actively involved in the data capture, analysis and summarisation of
audio interviews through a Gabber deployment. However, Gabber’s design was informed by
three co-located deployments (i.e., chapter 4), whereas the geographical, global distribution of
participation by IFRC members surfaced several new design challenges, such as the expectation
that limited support could be provided to participants due to time zone conflicts. Consequently,
the TalkFutures digital campaign was designed to extend the capture, analysis, curation stages
of the Gabber workflow in two ways.

Firstly, the Gabber platform was configured as a distinct deployment in line with the IFRC
branding to create a familiar experience for participants. This involved technical changes to
facilitate filtering of analysed data in ways that were meaningful to this specific context due to
the potential large-scale scope of the deployment. For example, recording additional metadata
during the data capture stage to enhance filtering of conversations, such as demographics and
national society.

Secondly, unique roles and associated responsibilities were introduced in each qualitative
research stage to structure independent, distributed participation, that were meaningful to par-
ticipants who were not necessarily familiar with the associated terms or practices of qualitative
research. Moreover, having a unique brand (TalkFutures) facilitated promotion of the deployment
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across the IFRC while utilising prior awareness from its member with prior digital engagements
led by the innovation team, i.e., WhatFutures [160].

The following subsections describe how each Gabber workflow stage was adapted for
TalkFutures, and how roles were introduced to facilitate distinct modes of participation around
each to ensure distributed members could participate with minimal support. Following this, each
research phase is described, including the associated study design and findings.

6.4.1. Adapting Gabber

At the beginning of our collaboration, the IFRC’s innovation team noted that the current Gabber
platform contained several other public projects (e.g., from prior deployments in this thesis and
use by other researchers) that they thought potential participants would view and may limit
participation in a digital engagement. As such, the innovation team wanted a way to more easily
brand the platform in line with their current image. Consequently, the Gabber platform’s source
code was run as a separate instance that was made possible due to its flexible architectural design
that accommodates multiple, concurrent deployments with limited setup required (section 3.3).
IFRC members have a shared trust in the organisation’s brand, which informed the decision
to white-label the forked platform to mirror the IFRC’s branding, including hosting the web
application on a subdomain of the strategy website1 and deploying separate mobile applications
for data capture2. Due to the multilingual aim of TalkFutures, all content in the platform was
translated into the organisation’s four core languages: Arabic, English, French and Spanish.
In addition, technical changes were required on the mobile and web applications to capture
demographics and reduce the steps needed for members to engage with conversations.

The following subsections outline how each workflow stage in the Gabber platform was
reconfigured and adapted to accommodate the TalkFutures deployment. No technical changes
were made to the consent stage of Gabber, and so is not described in the subsequent sections.
Informed consent continued to be recorded at a group-level, with participants receiving follow-up
emails where their data was embargoed for 24-hours where they could change the consent type
if they desired.

6.4.1.1. Preparation

To structure the data capture stage, a project description and discussion topics were iteratively
created with IFRC’s head of innovation as outlined in Appendix B.1. The final description
included a summary of the strategy process, what the innovation correspondent role was, how
contributed data would be used, and a one-sentence instruction of the capture process as follows:

Strategy 2030 (https:// ifrc.org/s2030) revolves around understanding how the Red

Cross and Red Crescent should adapt to global challenges and seize emerging

opportunities over the next 10 years.

1This was originally hosted on https://talk.future-rcrc.com and later moved to https://tf.gabber.audio for posterity.
2The TalkFutures mobile applications are available on Android and iOS.
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The Innovation Correspondent will interview leaders, staff, volunteers and/or ex-

ternal experts to capture their visions on how the organization can be ready for

future challenges. Your interviews will be transformed into podcasts and other

communications and research products.

All it takes is 3 steps: (1) add your participant(s); (2) provide consent; (3) choose a

topic to start interviewing.

Five topics were created that aimed to explore existing challenges and potential solutions
utilised by local IFRC members to inform broader discussions with the global community and
by extension inform the strategy development process as follows:

1. What trends in your country will most affect people in the next 10 years?

2. How will these trends impact the IFRC?

3. What practical steps should your branch take in response to these trends?

4. Given these changes, what would be your vision of the IFRC in 2030?

5. Ask your own question

Once the description and topics were finalised and translated into the four core languages,
a project was manually created by the thesis author to populate the multilingual project, as no
interface design existed for multilingual project creation as outlined in chapter 3.

6.4.1.2. Capture

The innovation team led the configuration of the Gabber platform as highlighted above and was
framed as a participatory process through which we facilitated the design of appropriate topics
for use in Gabber. This “top-down” approach by the organisation was necessary due to the scale
of the organisation and limited time frame that was possible to run a deployment. Likewise,
the innovation team were particularly interested in recording the demographics and role of
participants that took part in TalkFutures for internal reporting, to gauge the reach of this digital
approach, and to provide an opportunity to reach out to specific national societies to thank them
for engaging. Consequently, two changes were made where demographic data – i.e., age range

(<21, 21-30, 31-40, 41+), gender (Female, Male, Specified, Not said), National Society – and
the participants role in the organisation – i.e., Volunteer, Intern, Staff, Leadership and External

– were recorded as illustrated in Figure 6.1 that captured this data: (i) upon registration in the
mobile or web application; and (ii) in the add participant screen when recording a conversation
in the mobile application to capture the same data.
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Figure 6.1 The register and add participant screens recorded demographic and organisation data.

6.4.1.3. Analysis

As there was only one project on the TalkFutures website that contained all the conversations, it
was hidden, and the navigation menu changed to direct participants to the listed conversations.
The conversation component was updated to include the additional demographic data recorded
on data capture and the language spoken in the conversation. The associated filters were also
updated to enable filtering by language, national society, role, gender, and age (Figure 6.2)

Figure 6.2 Conversations could be filtered by language and demographics on the web application.

123



TalkFutures: Gabber in a Global Community Engagement

The innovation team chose not to create a codebook to structure data analysis as they desired
free-form discussions of the conversations between participants and did not intend to use the
playlist interface for curation in the qualitative workflow as detailed below. The annotation
interaction remained unchanged when analysing a conversation, however, the project title and
description, and participants demographics were displayed in the metadata column to remind
participants who and from where the conversation was created (Figure 6.3).

Figure 6.3 The project’s metadata and participant’s demographics were shown during data analysis.

6.4.1.4. Curation

The IFRC’s innovation team wanted to capture the voices of its members in hopes of dissem-
inating and distributing outcomes through communication material on social media and their
website, such as through posters, audio snippets, and blog posts. The innovation team requested
to not use the playlist curation interface as it would require additional time from participants to
familiarise themselves with it. Instead, the curation stage was designed to utilise participants
existing communication and design skills whereby participants would summarise contributions
from the capture and analysis stages that would be promoted by the innovation team through
social media channels as a form of dissemination and reuse. In this way, the practices of curating
analysed conversations (through comments) encompassed both the curation and reuse stages of
the qualitative research workflow.

6.4.2. Configuring Workflow Stages with Roles

Prior research has shown that roles help participants builds identity and a sense of responsibility
when engaging in an activity and can be a valuable approach for scoping contributions through
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defining responsibilities to achieve from participating [144, 160, 244]. Roles help increase
engagement by enabling flexible participation as participants can choose roles suitable to their
interests, skills, and learning [160, 244]. In contrast, prior deployments of the Gabber workflow
(i.e., chapter 4 and those led by other researchers [24, 268]) were designed to include participants
in all stages of the workflow when possible and were typically led by a researcher who supported
or informally trained participants in using the associated capture and analysis technologies.
As such, there was no distinction in how participants contribute to workflow stages by design
to encourage flexible participation for how and when participants could pursue each role. In
contrast, participants of TalkFutures would be globally distributed, spanning multiple time zones,
and therefore any communication would be limited and synchronous. This restricted what
support and training could be provided, which was compounded by supporting four languages
across the deployment and therefore introduced time constraints associated with translating any
supporting materials.

Responding to the challenges of configuring participation and prior research success with
utilising roles in distributed engagements, TalkFuture’s design extends the capture, analysis,
and curation stages of the Gabber workflow through the design of unique roles and engagement
activities to guide independent and inclusive participation in each workflow stage. Each stage
was separated to allow flexible participation and to reduce the time required to engage with each
role to increase their accessible for participants. Moreover, on completion of each role a member
would receive a certificate or letter of reference for participating to incentivise participation and
contribute to each member’s professional development, which had been applied previously by the
innovation team [160]. In this way, the completion of roles was enforced through responsibilities
and associated incentives (certificates), but how each role was completed in practice was left open
to support flexibility of participation. An overview of each role as was presented to participants
during recruitment is illustrated in Figure 6.4 that includes their responsibilities and intended
outcome. The motivation, aim, design rationale, and responsibilities of each role is described in
the following subsections.

Figure 6.4 The three roles, responsibilities, outcomes and incentives for taking part in TalkFutures.
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6.4.2.1. Capture: Innovation Correspondent

The innovation team had previously used workshops with different national societies to un-
derstand local members perspectives in relation to strategy development. As with traditional
workshop approaches, attendance was limited by time, proximity and the venue’s size and cost,
leading to a smaller portion of the affected community attending than desired [27, 74, 237]. As
such, key to the data capture stage was increasing opportunities for all distributed members to
participate while empowering them to capture the perspectives of other members that may not
attend traditional engagements.

The Innovation Correspondent’s role was designed to support distributed participants sourc-
ing and conducting interviews with IFRC members or external experts to capture their local
knowledge using the TalkFutures mobile application. This stage was framed as an interviewing
activity rather than informal conversations in contrast to prior deployments at the request of the
innovation team to simplify the promotion of TalkFutures. Participants were given ownership
and control over who and how they decided to select interviewees. Recorded interviews were
then automatically uploaded to the TalkFutures web application for others to view and analyse.
Participants received a certificate of participation upon recording at least three interviews.

6.4.2.2. Analysis: Research Assistant

The IFRC’s existing analysis practices involve specialised research units that commission data
capture from local branches that is sent to a centralised location for analysis, with infrequent
input from participants. As IFRC branches are independent, communication between them can
be limited despite potential overlap in similar internal or outreach activities. Moreover, the
innovation team had previously struggled to analyse the growing amounts of qualitative data they
produced through prior community engagements, paralleling similar experiences of governing
institutions that utilise traditional methods of community engagement [172].

In response, the Research Assistant role supports participants engaging in qualitative data
analysis of perspectives from outside their national society to aid knowledge exchange between
otherwise siloed communities, whilst drawing from members’ local knowledge to contextualise
and enhance the output [100, 258]. This role was responsible for listening, analysing and
commenting on captured interviews to identify insights from across national societies pertaining
to strategy development, and writing a blog post on the IFRC’s strategy website to synthesis
their analysis and share findings with the community [134]. Participants would receive a letter
of recommendation from the IFRC’s head of innovation upon completion of a blog post. To
measure completion of activities and ensure quality of blog posts, participants were asked to
create at least three comments across different interviews.

6.4.2.3. Curation: Communications Assistant

Traditional methods of community engagement are effective for sourcing opinions in-person
[54, 172], but generally do not involve participants in data analysis, curation, or dissemination
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[111, 160, 175]. This can result in participants feeling that their voice is underrepresented in the
final output of community engagements [60, 175], in part because outputs are typically dense,
written reports that require significant time to engage with. Moreover, local participants have the
most knowledge of the data context and its contents through their lived experiences contributing
to the IFRC and are therefore best positioned to contribute to the data curation stage [100, 258].

The Communications Assistant role responds to these challenges and was responsible with
producing a design output that summarises material contributed from the other two stages – i.e.,
interviews, blog posts, and comments – that the innovation team could reuse to promote insights
across the global network to represent participants views and create further discussion. This
role aimed to make participants who contributed to prior stages feel valued and represented in
the artefacts output from TalkFutures. In contrast to traditional consultations, this stage uses
content in formats that are meaningful and accessible to participants to encourage engagement.
Participants were given creative control in what digital tools that they use to produce summaries,
and similar to the research assistant role, would receive a letter of recommendation for producing
one communication piece.

6.5. Phase One: Field Deployment

Following the sociotechnical design of TalkFutures that reconfigured the Gabber platform to
accommodate how the IFRC wanted its members to engage in a qualitative workflow, a digital

campaign was designed to recruit and support IFRC members participating in a four-week
deployment of TalkFutures as part of an ongoing community engagement, i.e., Strategy 2030.
This provided insight into how qualitative practices were adopted by a civil society organisation
(IFRC), what was required to facilitate participation in each workflow stage in a globally

distributed community engagement, and how TalkFutures was used to enable members to
actively participate in each stage of the qualitative workflow. As such, the following subsections
detail: (i) how the deployment was configured, including how participants were recruited and
supported across the duration of TalkFutures; and (ii) a summary of findings for each qualitative
workflow stage through its associated role.

6.5.1. Study Design

The TalkFutures deployment was designed as a digital campaign lasting four weeks between
November 12th and December 14th, 2018. In line with prior research on digital engagements,
fixed deadlines were associated with roles to structure the campaign to ensure deliverables
from roles would be achieved by fixed dates [160]. As such, the following sections describes
the recruitment strategy used to raise awareness of the TalkFutures event amongst the IFRC’s
federated network, the associated challenges, and an overview of participants that registered
interest. Following this, the support and training that was designed into the campaign to enable
participants to independently pursue roles with minimal guidance from researchers is outlined.
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6.5.1.1. Recruitment Strategy

Between September 2nd and mid-October, recruitment was undertaken by the author using a
range of email and social media campaigns where participants could register interest to par-
ticipate in the upcoming TalkFutures engagement through a Google Form that captured their
demographics (name, age, gender), email address, and national society. National societies that
had previously shown interest to take part in digital engagements led by the innovation team
were contacted directly requesting that they advertise the campaign across their network in
Kenya, Mexico, Australia, and Tunisia, as well as the IFRC’s regional office in the Americas
that has direct contact with all national societies in that region. Each National Society relays
information independently, making it difficult to determine if recruitment material was forwarded
to IFRC members or how many participants were reached through digital recruitment strategies.
It was therefore important to use multiple modes of communication as a recruitment strategy. As
such, an internal mailing list from the IFRC’s innovation team was used, which contained 5,000
participants who had previously registered interest to participate in any future digital initiatives.
Moreover, an independent volunteering Facebook group with roughly 32,000 members was also
used to promote TalkFutures1. Posters and videos were intermittently released during the recruit-
ment campaign to promote the upcoming TalkFutures engagement using the aforementioned
communication channels2. Figure 6.5 illustrated how the innovation correspondent role was
promoted through a poster and that recruitment occurred in multiple languages. All recruitment
was undertaken directly by the author from within the IFRC’s innovation team where an existing
relationship between IFRC members existed.

Figure 6.5 A poster used to encourage interest in the innovation correspondent role during recruitment.

In prior engagements by the IFRC, participants frequently registered interest and did not
engage further, leading to high dropout. With the skills required to pursue roles in TalkFutures ad-
ditional dropout was anticipated, and so a recruitment strategy was designed that involved direct
communication with participants using their mobile telephone number. Following registration of
interest, each participant was emailed to outline the roles, responsibilities, and deployment time-
line, requesting a response with their desired role(s) and their personal mobile telephone number.
Each participant was then contacted through WhatsApp for a debriefing of the TalkFutures

1https://www.facebook.com/groups/VolunteersIFRC
2Two videos were produced and released on the IFRC’s official YouTube channel to promote TalkFutures:

https://www.youtube.com/watch?v=mIbTK3wOwD4 and https://www.youtube.com/watch?v=XTCTzBb4Ih4
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deployment and written informed consent taken for their participation in research. Participants’
mobile numbers were also used to create a communication channel between members with
the same roles to foster discussions and coordinate support and training through WhatsApp as
outlined in subsequent sections.

6.5.1.2. Participants

In total, 467 participants from 81 National Societies registered interest through the recruitment
strategy: 338 English, 79 Spanish, 27 French, 23 Arabic. Following the recruitment strategy
where each participant was emailed with next steps, 77 participants from 42 national societies
(countries) pursued a varying range of roles by language as illustrated in Table 6.1. Notably,
participation by Arabic and French speakers was considerably less than English and Spanish.
The relative levels of recruitment compared with the IFRC’s scale may be attributed to the
perceived skills required for each role, or the IFRC’s federated and independent communication
structure between national societies that is known to impede the promotion of timed events. This
was evidenced once the TalkFutures deployment began as additional members contacted the
innovation team requesting to take part up to six-months after the digital engagement began.

English Spanish Arabic French

Innovation Correspondent 10 8 8 8
Research Assistant 10 11 2 5

Communications Assistant 9 4 0 2

Total 29 23 10 15

Table 6.1 Participation by Role and Language in TalkFutures.

6.5.1.3. Support and Training

Prior research highlights how researchers often require supporting participants to facilitate
engagement in collocated qualitative practices, e.g., [21, 146, 175, 268]. Due to the distributed
configuration of TalkFutures and the innovation correspondent and research assistant roles
depending on new technology that was unfamiliar to participants, we opted to design support
material that could be used by participants at any time. WhatsApp was chosen to create
a communication channel between participants due to enabling group conversations where
support could be provided at a group level, and prior research had shown its effectiveness for
coordinating geographically distributed engagements within the IFRC due to its ubiquity of use
amongst volunteers [160]. Moreover, WhatsApp has been used to create more inclusive forms of
organisational communication [12] and to structure participation in data collection activities in
citizen social science research projects [126].

Following the recruitment campaign and one week prior to the deployment, 19 WhatsApp
groups were created composing 77 participants in total: two groups per role with four participants
in each on average. This resulted in seven English, five Spanish, three Arabic, and four French
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groups. These WhatsApp groups were used to provide support and training to participants
in their preferred language, to foster a community around each role, and to support informal
conversations between members, which is atypical across national societies. For example,
participants described how their personal commitments and time constraints would often impact
their completion of responsibilities associated with their roles through WhatsApp. To facilitate
group engagement, one native speaker from the innovation team (henceforth group lead) was
added to the Spanish, Arabic, and French groups and was responsible with initiating discussions
and providing training material to participants. Training material in the form of videos and posters
were prepared by the author and translated prior to creating WhatsApp groups that demonstrated
how to use the digital platform to achieve the responsibilities of the innovative correspondent
(data capture) and research assistant (data analysis) roles as illustrated in Figure 6.6.

Figure 6.6 Short training videos were provided to demonstrate the capture process, and participants
provided peer-support through reviewing each other’s work.

Prior to TalkFutures commencing, innovation correspondent groups were asked to record
a test interview to familiarise themselves with the process, and to share it with their group to
receive peer feedback (Figure 6.6). The researcher in each group used the recordings to discuss
best practices, e.g., placement of the mobile device to control for audio quality. Group leads
sent messages to research assistant groups containing hyperlinks of the uploaded conversations
on the TalkFutures website to simplify data access, engagement and discussion within groups.
Moreover, one-on-one review of research assistant’s blog posts were provided by group leads,
and by other participants in each group before publication to support feedback and high-quality
writing at the request of the innovation team lead.
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6.5.2. Findings

The following sections present engagement statistics concerning the uptake and participation
of each role during the four-week, global deployment of TalkFutures across the IFRC. These
findings evidence the breadth and depth of engagement with each qualitative workflow stage (i.e.,
capture, analysis, and curation), and describe the usage of the Gabber platform for data capture
and analysis through the associated innovation correspondent and research assistant roles.

6.5.2.1. Innovation Correspondents

This role involved using the TalkFutures mobile application to capture the experiences of local
IFRC members using discussion topics created by the innovation team concerning the future of
the organisation. In total, 108 interviews were recorded from 26 national societies (countries), of
which 13 were uploaded by participants to test the process as per the design of our support and
training process and are therefore excluded from the remaining analysis. These 95 interviews
were recorded by 37 innovation correspondents, totalling 11 hours and 38 minutes, with an
average length of 7 minutes 33 seconds per interview (SD=05m:31s, min: 00m:32s, max:
25m:00s). An overview of data contributed by language is illustrated in Table 6.2.

English Spanish Arabic French

# Interviews 31 38 22 4
Total Length 04:25:48 02:50:17 03:56:43 00:25:32
Avg Length 00:08:34 00:04:29 00:10:46 00:06:23

# Interviewers 14 13 7 3

Table 6.2 Participation as innovation correspondents by language. Total and average length are hh:mm:ss.

While Arabic speakers recorded fewer conversations overall, these were considerably longer
on average. Low engagement by French speakers could be attributed to the limitations of the
recruitment strategy within French speaking nations. This had notable impact on participation in
the subsequent roles because they were dependent on data being contributed to this stage.

Of the 37 innovation correspondents, 23 were males and 14 females, and were collectively
from 26 unique countries. 20 out of 37 (54%) completed the responsibilities associated with
the role to receive a certificate of participation as illustrate in Appendix B.2. In line with prior
digital engagements by the innovation team (e.g., [160]), 75% of participants were primarily
young adults where the IFRC define young adults as less than 30 years old [137]. Participants
had mixed roles within the IFRC: 57% were volunteers, with the remaining evenly spread across
interns, staff, leaders and external experts. This is in contrast to prior digital engagements led by
the innovation team where participation was primarily by volunteers.

There was a small portion of participants that were prolific at capturing interviews that went
beyond the three interviews required to receive the certificate of participation. For example, one
participant recorded 16 of the 22 Arabic interviews (75%), and another recorded 10 of all 38
Spanish interviews (26%). These “hyper-engaged” patterns of participation mirror prior digital
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engagement research that describes how these forms of participation keep the engagement active
but could lead to skewed narratives if other voices are not shared [139, 140, 160].

Of the 95 interviews, 69 (72%) participants used the participants screen to add the participant
and record demographics about the individual prior to recording a conversation. This was
currently optional within the mobile application to facilitate adding participants as required.
However, while this usage indicates understanding of the process, the current design is limited
because participants who were not added (and therefore their email not recorded) did not have
the opportunity to modify their consent dynamically following the interview. All recordings
were consented for public use, with the exception of one where the creator (and only participant
in the conversation) contacted the innovation team directly requested that it be removed from the
website due to the content discussed.

Of the 69 participants interviewed, 18 identified as volunteers while 51 were in varying
positions within the IFRC: 6 were interns, 23 staff, 13 leader, and 9 external experts. This
highlights that interviewees were more often senior members in positions of power in the IFRC
than the interviewers, providing control and power to the interviewee in contrast to existing
work practices. There were 19 unique countries among these interviewees, ranging from larger
national societies – e.g., Colombian (15) – to much smaller branches – e.g., Saint Lucia (1) –
illustrating a breadth of participation from across the organisation.

Discussion topics are presented to the user through the mobile application in the recording

conversation screen to structure audio capture. Of the five available for this project, innovation
correspondents covered 3.8 on average, which often excluded the “Ask your own question” topic.
Covering all key topics illustrates that the synchronous support and training enabled participants
to independently and correctly use the mobile application to capture recordings. 15 out of 95 of
captured interviews covered the same topic more than once. The remaining five were used by
two participants using the “Ask your own question” topic more than once indicating that those
participants wanted to ask the interviewee questions outside of the topics set by the IFRC.

In summary, innovation correspondents independently organised and captured audio inter-
views using the TalkFutures platform that covered 80% of topics on average that were prepared
by the innovation team. Participants often selected interviewees who were in positions of relative
power who would typically contribute to traditional community engagements, thereby giving
control to interviewers to choose interviewees. However, this was at the cost of reinforcing exist-
ing dynamics of participation as such interviewees are likely to contribute to other community
engagements. Moreover, 95 interviews lasting seven minutes on average were recorded with a
range of internal and external stakeholders highlighting a breadth of engagement with this role.

6.5.2.2. Research Assistants

This role was responsible with using the TalkFutures’ web application to listen to interviews
recorded by innovation correspondents, commenting on at least three interviews as the analysis
process, and writing a blog post to curate and share insights gained from the data analysed.
There were 28 participants registered as research assistants, with nine completing all criteria
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for the role (32%). In total, 67 comments were created (35 in English and 32 in Spanish) with
an average length of 47 words (SD=38, min: 4, max: 141). An example of a typical comment
and response threads are highlighted in Figure 6.7. Participants that completed this role were
from eight national societies and were primarily volunteers (seven volunteers, two staff) with a
mixed age range: five were younger than 30, two between 31–40, and two were 41+. Five of the
nine participants (55%) who completed the research assistant role also completed the innovation
correspondent role. Participants attributed pursing both roles due to being familiar with data
captured therefore making the analysis easier. For example, both Arabic speakers that wrote blog
posts did not create comments because they felt familiar with the data they captured and chose to
write about the insights gained from this data. The limited engagement by French speakers could
be attributed to either limitations in the recruitment strategy used or the limited data created by
innovation correspondents by French speakers.

Figure 6.7 How an interview was presented on the Gabber platform and participant’s responses.

Distinct from the analysis stage designed in the Gabber platform, this role involved dissem-
inating insights into written reports from the analysed conversations. Blog posts created by
research assistants were published on the IFRC strategy website alongside articles written by
established humanitarian leaders and were promoted externally through social media by the
innovation team, e.g., Figure 6.8. In total, nine blog posts were written by participants (five in
English, two Spanish, and two Arabic) with an average length of 816 words (SD=287, min: 468,
max: 1227). The content of blog posts varied from imagining the future of episodic volunteering
and recruitment to technology’s potential role in the organisation. Across these blog posts,
participants often drew from interviews spanning multiple national societies to evidence the
impact of their discussion while drawing from their personal experiences within the IFRC to
contrast and reflect on the interview discussions. Verbatim quotes from interviewees were often
used to structure blog posts, with each participant attributing the interviewer (e.g., “Rubi, a

volunteer from the Spanish Red Cross”) while some participants extended attribution through
adding hyperlinks to the interview source for others to listen.
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Figure 6.8 Snippets of three research assistants blog posts illustrating depth of engagement with this role.

In summary, research assistants analysed data contributed by innovation correspondents
through creating 63 textual comments and writing nine blog posts to disseminate and represent
their findings. Individual feedback was provided to participants on their blog posts before
publishing as a quality control measure, which was possible due to the small number of par-
ticipants. 55% of participants that completed this role also undertook the data capture role,
which participants described as enabling deeper understanding of the strategy context and data
contributed by others that streamlined contributing to this role. This role enabled independent
data analysis and dissemination with limited formal training, highlighting the inherent capacity
of citizen practitioners to contribute to these qualitative stages as part of larger initiatives when
barriers for data handling and management are reduced.

6.5.2.3. Communications Assistants

Participants of this role were responsible with designing and creating an artefact (e.g., a poster)
from data contributed from the previous two roles that would be used to represent and promote
the ideas and solutions created by TalkFutures participants to the broader IFRC community. This
involved reading research assistants blog posts and comments and listening to contributed audio
interviews to gain an understanding of what was contributed before producing a design.

15 participants pursued this role with one participant, Andrea, a volunteer from Spain aged
between 31–40, completing the associated responsibilities to receive a letter of recommendation.
Andrea was a professional in the field of communications and described their existing skill set
as the main reason for pursuing the role. In total, two posters were produced and a PowerPoint
presentation containing ten slides that each presented multiple images from the IFRC with quotes
overlaid from interviews to illustrate the ideas from both innovation correspondent’s interviews
and research assistant’s blog posts as illustrated in Figure 6.9.

The other participants that pursued this role, but did not complete it, described insufficient
time as the key factor for not engaging, which was compounded with having to wait one month
before data from the other two roles was on the TalkFutures platform to begin disseminating.
Importantly, all participants that registered for this role had not undertaken any of the prior two
roles and therefore would have required additional time to familiarise themselves with the context
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Figure 6.9 A promotional poster created by a communications assistant that quotes a participant inter-
viewed. Translation: “The main problem that affects indigenous communities in the next 10 years is
related to socio-political problems, which generate violence and migration, and climate change.”

of the data. Limited engagement with this role could be attributed to it requiring pre-existing
technical skills to complete the responsibilities, or that communications assistants had to wait
several weeks to participate due to the role’s dependency on data produced from other roles.

In contrast to the playlist interface designed through Gabber to facilitate the curation stage,
the innovation team desired media artefacts in a format that was familiar to IFRC, i.e., posters.
As such, this role was designed to curate insights and ideas from data contributed through the
previous two roles and to produce a media output. However, this role faced temporal, skill, and
knowledge barriers that limited participation that we posit limited recruitment, participation,
and overall engagement with this role despite such media practices being a common way for
the organisation to represent qualitative data. Our findings highlight that the process to produce
these artefacts and the delay in having data due to the time taken through the previous two roles
further restricted participation. Despite this, one participant completed and went beyond the
associated responsibilities of this role to produce multiple posters from across contributed data.

6.5.3. Summary

Following the TalkFutures deployment the innovation team thematically analysed interview data
and blog posts created to confirm findings from parallel and prior workshops, which informed the
final recommendations in the strategy report. Their initial aim of producing podcasts to represent
experiences and voices from across the network was not possible at the time due to the small team
size and focus on writing the strategy report [135]. As our findings demonstrate, TalkFutures
engaged a broad demographic of the organisation, but as with prior geographically distributed
engagements, the potential scale of participation was impeded by recruitment strategies. As
such, TalkFutures was a research success for me as it provided insights into how practitioners
use Gabber across the qualitative workflow (i.e., RO2), and was perceived as a success by
participants through providing a platform to network and develop skills applicable to their daily
work lives as outlines in the subsequent section.
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6.6. Phase Two: Post-Deployment Interviews

The real-world field deployment, adoption, and usage of the end-to-end qualitative workflow
through TalkFutures provided insights into how qualitative practices are used by both civil society
(IFRC) and citizen (IFRC members) practitioners and the challenges experienced with designing
distributed participation for each role as outlined above. While this provided insight into uptake
and technology usage for each qualitative stage, one research aim of this thesis was to understand
the experiences and challenges for participants to engage with the qualitative workflow (i.e.,
RO2). Consequently, three weeks following TalkFutures, semi-structured interviews were
conducted with a subset of active participants to understand their motivations and values from
participating, and the perceived impact of data they contributed. The following sections outline
the study design and findings of a thematic analysis of these interviews.

6.6.1. Study Design

In line with the overall approach of this thesis, semi-structured interviews were conducted
with participants following the TalkFutures deployment. This provided an opportunity to the
understand motivations and values from participating, and to reflect on specific aspects of each
qualitative research workflow stage through discussion of participation with each role. Interviews
were chosen specifically with participants that had completed roles to more meaningfully reflect
on their qualitative practices, i.e., system usage, engagement with roles, etc. The following
subsections provides an overview of who was interviewed, the data collection procedure and
protocol followed, and how the qualitative data captured were analysed.

6.6.1.1. Participants

24 participants completed all responsibilities across roles and were invited for one-on-one inter-
views following the TalkFutures deployment. Participants that completed roles were contacted
as the research aim of these interviews was to understand the motivations, values, and their
perceived impact on the strategy process from engaging in a distributed qualitative workflow
through technology (i.e., TalkFutures), therefore participants that did not complete roles were
not invited for interview. Ten participants agreed to be interviewed, with the remaining 16
instead sharing their experiences informally through WhatsApp messages. In total, six interviews
were conducted as four participants dropped out due to personal circumstances or time zone
issues that made scheduling interviews challenging. All participants interviewed were innovation
correspondents (data capture stage) and three also pursed the research assistant role (data analysis
stage) as outlined alongside their demographics and role in the IFRC in Table 6.3.

6.6.1.2. Data Collection

Six semi-structured interviews were conducted in two languages (three in English and three
in Spanish) that lasted 29 minutes on average (SD=9m, min=16m, max=36m). All interviews
were audio recorded and conducted remotely through WhatsApp’s audio call feature due to
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ID Organisation Role TalkFutures Role Country Age Gender

P1 Volunteer IC Finland 21-30 Female
P2 Volunteer IC, RA Brazil 21-30 Male
P3 Volunteer IC, RA Hong Kong 21-30 Male
P4 Volunteer IC, RA Spain 31-40 Female
P5 Manager IC Colombia 21-30 Male
P6 Volunteer IC Colombia < 21 Male

Table 6.3 Participant’s demographics, role in IFRC, and roles in TalkFutures; Innovation correspondents
(IC) and Research Assistants (RA).

the distributed nature of the deployment and use of WhatsApp throughout. Interviews were
conducted across a two-week period one-month following the TalkFutures deployment (late
January 2018) due to an overlap with the Christmas period. Interviews in Spanish were conducted
by Carlos, a member of the innovation team, who subsequently transcribed and translated each
interview. Each participant was sent an information sheet one week before conducting the
interview, which provided an overview of the background and research objectives. Participants
were invited to write any questions over WhatsApp where clarification would be provided directly
before or/and after the interview. Prior to conducting the interview, participants were briefed on
the study using the information sheet and asked to read and verbally confirm agreement to their
consent. A consent form was provided to participants requesting that they sign and return this
after the interview, but due to the remote process verbal consent was also taken.

Interviews were semi-structured and began by discussing the participant’s background
and involvement with the IFRC. The following four categories were then covered: (1) why
participants took part; (2) which roles they engaged with and value from contributing; (3) how
they perceive their contributions are represented and would be used; (4) how the process could
be improved. The interview protocol is outlined in Appendix B.3, and notably each category
was tailored to the participant’s role in the deployment. This required preparing before each
interview by reviewing content participants had contributed to ensure questions could be tailored
to invoke meaningful reflections and discussions from each participant. For example, open-ended
questions were used in each category to guide the interview that started with a general question
(e.g., “Talk me through your process for preparing and recording an interview?”) with optional
questions depending on the roles and responsibilities that participant’s pursued (e.g., “How do

you feel that your contributions (interviews or thought piece) will shape Strategy 2030?”).

6.6.1.3. Data Analysis

All interviews were translated and transcribed into English and read by the author to become
familiar with interviews recorded by Carlos and as the first step in data analysis [16]. These tran-
scripts are available as a public dataset at [221]. In line with understanding experiences following
other field deployments undertaken in this thesis (i.e., chapter 4), an inductive Thematic Analysis
(TA) approach to data analysis was taken [33]. Whilst we were interested in understanding the
challenges of using the associated Gabber workflow and technology for data capture and analysis,
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an inductive analysis ensured that the findings were grounded in participant’s experiences and
in doing so provide insights into the design goals to better respond to what participants had
experienced. Analysis was undertaken by the author of this thesis and Carlos who conducted
the Spanish interviews and supported the TalkFutures deployment and was therefore familiar
with the context and interview data. We each began by independently reviewing and assigning
preliminary codes and summary notes to the transcripts of interviews that we each conducted.
Following this, we met to agree on a codebook, before proceeding to recode the complete
dataset. Next, coded data was clustered into initial themes, then discussed internally amongst the
supervision and advisory team, and refined prior to revisiting the coded data to ensure relevant
data were not overlooked. This iterative process resulted in defining three themes that illuminate
the motivations and barriers from engaging in the qualitative data capture and analysis stages that
applies directly to the Gabber workflow, which offers broader design implications for conducting
distributed community engagements. Each theme is presented and discussed in detail in the
following sections.

6.6.2. Findings

Three themes are presented from data analysis that provides insights into how qualitative practi-
tioners adopted the Gabber platform and undertook qualitative practices across the TalkFutures
deployment. The first theme, representing and actioning contributions, considers how valued
and represented participants felt through contributing their voice to the engagement. The second
theme, navigating infrastructural barriers, explores how TalkFutures enabled distributed partici-
pation through overcoming barriers of participation, leading to participants feeling empowered
to contact, interview, and engage with organisation members in positions of relative power.
The final theme, impact on personal and professional development, describes how participants
adapted and developed their professional skills through engaging in qualitative practices.

6.6.2.1. Representing and Actioning Contributions

Feeling that your voice is being heard by decision-makers and that it represents your communities’
concerns are key tensions for participants in community engagements [54, 60, 175]. Across
these interviews, participants highlighted the importance of how TalkFutures included members
across all stages of the community engagement (qualitative workflow) that they considered could
enrich the process and lead to more meaningful outcomes:

“I loved the motive behind this initiative [TalkFutures], the idea that anyone could

contribute to the construction of a global strategy. It wasn’t merely listening to the

voices of the decision-makers (IFRC) but [the voices of] any person. This enriches a

lot the possibilities that the strategy offers.” (P6)

Prior work highlights the importance of building relationships to foster trust between stake-
holders who are involved in community engagements, thereby encouraging more meaningful
participation [52, 53]. Within TalkFutures, some participants expressed an inherent trust that data
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they contributed would be heard and enacted by the IFRC and would therefore lead to change
within the organisation. For example, P3 described how TalkFutures could lead to trustworthy

“solutions” that they posit could impact branches across the organisation:

“I had trust that the interviews would be taken into consideration, and although

each society has its own unique issues and let’s say problems, I also had a trust that

generally the same issues are everywhere, so that the solutions would be found using

this [TalkFutures] process.” (P3)

However, the feeling that their contributions would create impact led to some innovation
correspondents producing “professionalised” content because the data contributed could be
engaged with and acted upon by IFRC representatives (i.e., the innovation team) as well as other
participants. For example, P3 re-recorded interviews through Gabber to exclude laughter, which
added additional time constraints to the capture stage for this participant as it required closing
the application and completing the full consent process multiple times:

“Which is why at some point I laughed a little as I was so nervous as I was talking

to my brother and because of that, we had to record it more than once.” (P1)

This highlighted the potential of misrepresenting experiences through the data capture stage
if the focus was on quality of output, rather than the intended use of the Gabber platform, which
was to capture the authentic experiences of participants. Likewise, having unique responsibilities
for roles led to participants becoming task-driven, with high attention to detail in how they
represent other participants’ experiences. For example, when research assistants undertook data
analysis, they often ensured that the original voices of interviewees were hyperlinked in written
reports. P4 described this as to ensure that other IFRC members could more easily revisit and
engage with the original content:

“The research process [for me] involved considering relevant work from the Red

Cross, for example featuring different personalities some of them pioneers with the

movement. I wanted to make sure that their views were captured meaningfully in the

article. This is because they are the ones represented globally.” (P4)

Other participants interviewed were more sceptical of how their contributions would be used
by the IFRC, and if they would impact the organisation at all. This led to a desire to know who,
how, and from where other members were engaging with their content, highlighting a feeling
of disconnection between what they contributed and how useful it was for other participants
or stakeholders within the IFRC. In particular, P2 described this feeling if disconnect from
contributing and noting that engagement metrics (paradata) were not visible through the Gabber
platform:

“I saw that many, many interviews on the website were not commented [engaged

with], I don’t know if people will hear. It’s like having a lot of data, but for you

[IFRC] to not process that ... then the data is not useful.” (P2)
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In summary, TalkFutures’ design provided opportunity for IFRC members to contribute
to an ongoing community engagement to represent their experiences and the experience of
other members (DG3). Participants described tensions of trust and scepticism of how data
they contributed will be actioned and impact the organization. This led to desires for increased
transparency for who, how, and when other stakeholders engaged with contributed content as a
mechanism to evidence engagement, which was a missing component of the Gabber platform.

6.6.2.2. Navigating Infrastructural Barriers

The IFRC’s existing structure means that branches have independent power, which can create
siloes of knowledge between branches while also limiting communication that could benefit
individuals or the broader organisation. One underlying design goal (DG2) aimed to reduce
barriers to participation, yet recruitment processes across the IFRC remained a key tension point
amongst participants interviewed. For example, P3 had a unique perspective through volunteering
for both the Canadian and Hong Kong branches and noted that they saw TalkFutures’ recruitment
material being advertised through only one branch:

“If they [IFRC] really want to hear more voices, then they will need to push more

aggressively, and take a proactive approach to trickle the campaign down to the

bottom. I was lucky to happen to stumble across the opportunity on the Canadian

newsletter, but I don’t recall hearing it from Hong Kong side.” (P3)

To overcome this recruitment barrier, P3 suggested that change at the highest level of the
organisation is required, suggesting that “aggressive” promotion is needed for more voices
across the organisation to be heard. While researchers must work within these constraints in such
globally distributed community engagements, other participants recognised that the TalkFutures
process reduced some existing barriers, such as creating opportunity for knowledge exchange
and communication between branches that was previously not possible due to infrastructural
barriers between branches:

“When we talk about communication we often relate to a vertical type. This process

opened up the chance to communicate with any stratum of the IFRC, and collectively

think of what can be done.” (P4)

Innovation correspondents were responsible for interviewing local stakeholders to explore
potential solutions to challenges outlined by the IFRC. Participants describe how the process of
interviewing senior staff provided a broader understanding of the complexity of the organisation’s
structure, which was previously difficult due to the power and communication barriers present.
Consequently, participants described engaging with the data capture role as leading to a deeper
sense of belonging between them and the organisation. For example, P4 interviewed several
stakeholders, including senior members in different national societies and volunteers in their
local branch, noting that this enabled P4 to gain new perspectives of the IFRC:
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“These people were part of a group I belonged to. I realised that they were from

different sectors, for instance I interviewed the director of Argentinian [branch],

someone from the Ecuadorian [branch] ... I interviewed my coordinator in the

Spanish [branch]. This opened my mind to get to know the different sides of the coin.”

(P4)

Conversely, other participants had ideas for how digital engagements like TalkFutures could
be done in tandem with offline engagements, with P2 suggesting that increased ownership and
control could be associated with the innovation correspondent’s role “with tools to engage locally

and physically with the people” through hosting in-person workshops in local branches. The
TalkFutures campaign implemented a “hybrid” approach to community engagements through
configuring roles to involve both offline (innovation correspondent) and online (research assistant)
participation [172]. This offered alternative forms of participation to those who may not be able
to attend in-person workshops. P2 highlights that some participants may want more responsibility
or a mixture of online and offline participation, suggesting that offline activities could supplement
digital engagements and used as an opportunity to bring knowledge shared from other global
innovation correspondents to discuss and disseminate it locally.

Innovation correspondents were not provided with any rules or restrictions on who they could
interview and were encouraged to make use of their personal networks of colleagues, friends,
and family to identify experts that they believed could share valuable insights from that local
context. This resulted in some participants making use of experts within their local communities,
while others reached out to more senior members of the IFRC branches in other countries. This
gave control to participants on whose voices should be contributed and shifted power from
decision-makers to participants who are typically ‘subjects’ in community engagements and the
associated data analysis and curation stages. In practice, this led to participants often interviewing
those in power, who are more likely to contribute to traditional engagements, thereby reinforcing
existing issues of representation. Likewise, for some participants, sourcing opinion from outside
of the IFRC was important and exemplified through wanting to share more critical perspectives
from commercial domain experts. For example, P3 described interviewing such stakeholders as
a means to diversify what other participants could learn and engage with:

“He is a young person who has created his own successful [start-up] company. I

wanted to have their vision from outside the organisation, despite not being part of

the IFRC. I tried to diversify the contributions that interviewees could bring.” (P3)

In summary, participants considered TalkFutures an inclusive workflow that created new
opportunities for knowledge exchange and communication between distributed members of
varying positions and power within the IFRC. Participants noted how such communication was
not previously possible in other digital engagements led by the IFRC (DG2). However, increased
offline engagements were desired to complement digital activities that could further strengthen
and build trust within local communities, reflecting existing calls from researchers for such

“hybrid” approaches [172].
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6.6.2.3. Impact on Personal and Professional Development

Engaging with roles and the associated qualitative research stage required pre-existing skills or
the drive to develop new skills, which added additional barriers that restricted the potential reach
and participation with TalkFutures. Applying existing skills was described as a key motivation
for participating – e.g., “I wanted to use my professional skills in communications to engage

with other volunteers” (P4) – or to develop new skills to increase employability, such as P6 who
described the personal impact from engaging in this process as:

“These activities allowed me to grow so much at the professional, ... strategic level

... understanding better how the IFRC works from an organisational level.” (P6)

Several participants described enhancing their existing soft skills that they considered would
benefit their daily contribution to the IFRC. For example, P5 described building confidence and
overcoming shyness through the process of interviewing others:

“I felt good as a correspondent as I gained interviewer skills. Before I was too shy

to interview others. In fact, the first few interviews I did ... I didn’t upload them

because I was too shy to do it. I learned from these first few interviews, so I got

better at interviewing.” (P5)

The innovation correspondent role provided opportunity to engage with a diverse range of
stakeholders, with some participants using this role to build social capital through expanding
their professional network by reaching out to stakeholders whom they may not communicate
with otherwise:

“Through being an innovation correspondent, I could talk to other people with

different backgrounds and interests, so this also expands my reach and connections

and networking, so this was very interesting to me.” (P2)

For others, meeting new people was more important than building a professional network and
the possibility to engage with international peers whose culture, nationality and diverse contexts
provided an exciting opportunity for knowledge exchange:

“It has been extremely rewarding from a personal level because you end up meeting

people vastly different, from different contexts; you would have never come across

with them in your life otherwise.” (P5)

In summary, the design of roles in TalkFutures structured participation in each qualitative
research stage (DG1) with the exception of the curation stage. Participants reflected that roles
provided opportunities to develop and apply their personal (e.g., overcoming shyness) and
technical skills (e.g., interviewing) that could contribute to their daily work life. However,
the curation stage required technical skills that few participants had and therefore implicitly
introduced barriers of participation through its design.
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6.7. Discussion

Through a six-month collaboration with the IFRC as part of an ongoing community engagement,
a sociotechnical process was designed, termed TalkFutures, that structured a two-stage research
process: (i) a four-week, real-world deployment of TalkFutures in a globally distributed commu-

nity engagement across the IFRC where participants contributed to each stage of the qualitative
workflow through Gabber; and (ii) post-deployment interviews to understand the perceptions
of participation, system usage and how data would be utilised by the IFRC. Our findings of
platform usage, post-deployment interviews, and the design and configuration of TalkFutures
provided practical insight into the tensions and opportunities of using technology to support the
qualitative practices of a civil society organisation – the IFRC – and its distributed members who
contributed to each qualitative workflow stage. In particular, the findings presented in this chapter
highlighted how the design of roles that had responsibilities associated with each qualitative
stage facilitated independent participation that drew from the inherent capacity of citizens to
contribute to data capture and analysis, while surfacing existing recruitment and skills barriers
that impeded participation.

The following sections situate the findings from both research phases in relation to the
three design goals – participation, barriers, and representation – that unpinned the design and
configuration of distributed participation in TalkFutures and expands upon the tensions and
opportunities for designing digital tools to support participation in qualitative practices.

6.7.1. Alternative Modes of Participation

Prior research highlights that decision-makers primarily use technology in the initial stages
of community engagements, i.e., data preparation [27, 52, 54], that facilitation is required
to support participation [21, 175] and the impracticality of analysis of qualitative at scale
[172]. These challenges parallel citizen social science (CSS) that aims to harness citizen
participation in qualitative research on societal issues that affect participants [126, 215], but as
yet research has not explored CSS in practice. Thus, this design goal builds on the opportunity
that Gabber affords to engage in qualitative practices through exploring its application in a
geographically distributed context that aimed to create alternative modes of participation in
the capture, analysis, and reporting stages of a community engagement. Although Gabber was
designed to facilitate participation across the qualitative workflow, it had not yet been used in
distributed engagements or without the assistance of researchers physically present to assist
participation. Consequently and informed by prior research [160], role-based activities were
designed to support participation with these qualitative practices, which we posit facilitated
independent and distributed engagement through instrumentalization of participation – a process
whereby participants contribute to a project to realise their organisation’s objectives without
consideration for the scope of the problem [28].

Roles were previously used to engage distributed members in complex processes of capturing
media during a community engagement, but excluded participants from data analysis or curation
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[160]. This chapter extends this research through exploring how roles and the associated
activities enabled distributed participation in the data analysis and curation of qualitative data.
The presented findings highlight that drawing from participants’ existing skills or the potential
to develop new skills relevant to their work life motivated participation. While there were high
levels of engagement and completion for innovation correspondents (data collection) and research
assistants (data analysis), the communication assistant role (data curation) had limited uptake.
This could be attributed to two possibilities: (i) the higher levels of technical skills required,
such as graphic design; and (ii) that the configuration of TalkFutures created a dependency on
data between roles, meaning that communication assistant’s spent considerable time waiting
to participate and then did not engage further (as evidenced through registration and dropout).
Therefore, one risk to consider in future research when configuring roles around participation in
a qualitative workflow is that having skill requirements could amplify the differences between
skilled and non-skilled participants. As such, careful configuration must be taken when designing
roles to ensure that roles consider both the types of skills required to complete each activity and
the possible skills that participants could apply or obtain from taking part. This is particular
important in community engagements where the notion of ‘qualitative research’ (and therefore
the associated ‘workflow’) is unfamiliar and therefore framing participation through roles that are
meaningful to stakeholders while contributing to data capture, analysis and curation is critical.

As noted in the designing TalkFutures section, curating playlists through Gabber was designed
to leverage the raw, annotated audio recordings contributed during the data analysis stage.
However, the playlist curation technology was not used in this case study as our collaborators,
the IFRC’s innovation team, requested designing the communication assistant role around media
skills that were previously reported positively in prior engagements of their members, i.e.,
[160]. While we acknowledge that novelty of the playlist feature would have required additional
training than the other two roles, we have seen that interviewing and data analysis were unfamiliar
practices to citizens, but also that they quickly learned and applied new skills to succeed in these
roles when given the opportunity. Thus, a key opportunity that arose from this research is the
need to explore how the curation role is perceived and applied by citizens, which we examine in
part in the subsequent chapter.

6.7.2. Reducing Barriers to Participation

This design goal aimed to create new opportunities for active participation in each qualitative
workflow stage through reducing existing technical, geographical and time barriers identified in
prior research [52, 60, 121, 172]. Our findings show how geographically distributed participants
independently recorded one-on-one interviews with a broad range of stakeholders with limited
support from a research team, and that these interviews were shared, listened to, and engaged
with by other distributed members and IFRC stakeholders. Despite reducing some barriers, one
finding that was surfaced through the innovation correspondent role was that participants selected
and interviewed others who were in positions of relative power – i.e., more senior members
of the organisation – because they wanted to represent organisational expertise that they saw
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through seniority. Our framing and instruction of recruitment was open-ended, requiring that
participants interview other stakeholders – either within or outside the IFRC – whose views they
considered would benefit the community listening. Our findings highlight how interviewers
more often selected individuals to interview who were in positions of relative power within
the IFRC, which are stakeholders who are more likely to be invited to participate in traditional
community engagement. Thus, while the data capture role empowered individuals to select and
interview others, its openness reinforced existing barriers to participation. For future digital
community engagements and qualitative workflows more broadly, this highlighted the importance
of designing instruction and responsibilities that limit existing power imbalances and that they
must be considered when designing roles.

In prior research, Mahyar et al. [172] highlight the challenges for decision-makers to perform
qualitative analysis at scale and suggest “hybrid approaches” that combine offline and online
engagement activities to overcome existing barriers to participation and inclusion in the data
analysis and curation stages. The research presented in this chapter directly builds on this research
through offline data collection of semi-structured interviews through Gabber and online data
analysis, curation and dissemination of this dataset. Key to the configuration of this deployment
was the design of asynchronous participation and distinct roles to structure the engagement. Our
findings highlight that this type of a hybrid approach enabled flexible forms of participation
with each qualitative research stage in ways that were meaningful to both the organisation
and participants. As proposed by one participant in our post-deployment interviews, having
the option of co-located, one-off events was desired as a way to meet and engage with other
stakeholders in the data analysis process. Moreover, we argue that such events could be used
to not only strengthened relationships between stakeholders (as evidenced in prior research
[52, 54, 218]), but also used to collaboratively engage with the data analysis and curation stages
as they require the most assistance even when technology is introduced to reduce barriers as
demonstrated in this chapter. Such an event could be used to structure the initial engagement
of participants with the associated analysis and curation roles through demonstrating how to
participate with such activities through more hands-on and participatory practices.

6.7.3. Improving Representation

Prior research highlights that participants who contribute to community engagements can feel
excluded from the final outcomes as the decisions made during data analysis and dissemination
of data that they contributions can be opaque [60, 79, 160, 172]. This is an unfortunate conse-
quence of requirements typically enforced by civil society organisations, government, and other
stakeholders, like the IFRC, where producing summarised written documents (e.g., a strategy
document) is the method of representing insights. In such instances, space is limited, and there-
fore including details of all contributions or documenting the data curation process undertaken is
challenging. As such, this design goal aimed to create a digital space where participants could
create, analyse, and curate qualitative data while observing how others were listening to see their
voice represented in the ongoing outcomes to highlight the value it brought to others, e.g., that
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their experiences were shared through blog posts. Our post-deployment findings highlight the
value participants expressed from being able to access, view, and engage with perspectives from
others that they described as providing new insight into the IFRC. Despite participants having
trust that the IFRC would action data they contributed across roles (i.e., interviews, blog posts,
posters), our findings highlight that some participants wanted increased transparency concerning
how data that they contributed was engaged with and actioned by other members and the IFRC.

Data transparency in research has been shown to improve the validity of reported findings and
is used to build trust between readers and the research community, although to date is primarily
examined in the context of quantitative research [196]. In qualitative research, considerable im-
portance is placed on capturing the authentic voice and experiences of participants, but ultimately
researchers make decisions during the qualitative research process about which experiences
to represent in their reports [193]. Our findings further surface desires from participants of
qualitative workflows that transparency could help increase trust because the decisions made
are less opaque. This desire for increased process transparency parallels findings from prior
research on technology usage in community and civic engagements [52, 79, 175], and raises
unique design challenges concerning which characteristics of data captured from a qualitative
workflow is most meaningful to represent to participants to increase transparency as we explore
throughout the next chapter in response to RO3.

One approach to explore that could help contextualise and ground the final document in
community members contributions is data provenance [15], i.e., being able to trace contributions
from the final output to the original source and its history. Prior research suggests linked

data could be used to structure and potentially automate the transparency of NGO’s financial
practices and therefore promote accountability to donors [179]. However, in practice this requires
advanced technical implementation and time to build ontologies that would likely change across
community engagement contexts and therefore may not be suitable. Technologies like Gabber are
increasingly being used to democratise participation and decision-making across all (qualitative)
stages of community engagements, e.g., [21]. During each stage, paradata can be automatically
recorded that describes the process of how people access, use, or engage with a digital system.
In contrast to linked data, paradata is often already being recorded in digital platforms (by the
platform creators) and has the potential to represent individual and aggregated interactions that
could not only highlight data provenance, but also surface individual contributions and the impact
they create as desired from participants in this chapter. For example, paradata could be used to
show who in an organisation listened to an interview and contributed to a community engagement
or which voices are included (or excluded) in reports that informed decision-making, thereby
holding decision-makers accountable.

6.8. Limitations

The instrumental case study presented in this chapter was undertaken to provide an in-depth
account of the qualitative workflow as adopted and used by one civil society organisation
[254]. As this case study took place in a single organisational context (the IFRC) some of
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the presented findings are not generalizable to other community engagement contexts, e.g.,
navigating infrastructural barriers. Moreover, a broader sample of participants in post-deployment
interviews – such as those who registered interest but did not actively contribute – would have
contributed additional insight into motivators for participation and challenges with creating
inclusive design spaces to facilitate qualitative practices. However, this exploratory case study
surfaced design challenges concerning the potential utility of paradata in qualitative practices
through participants desires for increased data transparency, and the use of roles to structure
participation in qualitative practices.

6.9. Summary

This chapter presented a collaboration with the IFRC as part of an ongoing community en-
gagement where we designed TalkFutures, a sociotechnical process overlaid onto the Gabber
workflow with the primary aim of encouraging active participation in all stages of a distributed

community engagement. Through this, RO2 was explored, i.e., to understand the challenges
and opportunities that arise for practitioners through the real-world, end-to-end configuration
and use of a digital qualitative workflow. Through the design, configuration, and real-world
deployment of TalkFutures, findings concerning engagement with each qualitative workflow
stage and post-deployment interviews highlight the potential that introducing roles and responsi-
bilities has to support participants independently pursuing complex modes of participation in a
qualitative workflow. Participants pursed roles with the aim of learning or enhancing existing
skills, yet uptake with the data curation role was limited, in part due to the associated skills
required to participate. It is therefore vital to design roles that create value for participants while
being cautious that the design of roles could reinforce existing barriers to participation. Through
reflecting and discussing the challenges and opportunities that arose through TalkFutures, there
is a need to increase the transparency of how contributed data is engaged with and used as a
technique to enable participants to feel more represented in outcomes. As such, the subsequent
chapter examines the potential role of paradata to increase workflow transparency as a technique
to enhance feelings of representation for participants involved in a qualitative workflow.
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7.1. Introduction

The previous chapter explored the end-to-end qualitative research workflow from the perspective
of a civil society organisation and a real-world deployment of Gabber as part of a geographically
distributed community engagement. Findings from this research highlighted how participants
desired increased transparency in who and how other stakeholders engaged with their contributed
data to gain personal insight into how their data impacted the engagement. Prior work highlights
that participants can feel ineffectual and unrepresented in the qualitative research process as
output from analytical decisions made on their contributions can be opaque [60, 224]. Technolo-
gies like Gabber have the potential to automatically record paradata that describes how people
access, use, or engage with a system or data that could enhance the understanding of the primary
data to improve process transparency. Consequently, this chapter examines: (i) how citizens

adopt the end-to-end Gabber workflow, including aspects that were not adopted in chapter 6,
i.e., the playlist curation stage (RO2); and (ii) to investigate the types of paradata meaningful to
practitioners who utilise Gabber to inform future design research (RO3). As such, this chapter
contributes a conceptualisation of paradata to enhance qualitative research practices and offers
design recommendations for digital tools to use paradata to improve process transparency and
demystify decision-making processes for stakeholders involved.

This chapter presents a four-month collaboration with a community-led charity where nine
stakeholders contributed and co-led an end-to-end qualitative co-research project using Gabber.
This project, Making Links, aimed to capture, share, and reuse participants lived experiences to
inform knowledge exchange and organisational training. This chapter begins by summarising the
motivations underpinning the exploration of paradata in this chapter. Following this, literature
concerning the role of transparency and the associated technology in qualitative research is
described. The research approach taken and the context of this case study is then detailed. Two
phases of research are then reported: (1) a field deployment of Gabber to explore the qualitative
practices of citizen practitioners through observations of system use; and (2) post-deployment
interviews with participants to reflect on how paradata could be meaningful to them. Finally, we
discuss how findings across this chapter can inform interface designs to augment cooperative
activities and enhance data sharing and consent mechanisms in qualitative practices.
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Related Publication and Acknowledgements

• Research presented in this chapter extends a publication drafted for conference submission.

• Research reported in phase one forms part of a separate co-research investigation led by
Siobhan Macfarlane, a researcher in Open Lab, where Gabber was used by a community as
detailed in the study context section. My role primarily involved observational fieldwork,
i.e., observing participant’s qualitative practices in workshops. In contrast, research
reported in phase two was a distinct research project initiated, led, and conducted as a
follow-on investigation by me in partnership with Siobhan in this research context.
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7.2. Motivations

Chapter 6 highlighted the capacity for citizen practitioners to independently and actively engage
in all qualitative workflow stages through technology. Findings from that research surfaced
desires from practitioners for increased transparency over who and how their contributions are
engaged with to increase feelings of representation and to hold decision-makers accountable,
mirroring results of prior research, e.g., [60, 79, 172]. Digital tools like Gabber can automatically
capture paradata that could be used to surface the decisions made at each research stage. Here,
paradata describes data about processes: how people interact, access, use, or engage with a
process, system, document, or other data [58, 170]. Within commercial and academic contexts,
paradata is primarily used to understand or improve a product, prototype or service, often through
capturing paradata as ‘engagement metrics’ or ‘system logs’. In contrast, limited research
examines how paradata could be used to enhance or empower decision-making in qualitative
practices. While existing qualitative data analysis software (QDAS) have the potential to record
and visualise paradata, they are primarily designed to create outcomes from data analysis (e.g.,
themes), and collaboration is often a secondary feature. As such, recording paradata across the
complete qualitative workflow through QDAS is impractical. Recent research calls for increased
data sharing, replicability, and transparency of qualitative research practices while highlighting a
need for process transparency [46, 89, 256, 273], but does not specify how such transparency
could be achieved in practice. In response, this chapter aims to characterise how paradata could
be meaningful to citizen practitioners (RO3) through observations of Gabber usage and reflective
post-deployment interviews as part of a larger co-research project. In doing so, this chapter
provides design insights for digital tools to leverage paradata to improve process transparency
and demystify decision-making processes for both academic and citizen practitioners.

7.3. Related Literature

Building on these challenges and extending the literature review, this section examines existing
tools, techniques, and practices adopted within and outside qualitative practices to enhance
representation and process transparency in decision-making activities. As such, the following
subsections discuss the role of transparency in qualitative research practices, existing techniques
to enhance reliability, and the potential for technology to enhance it. Other research domains
where metadata and paradata have been applied to enhance product development and to create
collaborative interfaces that enhance decision-making processes are then described.

7.3.1. Transparency and Qualitative Research

While this diverse range of epistemological and ontological standpoints and analytical meth-
ods enables flexible approaches to qualitative research, it has also led to tension amongst the
qualitative research community as it is difficult to ensure consistency and quality across the
research workflow as there is no standardised practice [35]. Often, qualitative practitioners
undertake decisions “behind the scenes” [263] that can lead to participants feeling that their
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voices were not engaged with because such decisions made during the research workflow are
opaque to them [60, 79, 172]. This leads to a lack of transparency as it can be difficult to
determine how researchers arrived at particular findings or how they chose which findings to
present in their research outputs. This can make it difficult to detect research bias [247] or
to know when participant’s experiences are misrepresented, either intentionally or otherwise
[193]. This can in turn create mistrust between the various stakeholders who contribute data to
processes, such as civic or community engagements, or consultations [60, 121]. These challenges
have informed the creation of best practices to evaluate the rigour of qualitative inquiry through
the systematisation of the research process [169, 247], which emphasises process transparency
through documentation of steps and decisions made by the practitioner [127]. However, as this
is a manual procedure that requires significant time and effort from the researcher, it is rarely a
priority to adopt and therefore is infrequently used.

Transparency of qualitative practices can help to establish the quality of qualitative research
[247] and frameworks have been developed in an attempt to standardise transparent practices.
For example, Meyrick [186] developed a framework where transparency and systematicity are
the two key principles to structure the evaluation of a research workflow. However, this work
presents a high-level overview that the authors themselves state as being “too general and not

specific in setting levels of adequacy for each technique.” [186]. In response, Hiles and Čermák
[127] propose an analysis method that strives towards transparency in both the data collection and
analysis of qualitative data by forcing the researcher to consider the role of transparency prior to
undertaking data capture and analysis. Similar to Meyrick [186]’s proposed framework, adequate
details of what to record to increase transparency of each research stage is not provided. Building
on these frameworks, Tuval-Mashiach [263] proposed a model of transparency developed around
three reflective questions to consider when undertaking qualitative research: what I did (e.g.,
an audit trail), how I did it (e.g., paradata), and why I did it (e.g., reflexivity), and provides
prompts to guide the researcher to consider how this model impacts their practices. This work
also emphasises the importance of discussing decisions made “behind the scenes”, such as
highlighting the participants that were not cited in findings or which themes emerged in the
analysis but were not included in the report [263].

Transparency in qualitative research is often concerned with enhancing reliability of research
findings. Prior research outlines how existing techniques and measures designed to improve
reliability of qualitative research are primarily concerned with the data analysis stage and depend
on methodological factors, e.g., inter-rater reliability (IRR), data source triangulation or member
checking [184]. In contrast, paradata has the potential to: (1) be automatically captured that
reduces researcher effort; (2) enhance decisions made in all research stages; (3) surface issues
not identified through these techniques, e.g., show which analysed texts are excluded in reported
results; (4) be independent of methodology. However, limited research explores the potential
role of technology to capture “what I did”, “how I did it” or to prompt the researcher to explain

“why I did it” alongside the relevant research material. Instead, technology’s role when discussing
transparency is often limited to use within Qualitative Data Analysis Software (QDAS) [279].

152



7.3 Related Literature

Technology has previously been used to increase transparency for specific aspects of the research
process. For example, pre-registration of research studies to make the decisions researchers
made when interpreting quantitative data more transparent to reduce p-hacking and bad science
practices [49], and advocated for open data to increase efficiency, trustworthiness and reuse of
data in scientific research [44, 82, 87, 204]. To date, such techniques are primarily tailored for
quantitative research methods, yet technology is increasingly being used to support qualitative
practices as outlined throughout this thesis. As such, there is potential to capture paradata of
the decisions at each step within each research stage. These could then be made visible to the
research community and research participants to increase trust and transparency of the process.

7.3.2. Utilising Metadata Beyond Research Workflows

Driven by the open data movement [44], researchers are making their data accessible through
public repositories where metadata is used to drive the archiving, management, preservation,
discoverability, and reuse of research data [4]. Creating quality and consistent metadata is
costly in both time and money [66], although research has sought to utilise automation to reduce
these challenges [7]. Metadata is typically immutable and curated to avoid ambiguity by using
standardised data formats (e.g., [81]) or community defined taxonomies [44], depending on the
research discipline. Much of this research has focused on the challenges of data management for
quantitative disciplines and the design of appropriate solutions [4, 72, 196]. In part, because the
flexibility in epistemological and methodological choices of qualitative research presents issues
with what metadata the researcher should capture, meaning this process cannot be automated
as there is no standardised data format across research methodologies [4]. Research shows
that qualitative data is inextricably linked to the context where it is obtained and removing this
information will impact data interpretation [44, 218, 258]. Some qualitative research data cannot
be reused in secondary analysis, such as field notes, which brings into question if such data
should be shared at all. However, the specifics of what metadata to include in an archive varies
significantly across qualitative research due to the legal and ethical challenges associated with
data sharing [256], and consequently becomes a curated rather than automated process for the
researcher [91]. This raises design challenges concerning which metadata to prioritise and how
best it could be automatically collected.

7.3.3. Paradata As a Digital By-product

Academics use a range digital tools across the qualitative research workflow, from performing
literature review to undertaking qualitative data analysis [206, 279]. As detailed in the platform
chapter (chapter 3), managing data across these tools is challenging as there is often no standard-
ised way to export, view or use the meta(data) created through these. Commercial platforms for
qualitative data analysis (e.g., Condens [51], Dovetail [77], QSR International [219], Quirkos
[220]) have the potential to record and visualise paradata, but are primarily designed to create
outcomes from data analysis (e.g., themes), and collaboration is often a secondary feature,
which limits the potential for visualising aggregated paradata of cooperative activities, such as
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co-analysis. Likewise, qualitative practitioners are increasingly adopting participatory digital
tools to engage stakeholders in different stages of the qualitative workflow, e.g., [21, 79, 218].
Collecting paradata across digital tools has the potential to facilitate process transparency [256]
and enable new collaborative activities within participatory projects. For example, consider a
co-research project where two of four co-researchers listened to all interviews. Paradata could
make visible the time spent listening and analysing interviews (writing notes and applying
codes), and therefore if others could view the paradata they would know that two interviews
were generally engaged with less. Likewise, the two co-researchers could take their paradata to
the others and use that as an estimate of the effort required to participate.

One exception is online learning platforms, which have made extensive use of paradata to
create tailored learning experiences and to support instructors having a better understanding of
how their students are engaging with content, i.e., learning analytics. For example, Shi et al.
[248] use paradata collected from students of massive online open platforms (i.e., clickstreams)
to augment a video player with aggregated interaction data to enhance the viewing experience.
This paradata was then overlaid onto the video’s timeline to visualise aggregated watching
history, enabling students to quickly see the areas of popular interest. Prinsloo and Slade [212]
noted that collecting and representing paradata raises ethical challenges regarding consent, as
while students are not identifiable through this data, they contributed it and as such advocate for
increased transparency of how and when paradata is collected and used.

To explore these challenges, Sun et al. [255] interviewed multiple stakeholders of online
learning platforms to understand their perspectives towards how learning analytics (paradata)
were used, accessed, and analysed. This work highlighted the need to convey the origins
(i.e., traceability) and quality of paradata within interfaces and showed how paradata could
misrepresent student’s performance. Moreover, this work highlighted how issues of consent
were raised regarding who could access this paradata and how it might be used, with the owners
of the data (students) requesting more involvement and control over its use [255]. These findings
mirror prior survey methodology research on the need to inform users of which data is collected
[41, 59, 158], which is critical given recent data protection legislation, e.g., [40, 85].

7.4. Study Design

There is a need to explore how digital tools can enhance the transparency of qualitative research
practices. This chapter posits paradata as one potential way to enhance transparency, account-
ability, and trust for all stakeholders involved in the research workflow. To date, limit work has
explicitly examined the role and utility of paradata in qualitative practices, in part, because the
characteristics of paradata that are meaningful to practitioners remains underexplored. Conse-
quently, rather than develop additional features onto the Gabber platform to record paradata –
that we [the academic research team] define – and subject the research collaboration to potential
delays, we sought to instead work with a community group that wanted to use Gabber across the
end-to-end qualitative workflow. In doing so, our research aims of this chapter were twofold:
(1) to reflect on the usage, utility, and challenges experienced with Gabber by citizen practi-
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tioners across the research workflow (RO2); and (2) characterise paradata that is meaningful to
stakeholders through post-deployment interviews (RO3). Through this, design implications are
contributed that are relevant to professional researchers, practitioners, and research participants
concerning how paradata can be used in digital tools to support transparency in qualitative
research practices. The following subsections outline the context that this research is situated in,
the action-oriented research approach taken, and the participants involved.

7.4.1. Context

Within the United Kingdom there has been an evolving shift from local government providing
“one size fits all” models of social care provision to the delivery of personalised health and social
care through the allocation of funding to individuals to self-manage and tailor the care that
they receive, i.e., through legislation concerning personal health budgets (PHB) [73, 128]. The
increased autonomy and control associated with becoming a personal budget holder requires
overcoming complex administrative decisions that are often new to the individual and which are
typically overcome through experience. For example, determining whether or not to employ
a personal assistant, how and where to conduct interviews, managing a payroll, and general
budgeting to adhere to auditing procedures. In response, civil society organisations have emerged
to support individuals self-directing care to navigate the bureaucratic and complex procedures
PHB’s entail.

Action Hub is a community-led charity organisation based in North East England that
provides information, advice, and support to disabled people and their families, including support
for those who access personalised care funding. Action Hub members were keen to create
informal peer-to-peer networks to share their experiences and knowledge on how they overcame
the challenges associated with becoming a personal budget holder and self-directing their support.
As such, from January 2019 a collaboration began to develop this idea further between Action
Hub members, their staff, and another researcher based in Open Lab, Newcastle University.
As part of an initial meeting, a range of participatory platforms were demoed as potential
platforms that could be reappropriated by the stakeholders, including Gabber [225], OurStory
[21], PosterVote [269], and WhatFutures [160]. It was critical to stakeholders that participants
could lead and contribute throughout the engagement, and a voice-based system was seen as a
means to increase accessibility and reduce some barriers to communication whilst amplifying
the experiences of community members, which motivated their selection of the Gabber platform.

From June 2019 to September 2019, Making Links was set up as an action-oriented co-
research project where Gabber was used as-is to capture, analyse, and disseminate the lived
experiences of stakeholders pursing the varying roles associated with self-directing support, i.e.,
involving budget holders, personal assistants and family or informal carers. Building on insights
gained from chapter 6 concerning the success of timed events and challenges of data dependency
between workflow stages, five workshops (each lasting three-hours) were held in Action Hub
across this period to structure each research stage where participants undertake data preparation

(configuring projects), consent and capture (interviewing each other and learning the process),
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analysis (engaging with interview data) and curation (creating playlists for reuse). This created a
safe-space that added structure for participants to (optionally) attend where they could contribute
to the research workflow, receive informal training on the associated Gabber technology, and put
this training into practice to seed content into the platform, e.g., by sharing their experiences
through interviewing each other during the data capture workshop. Each qualitative workflow
stage was spaced over a multi-week period to provide time for participants to contribute outside
of the workshop; the start of each workshop often involved activities from the previous session.
An overview of how each stage was configured and the qualitative practices that ensued are
outlined in the subsequent field deployment section.

7.4.2. Approach

The context and field deployment reported in this chapter are distinct from prior case studies
outlined in this thesis in two ways. Firstly, Making Links was a co-research project setup and led
by another researcher within the same lab as the author in this thesis. This provided a unique
opportunity to observe how Gabber was adopted and configured with minimal support and input
from myself. Consequently, my role within phase one (field deployment) reported in this chapter
was ethnographic as a participant observer in each workshop through observing participants
qualitative practices and platform usage. As such, while phase one was an action research

project led by another researcher (see: acknowledgements secton) that aimed to create practical
knowledge for our collaborators (Action Hub) to inform organisational training, the reported
findings below are from my ethnographic role. Secondly, this co-research context provided
opportunity to gain insight into the qualitative practices of citizen practitioners concerning the
collaborative activities at each stage, i.e., commissioning topics from community members
and undertaking co-analysis. Unlike academics who capture and analyse data from others, the
co-researchers of this project were the creators, owners, and investigators of the research data
that could provide insights into multiple perspectives, i.e., being both research participants and
researchers.

In contrast to chapter 6, this chapter explores the perspective of how citizens configure
and use Gabber across the complete workflow through a co-research project, but similarly, the
research presented encompasses two phases describing: (1) a field deployment of Gabber to
examine how the complete qualitative workflow was configured and used by citizens (RO2); and
(2) post-deployment interviews with participants from phase one to understand their perceptions
of how paradata could be used to enhance process transparency (RO3). As the participants
involved across both research stages were the same, they are described in the subsequent section.

7.4.3. Participants

Across Making Links, nine participants – one researcher (P1), two Action Hub staff (P2-3), and
six service-users – engaged with varying degrees of participation across each research stage as
outlined in Table 7.1. The consent and reuse stages are not included in Table 7.1 as consent
involved external stakeholders and the planned training activity to reuse curated content was
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cancelled. Notably, A ‘core group’ of five participants (P1, P3, P6-8) were instrumental to the
co-research project through contributing to almost all stages. Several participants had previously
informally met through events held by Action Hub and had not previously participated together
in a sustained research project in this way.

Preparation Capture Analysis Curation
ID Attended Interviewer (Interviewee) Comments (codes) Attended

P1 Y 5 (0) 107 (217) Y
P2 Y 0 (0) 0 (0) Y
P3 N 1 (1) 18 (74) N
P4 N 0 (1) 77 (249) N
P5 Y 0 (0) 0 (0) N
P6 Y 2 (1) 175 (267) N
P7 N 0 (1) 0 (0) N
P8 Y 0 (1) 63 (101) Y
P9 N 0 (1) 0 (0) N

Total 5 8 (6) 364 (793) 3

Table 7.1 Participants contributions to each qualitative workflow stage in Making Links.

7.4.4. Data Collection

Data collection activities were distinct within each of the two research phases conducted in
this chapter. Firstly, during the field deployment, data was captured in two ways: (i) through
embedded, ethnographic participant observations of participant’s qualitative practices during
four of the five workshops; and (ii) summary statistics of Gabber usage across each stage of the
qualitative workflow derived from metadata. Field notes were written up following each session
to preserve insights, and a debriefing was held with P1 following each workshop, including the
one where I did not attend to gather additional insights concerning the challenges experienced.
Secondly, semi-structured interviews were conducted following the field deployment, with
the associated data collection protocol and analysis method outlined in the phase two section
below. The following subsections present findings from phase one of the research: participation
observations and engagement statistics of Gabber usage across each stage of the qualitative
workflow.

7.5. Phase One: Field Deployment

In contrast to the configuration and field deployment of Gabber outlined in chapter 6, Making
Links used Gabber as-is and collaboratively configured each research stage. As such, the
following subsections provides a chronological account from participant observations and Gabber
usage across each qualitative workflow stage. Through this, the depth of engagement by citizen
practitioners and their associated qualitative practices are highlighted (RO2).
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7.5.1. Preparation

The initial data preparation workshop, attended by four participants (P1, P2, P6, P8), reintro-
duced Gabber as a refresher to reiterate the role of projects and discussion topics for structuring
conversations. Projects are the overarching container where data is contributed to while topics
structure the data capture stage. Following this, two design activities where undertaken where
participants were asked to (i) individually write a response to pre-created postcards that were
designed to structure reflection on their roles in relation to personal budgets; and (ii) sort, group,
and prioritise their responses as a group. In doing so, participants shared their unique lived expe-
riences in relation to their role within self-directed support, i.e., personal assistants, individuals
self-directing support (employer), and family and carers employing personal assistants. From
this, six project titles, descriptions, and associated discussion topics were proposed that aimed to
capture the distinct areas of interest, which were entered into an online word document to be
reviewed by other co-researchers not present in this workshop prior to the data capture workshop.

At the beginning of the second workshop, the five participants (P1, P3, P6, P7, P8) who
attended discussed the comments on the online document, changing the phrasing of only a
few topics before creating six private Gabber projects using the previously created metadata.
Participants then invited all other co-researchers to contribute using Gabber’s email invitation
process. There were five topics per project on average (min=4, max=6), which are detailed
in Appendix C.1. For example, one project was interested in capturing the perspectives of
individuals managing and self-directing their support titled “Views and Experiences of Self-

Directing Support” and had the following five topics:

1. What made you or your family consider self-directed support (SDS)?

2. What is your personal budget for?

3. What is the best thing about having a personal budget?

4. What 3 tips would you share with someone who is thinking about SDS for the first time?

5. What do you know about the SDS process that you wish you had known at the beginning?

In summary, participants collaboratively created content for and configured multiple private
projects to capture experiences concerning the distinct yet overlapping roles associated with
self-directed support. This highlighted the importance of offline discussion and commissioning
to inform project creation that is meaningful to participants, while at the same time surfaced
a limitation with Gabber’s existing design. Namely, that it assumes one project is an isolated
research project whereas in Making Links the intention was to capture multiple streams of
distinct perspectives and experiences that required unique projects.

7.5.2. Consent

Consent occurs in Gabber at point-of-capture, following by a 24-hour embargo period to restrict
access to the data to only its owners. Participants who contributed to the captured data can
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modify their consent at any time through email or the Gabber website. All interviews were
initially consented for use within Making Links. However, due to personal circumstances
one participant changed their consent from members to private, thereby making their three
conversations inaccessible to Making Links. This participant then emailed P1 (academic project
lead) requesting confirmation that the data was not accessible to the project and outlined why
they decided to retract their consent. The data analysis stage excluded these three recordings.

7.5.3. Capture

Across Making Links, participants took responsibility to capture interviews with peers from
their personal networks that they believed could contribute valuable experiences. Recording
of experiences took place between workshop two (data preparation) and four (data analysis).
However, the third workshop, attended by four participants (P1, P3, P6, P8), was designed to
familiarise participants with Gabber’s data capture and analysis stages and participants that
did not attend were provided written documentation that outlined how to use Gabber through
email. During the workshop, P6 provided a demonstration to others on how to use the Gabber
mobile application for data capture as they had recorded interviews prior to this workshop and
was therefore a local expert of Gabber. Following this, three participants recorded one-on-one
interviews with one another to share their lived experiences and gain practical experience of
using Gabber in preparation for using it outside of the workshop. This ensured that the data
analysis stage would not be delayed due to the data dependency between workflow stages as
outlined in chapter 6 findings.

In total, seven participants recorded 13 interviews, creating 3 hours 12 minutes of audio
recordings (mean=14m45s, SD=08m15s, min=03m53s, max=29m23s). From these, P1, Making
Links’s academic co-lead, recorded five interviews (38%) in contrast to the other six participants
that recorded one on average, which included three who recorded self-reflective interviews.
Due to other commitments, co-researchers recommended potential stakeholders that P1 could
interview on their behalf. In this way, P1 took on a role of a champion that ensured experiences
for all projects were shared, resulting in at least one interview for each of the six Gabber projects.
From the 13 interviews, 21 audio recordings were uploaded in total to the Gabber platform as
three participants had used the capture screen to record a single recording for each topic rather
than the intended single recording and multiple annotation process. These three conversations
were from individuals recording themselves to share their experiences, which is in contrast to
capturing conversations amongst peers. Despite this use, five discussion topics were covered on
average across the 13 unique conversations indicating understanding and successful use of the
annotation process in the Gabber mobile application.

7.5.4. Analysis

Within Gabber, commenting and coding audio conversations occurs on the website to support
data analysis. Project administrators can add a codebook to a project that becomes available for
all project members (co-researchers) to view and use when analysing conversations. Gabber
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does not support collaboratively creating a codebook and instead takes place offline between
project members to accommodate a diverse range of practices.

Following the data capture stage, a workshop was held with five participants who undertook
close listening to the recorded audio to familiarise themselves with the data. Participants
then created a codebook resulting in 15 codes that spanned key themes of significance for the
community1. The analysis workshop initiated the first steps of co-researchers contributing to
data analysis, which continued into the start of the final (curation) workshop. During each
workshop, participants were provided with laptops where they could work individually or in
groups to undertake analysis, which was left open to accommodate flexibility in how they wanted
to approach the analysis stage. Similar to prior workshops, co-researchers who did not attend
were invited to participate remotely. This section describes the process of creating a codebook
and summarises the qualitative practices of citizens during data analysis through Gabber.

Figure 7.1 An example of how an interview was represented and analysed on the Gabber platform.

Within the Gabber platform, users can create textual comments, apply codes, or both to
regions of the audio as the analytical process. Initially, participants split into two pairs (P1 &
P3, P6 & P8) where they selected and played a recording to familiarise themselves with the
data and analysis process. These pairs then went to separate rooms where they could listen to
the recording aloud, discuss it, then code and annotated the data as a co-analysis process. This
pair grouping was important as the process of typing textual entries for some participants was
tiring due to their disability and through pairing with a partner this was mitigated. In this way,
participants were performing a first pass of the data and considering the content in relation to
potential codes. Comments created ranged from one-word codes (e.g., ‘Honesty’, ‘Support’) to
short phrases (e.g., ‘Training Advice Induction’, ‘lack of choice control = agency’).

1Making Links’s Codebook: Recruitment, Paperwork, Wellbeing, Flexibility, Relationships, Networking, Trust,
Advice, Choice, Planning, Training, Control, Needs, Communication, Respect.
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After listening to two recordings, participants regrouped to discuss the content that they had
engaged with and proposed potential codes that formed the initial codebook. These were written
into an online word document that was shared following the workshop for review from other
co-researchers not present. The codes were then input into the Gabber platform following this
discussion so participants could begin coding data with the preliminary codebook. Participants
then split into the same pairs to begin coding data. Feedback was received on the codebook
document that was affirmatory, and so the codebook in Gabber did not change.

Co-analysis occurred in the second data analysis workshop in the same pairs as noted above.
In total, 68 comments (18%) were created comprising 175 codes (22%), indicating that this
workshop provided an opportunity for some participants to engage in analysis who had not done
so otherwise (i.e., P3), but highlights that data analysis was primarily undertaken outside of
the workshop. An overview of participant’s coding practices across this workflow stage are
presented in Table 7.2, highlighting that although P1 contributed extensively to analysis, they did
not disproportionately when compared with others, i.e., P6 or P8.

Participant(s) # Comments # Codes

P1 (P3) 107 (18) 217 (74)
P6 125 166
P4 77 249

P8 (P6) 63 (50) 130 (101)

Table 7.2 Total comments and codes created by each participant, with co-analysis contributions being
denoted in brackets when participants were paired, e.g., P1 with (P3) creating 18 comments together.

Five participants created 374 comments across all interviews in total (mean=17.3, SD=17.5)
where 793 codes were applied (mean=79.3, SD=32.2 per interview). From this, 57 comments
contained no codes, and the remaining 307 comprised of 762 codes with 44 codes on average
per conversation. All 15 codes from the codebook created by co-researchers were used across
each conversation. The top three codes used were “Relationships” (96), “Planning” (89) and

“Recruitment” (74), while the least used codes were “Networking” (21), “Control” (29), and
“Respect” (30). 53% of comments did not include any textual responses, whereas all comments
included codes that indicated a preference for coding of data over writing responses. This may
be attributed to some participants feeling tired from writing comments due to their disability.

During comment creation, participants can resize where in the recording they want to respond
that provides granular selection of content. All but two comments were resized from the default
10 seconds to 34 on average (SD=0m25s, min=0m4s, max=4m5s). This could be attributed
to participant’s desires to associate codes with related audio content or that the default length
is unsuitable. In Gabber, users can create textual responses to comments to create further
discussion around specific regions of audio recordings. In total, two responses were created by
one participant, P4, to inform the commenter that they listened to their own conversation, e.g., “I

enjoyed listening over the recording and remembering some of the key points I mentioned.”.
In summary, this data analysis stage highlighted a desire to comment and code data specif-

ically with the intended purpose of utilising the Gabber curation interface, i.e., to identify
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interesting regions of conversations to structure reuse. This could also be because much of
the discussions around the data analysis practices (i.e., why regions were created in specific
places) occurred offline during the analysis workshop. Moreover, the practice of co-analysis
revealed insights into the collaborative preferences to engage in data analysis highlighting a need
to capture paradata outside of digital tools.

7.5.5. Curation

Figure 7.2 An example of a playlist created during the curation workshop and how it was represented.

The curation stage occurs in the Gabber platform through listening to all snippets of annotated
audio conversations from the data analysis stage, and creating audio playlists by curating a
selection of snippets around a specific theme. The curation workshop was attended by three
participants (P1, P2, & P8) who had all previously engaged in the data analysis workshop
and were therefore familiar with the dataset and had preconceptions for the types of playlists
they would like to create. Curation was undertaken as a group, which involved discussing and
planning potential playlists informed by the recordings they had listened to previously, and then
filtering and listening to commented snippets using the playlist interface. In this way, participants
did not have to listen to all content, but to find and listen to content that they were familiar with,
which at the same time highlighted how familiarity with the dataset may have caused participants
to overlook specific data. This curation process resulted in the creation of three playlists across
a range of themes, i.e., “The role of a PA”, “Employer: Recruitment Process”, and “Meeting

an Employer” that aimed to draw from experiences across projects. Figure 7.2 illustrated how
a playlist appeared to participants on Gabber. Although the Gabber playlist interface was not
designed to view multiple projects, participants instead viewed one project at a time, enabling
curated snippets to be added to the same playlist and therefore to create playlists across projects.

Following this workshop, eight additional playlists were created by three participants: P1
created four, P6 created two (who did not attend the workshop), and P8 created one. In total, all 11
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playlists lasted 35 minutes 38 seconds (mean=3m14s, SD=1m55s, min=0m44s, max=8m3s) that
each contained nine commented audios on average (SD=4.7, min=2, max=19). Four interviews
were used per playlist on average, which highlights how participants wanted to ensure that the
experiences shared from across the captured interviews were represented in playlists.

7.5.6. Reuse

Making Links aimed to capture the diverse experiences of different stakeholders involved in
managing personal health budgets, and to curate these experiences into a format that could be
used to inform the delivery of training. In particular, four of the playlists were later selected
to structure a series of training sessions aimed at individuals interested in becoming a personal
assistant that did not participate in Making Links, thereby directly utilising and referencing the
experiences shared. While P3, a staff member in Action Hub, wanted to use the playlist’s as-is,
Making Links co-researchers agreed to first request written consent from participants interviewed
to use their recording for training. While participants had consented through Gabber for their
experiences to be reused, the specific way in which it was reused outside of the platform is not
specified and so co-researchers sought to provide an additional layer of consent and control
to participants who shared their experiences. Consequently, 60% of the recordings were not
consented for use in training prior to the first session, and the playlists were not used in the
Gabber platform to deliver training and instead specific recordings that were consented were
downloaded manually where P1 and P3 created an offline media playlist for internal reuse. In
this way, only data with written consent was used, which in practice was curated further by P3
to accommodate the training session, therefore additional decisions on which data to use were
made outside the scope of Making Links. P3 then delivered a pilot training session to personal
assistants at Action Hub, thereby using the contributed experiences as a resource to enhance peer
sharing within the delivery of training, which was also attended by P8 who wanted to see how
the recordings would be used and engaged by others.

7.6. Phase Two: Post-Deployment Interviews

The previous section outlined the real-world configuration, adoption, and field deployment of
the end-to-end Gabber workflow, which provided insights into the community-led configuration
and use of Gabber and the citizen practitioners associated qualitative practices within each
workflow stage (RO2). An additional aim of the research in this chapter was to understand the
characteristics of paradata that were meaningful to participants that could inform design insights
concerning transparency and trust of how qualitative data is represented through digital tools
(RO3). The following sections outline the study design to explore this research aim and the
findings from a thematic analysis of post-deployment interviews.
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7.6.1. Study Design

One week following the data curation stage in the Making Links deployment, all participants
involved were invited for one-on-one semi-structured interviews with the author to discuss their
motivations and experiences contributing to the project, and to reflect on the types of paradata that
were meaningful to them. As such, the following subsections detail the participants interviewed,
and the data collection and analysis procedures.

7.6.1.1. Participants

ID Role Research Stages Prior Experience

P1 Researcher All Expert
P2 Staff (CEO) Preparation Expert
P3 Staff All Novice
P4 Client Capture, Analysis None
P5 Client Capture None
P6 Client All Novice
P7 Client All None
P8 Client All None

Table 7.3 The role and stages participant’s contributed to in Making Links, and their self-reported prior
experience of qualitative research.

Eight of the nine participants took part in semi-structured interviews. P9 – who contributed
to the project preparation and data capture stage, and did not participate in the data analysis,
curation, or reuse stages – declined due to lack of time or personal circumstances. Table 7.3
presents an overview of the participants interviewed, their stakeholder role in Making Links, the
research stages that they contributed to (further detailed in Table 7.1), and their self-reported
prior experiences with qualitative research where we define an expert as having previously led
qualitative research projects and a novice as having engaged in co-research activities. Notably, a
core group of five participants (P1, P3, P6-8) contributed to all aspects of the co-research process
despite some participants having limited prior exposure to qualitative research. Both P3 and P6
had conducted qualitative research in an academic environment, while P1 was the researcher
responsible with leading Making Links. These distinct roles and research stages they contributed
to were important for how the interview schedule was approached when discussing decisions
made, representation in data, and transparency as outlined below.

7.6.1.2. Data Collection

Interviews took place one week after the data curation stage to ensure participants had recent
experience engaging in research stages and because it was unclear when the data reuse stage
would occur. All interviews were semi-structured and conducted in person, with the exception of
P3 that was conducted over telephone. Interviews were split into two parts where: (i) participants
reflected on the decisions that they made when contributing to each research stage and were
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presented with Gabber interfaces to discuss how their contributions were represented, i.e., screens
they used to analyse and curate data; and (ii) a scenario was used to structure a speculative
discussion in relation to paradata usage concerning: representation, trust, and transparency.

For the second part of the interview, a speculative scenario was used to discuss these areas
of interest for two reasons. Firstly, findings from chapter 6 highlight desires from citizen
practitioners for new ways to understand who has engaged with their data (transparency), to see
how they and others are represented across each stage of the research process (representation),
and how they trust the data will be used. Secondly, prior work highlights that directly discussing
the term ‘paradata’ explicitly could confuse participants as it is an unfamiliar term [59]. This
motivated the choice of a scenario to reflect on the potential of paradata indirectly while limiting
the potential to lead participants into discussing specific forms of paradata. The following
subsections describe the protocol used, including what was shown to participants at each stage
of the interview.

7.6.1.2.1. Reflections on Decision Making

Before the interview began, the rationale was described as aiming to understand participants
experiences from contributing to Making Links and the decisions that they made that Gabber
does not record, i.e., paradata. Each participant was then provided with an information sheet
and consent form. The interview began by asking the participant to explain their motivation
for engaging in Making Links to ease them into the interview process and were then asked to

“walk me through the stages you contributed to” to explore the decisions that they made when
contributing to Making Links. For example, P5 only contributed to the capture stage and was
therefore asked why they interviewed the specific person that they did, where their interview took
place, and why they did not engage in other research stages, etc. This enabled understanding
of decisions that participants made (i.e., paradata) that was not captured through Gabber that
participants deemed important to convey, while reflecting on the usage of Gabber and their
qualitative practices. The interview schedule is outlined in Appendix C.2.

Following this, and to structure reflective discussions, a laptop was used to show the partici-
pant how data was represented and engaged with by other Making Links members in both the
data analysis and curation stage on the Gabber website. For example, P5 was shown an interview
that they took part in and P6-8 were shown interviews they had analysed. As P3’s interview
was conducted over the phone this was not possible, so instead the author prepared summary
statistics to highlight how others engaged with their contributed data such as the total quantity of
comments on their interviews. This enabled participants to understand the other workflow stages
that they may not have contributed to and how data was engaged with, such as P3 who had only
engaged in the data capture stage. Participants were then asked their thoughts concerning how
this data was represented on the Gabber website, and “Is there anything else you would have

liked to know about how others engaged with your data” to understand what was valuable for
participants and what may be missing.
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7.6.1.2.2. Speculative Scenario

The second half of the interview used a speculative scenario to discuss how the decisions
participants made when contributing to Making Links could be viewed and benefit others. A
scenario was used to structure and provoke discussions on the implications of the decisions that
participants made. Participants were presented with a handout of the following scenario that was
read out by the researcher verbatim to contextualise the proceeding discussion:

Sami, CEO of Action Hub, located in another area has come across content created

through this co-research project. Sami has loved listening to the experiences shared

and the innovative way technology has been used. Sami wants to lead a co-research

project and would love to learn about what happened behind the scenes to help

replicate your process: not just what data went in and what came out, but why you
made the choices you did. Sami has contacted you with three questions that would

help them get started.

After introducing the scenario, a Gabber playlist was shown to participants to ground their
responses in relation to the outcome of Making Links. Three questions were then asked to struc-
ture this second part of the interview around the themes of trust, representation and transparency
as follows: (1) “How can we trust that a playlist represents a community’s experiences?”; (2)

“How data you contributed and analysed might be misrepresented”; (3) “How the time and effort

that went into the process is not present in the final output”. When discussing each question, the
participant was prompted to consider the decisions that they made during Making Links and how
those could be used to represent their efforts.

7.6.1.3. Data Analysis

All interviews were audio recorded one-week following the completion of Making Links. Inter-
views lasted 47 minutes on average (SD=09m33s, min=35m51s, max=62m) and were transcribed
verbatim using a transcription service and are available as a public dataset [223]. In line with
analysis undertaken elsewhere in this thesis, an inductive thematic analysis (TA) approach was
taken following Braun and Clarke [34]’s six-step methodology with an interest to understand
the potential value, perceptions, and challenges of paradata. TA was chosen as it accommodates
working with a diverse range of qualitative data sources as was collected in each case study – i.e.,
field notes, participant observations, and interviews – and facilitates flexible, iterative analysis.
Data was initially coded and labelled with summary notes by three members of the research
team including myself, which were then discussed between these three researchers. Following
this, data was recoded, then clustered into initial themes based on codes and notes from across
researchers. The initial themes were then discussed between those that coded data to refine
themes prior to revisiting the coded data. The themes were then refined through an iterative
process as the writing of the analysis progressed. This iterative, inductive process resulted in
four themes that are presented in the following section.
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7.6.2. Findings

The following findings document insights gained from the reflective, scenario-based interviews
with participants following their participation in a digitally enhanced co-research project where
Gabber was used across each stage of the qualitative workflow. Across these findings, how
paradata was primarily framed as enabling data provenance [15] is highlighted for four distinct
purposes: (1) to reflect on participant’s decision-making processes; (2) to demystify the decisions
that are made by practitioners with data in the research workflow to increase the trustworthiness
of findings; (3) to provide data owners with opportunity to contest decisions made from their
data; and (4) to observe how data contributed impacts the research process as a proxy to create
evidence for external stakeholders. The following subsections describe each theme.

7.6.2.1. Reflecting on Digitally Enhanced Qualitative Practices

Participants described their data analysis practices as primarily aiming to identify interesting
content that would reduce the time and effort required from peers in the subsequent curation
stage. For example, “things that stood out which other people could relate to” (P4) and “What

parts of what this person is saying are useful to other people, as opposed to personal situation

stuff?” (P7). This selfless focus came across these interviews, and notably where participants
raised little concern for how their data and potential paradata could be misused. This could
be attributed, in part, because Making Links was designed as a safe space from the offset and
participants were aware that any data captured through this stage would not be shared publicly
without specific additional consent.

Participants empathised decisions that occurred outside of Gabber usage that impacted their
future decisions in Making Links. For example, P7 described trying to persuade a peer to be
interviewed and contribute their live experiences, noting that this interaction “perversely, brought

up a lot of useful information out of them that I have not been able to capture”, which impacted
how they interpreted experiences when listening to content during data analysis. In contrast, P6
and P8 undertook data analysis in-person as a pair, which P6 described as requiring compromises
due to conflicting analysis practices between the pairs:

“We’re both quite alpha and we both think we know the right way to do it ... so we

compromised how we would listen in sections and stop it and pause it or we listen to

the whole thing. P8 wanted to listen to the whole thing and then just pick out like

highlights, and I would rather go through it in bit-by-bit.” (P6)

This illustrates the multiplicity of decisions participants made within different stages of the
research workflow. However, documenting how analysis is configured and approached could
provide more granular insight into participation: P6 only contributed through the co-analysis
process, but this is unknown to the Gabber platform as P8 was the user who created comments
during analysis (Table 7.1). When asked why they selected the interviews they analysed, P6
explained that the limited time they had for co-analysis restricted which data could be chosen
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and that interviews were selected to gain a “broader sense” of participant’s experience, i.e., by
viewing interviews from across multiple distinct participants.

Through Gabber it is possible to capture paradata on the specific interactions when selecting
and coding audio interviews, which could provide insight into who and what decisions were
made by each participant. For example, who of the research team did not engage in analysis or
which timestamps of interviews were not listened to. Across these interviews, we were often
surprised to hear the reasons for decisions participants made when conducting interviews or
analysis, such as choosing who to conduct paired analysis with. Paradata could help explain what
and how participants engaged with qualitative data but would require contextualisation from
participants to enhance its meaning for others, such as knowing that the purpose of coding data
was for reuse than nuance of content. This is particular important to explain why an individual’s
paradata may diverge from others, such as the time they spent when undertaking data analysis.

7.6.2.2. Demystifying Decisions in Qualitative Practices

When presented with the analysis interface from interviews across Making Links, P2 – who was
the CEO of Action Hub and only involved in the initial preparation stage – was surprised to see
the quantity of comments and overall engagement with interviews. This invoked P2 to request a
breakdown on how long each participant spent contributing to gauge the overall effort that would
be required to run future instalments of Gabber. In contrast, P3, who had engaged in all research
stages, highlighted the importance of improving transparency so that participants who contribute
their data can see how their contributions are used and enacted by the community:

“Anything that improves transparency and makes processes clearer is never a bad

thing. It shouldn’t be. If you’re taken part in something, there should be no mystery

to it. It should be clear what your contributions was, what was done with it, and

how it fed into whatever the end product is.” (P3)

P3 went on to suggest that increased transparency could help practitioners critically reflect
and become more aware of their current approaches to qualitative research as all decisions made
could be visible to others:

“It’s [paradata] going to make people who use Gabber think harder about what

they’re doing because the more transparency there is, the more conscious you’ve got

to be: why am I doing this? How did I come to this conclusion? How do I justify it?”

(P3)

On reflecting on contributing to each research stage, the extensive time participants con-
tributed was raised as important to document and visualise alongside reported findings to
showcase the effort that went into each research stage. However, P6, who engaged in all research
stages, noted that recording temporal paradata should include “all the think time around it [the

process]”, noting that this was not shown through Gabber. The potential of visualising the indi-
vidual or aggregated time spent undertaking data analysis was suggested by another participant
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as a mechanism to gauge and compare the quality of disseminated results “. . . how long did

somebody take to make that playlist versus one of the others” (P8), reflecting that this would only
be meaningful at the end of a research process rather than during as showing this paradata could
influence which data is engaged with. This highlights the potential fluidity of paradata: data
can be captured in one form (time spent) but used at different moments of the research process
to initiate representation, impact, or discussion. However, having “fully transparent” research
processes raised concerns from P6 – who engaged in co-analysis – regarding the potential of
implicitly introducing biases when collaborating on data analysis as how individuals or the
community engaged with the data might influence selection: “people might go to the one that’s

had the biggest hits, but it doesn’t mean it’s the one with the most useful information.” (P6).
Participants expressed desires for alternative ways to view and explore the decision-making

process alongside disseminated results – in Making Links this was in the form of audio playlists
– to reveal qualitative research practices for themselves, funders, and the general public. For
one participant, knowing “the background of the person and where they’re coming from, not

just a clip” (P5) was important to contextualise, relate, and to further appreciate the research
findings. Sharing of personal identifiable information goes against the professional, ethical
conduct, and regulation of qualitative research practices. However, participants interviewed
expressed a desire for more control over how data they contribute to research projects – such as
in Making Links where (co)researchers also contributed their experiences as interviews – and
the associated paradata is used and viewed by others.

7.6.2.3. Viewing and Contesting Personal Contributions

Qualitative research typically involves capturing experiences from participants, who often have
limited involvement in the data analysis and dissemination research stages [172, 175]. In
contrast, all stages of Making Links were led by community members who used Gabber across
the complete qualitative workflow. P2, who was most experienced with qualitative research
reflected that traditional qualitative research practices can feel isolating and saw the inclusion of
participants across in all research stages as a democratic approach that enables individuals to
explore narratives beyond their “filter”:

“When reporting peoples experiences . . . the filter is me. Yeah, you can go back, and

you can check themes, or do certain things, but really, the filter is me. But this way

[Gabber], then the filter isn’t just me. It’s other people commenting on each other’s

interviews, really, more democratic . . . ” (P2)

Many participants expressed the personal value from contributing to Making Links, in
part due to the positive experience of meeting peers and the collaborative configuration of the
project. Despite this, participants expressed wanting more control and ownership over how their
experiences would be reused, particularly to redress any feelings of misrepresentation. This
was in contrast to the data analysis and curation stages as they “included the person with whom

the interview was with” (P3) and thus improving the validity of the results as the participants
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have “been instrumental in coding it and confirming its use” (P3). Whereas how data was reused
beyond the co-research project was unknown and therefore their experiences may be represented
in ways that misalign with their values. For P3, it was therefore more important to be able to
trace the provenance of their contributed data from the final output rather than see paradata when
they contribute to research stages:

‘It would be useful if you can link each exerted playlist back to where that came from.

. . . if there was somewhere you could click into and you could see an explanation

of where and you know, how this interview came about. . . . then you can see why it

happened and why somebody gave their time for this.” (P3)

Data provenance is typically achieved through the use of predefined metadata, e.g., W3C’s
PROV standard [271]. However, enhancing each step taken through data provenance with
paradata, such as listening metrics in Gabber, would further increase the visibility of engagement
with participants data and the impact it has had. Moreover, being able to view contributions
in this way could enable research participants to offer their opinions to clarify, confirm, or to
contest how results are presented to ensure data is not misconstrued. One participant suggested
that data owners should have a way to “veto” how their data is used in Gabber to overcome
challenges of misrepresentation:

“It’s always subjective, but at least the person whose information it is has had

control over how it’s been used because they’ve been involved in the process and

they’ve always had final veto.” (P3)

When presented with a playlist, P4 was surprised to learn that their voice was included in
all playlists created in Making Links, and was curious to know the cumulated time that others
spent listening to their interview. For others, being able to not only view, but contest how their
voice was represented was equally important. P8 suggested initiating a “complaint procedure”

(P8) if they did not agree with how they were represented. Making paradata – such as listening
behaviours in Gabber – visible for research participants could help demystify interactions that
occur with data and qualitative research practices more generally from the perspective of citizens.

7.6.2.4. Evidencing Engagement

Researchers often strive to “give voice” to participants through how they represent their ex-
periences as research findings [13]. Typically, participants are not included in the analysis
stage, which can lead to participants sharing their experiences but not knowing how or if their
contributions informed and impacted other research activities [60, 175]. In our interviews, it was
important for participants to know and see how their experiences were heard and engaged with
beyond the Making Links members:

“What would be interesting to know is how many people have actually listened to

what I’ve said. To hear what they’ve highlighted about the actual interview itself ...

It means somebody is listening to what I’ve said.” (P4)
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When contributing experiences to research or consultation projects, having direct “feedback”

from the hosts leading the project was noted by P4 as a way to evidence the impact they created:
“They might have spent £20,000, and it would be nice for us to say, ‘Well, at least they’ve listened,

and they’ve put this into effect.’ ” (P4). In Gabber, disseminated results are represented as audio
snippets that link back to the original source. This format of representing research findings was
seen as trustworthy as “. . . the raw data is always available, so the trust here is that you can

track back and hear the whole person.” (P8). For P3, being able to trace the audio snippet from
the reported outcome to the raw interview was seen as a way to make the process more tangible:

“I think it’s when you’ve contributed to something, and this what’s nice about using

Gabber, is people can see the impact of their contribution. You’ve actually got a

tangible product that you can see what you did.” (P3)

While traceability is often achieved through metadata, such as backlinks to source material,
paradata could supplement each ‘step’ that is being traced where it could further demonstrate
impact. For example, by representing aggregated statistics of how many researchers listened or
coded your data. Transforming paradata into a tangible asset could help enable accountability
of the research workflow to increase its perceived validity and be used as evidence to support
funding bids. For example, one participant noted that funders now require “evidence of what

your users want” (P8), which could be achieved through a co-research project as presented in
this chapter and strengthened though being able to “demonstrate the process you’ve gone through”

(P2) that could be possible with paradata.

7.7. Discussion

This chapter explored the role of paradata across a complete qualitative research workflow to
understand which types are most meaningful to both research participants and (co)researchers.
Findings from this field deployment highlight desires for “tangible” interactions with paradata to
demystify research practices and explore the impact participants have had on research. Moreover,
paradata was seen as a multifaceted form of data, ranging from being intangible (i.e., perceived
effort) to temporal (i.e., time spent on analysis). Critically, this chapter has not presented specific
types of paradata but rather highlighted how objective and subjective measures of paradata are
desired and could be recorded through systems like Gabber and used to enhance transparency
amongst other practical uses. Here objective paradata could entail the time spent listening to an
interview while subjective could be the perceived effort spent listening to the interview.

The following subsections situate these findings within existing qualitative techniques and
digital tools that aim to improve the reliability of research practices. In doing so, this chapter
posits the need to design personalised interfaces that represent paradata in ways that are mean-
ingful to research participants and researchers (who lead qualitative projects), and the associated
challenges with privacy and consent when (re)using paradata. For researchers, this meant using
paradata to make their decisions visible to increase research rigour and accountability and for
research participants representing how their contributions created impact.
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7.7.1. Increasing Transparency with Paradata

The decisions a researcher makes during a qualitative research workflow can create paradata
that we argue is personal and more meaningful to its creator as they understand and can explain
variations in paradata. For example, the time spent analysing an interview may be because
one participant is deeply engaged in that specific research activity, or as experienced in our
study, paired analysis took place, resulting in significant time being devoted to that activity. In
this instance, paradata is subjective and requires contextualisation by its “owner” for it to be
meaningful to the individual (i.e., for evidencing impact) and when aggregated (i.e., for summary
statistics of participation to account and adjust for this explanation). Consequently, we argue that
designing mechanisms to enable contextualisation of paradata where it is often automatically
captured is scope for future work. This insight on the need for context to render meaning to
paradata can inform interface design and prioritisation in the types of paradata that are captured
in digital qualitative systems, i.e., temporal that is objective and automatically captured, and
intangible that is subjective and could be captured via a questionnaire or in-app prompt. However,
the motivations, utility, and opportunities for how paradata is represented and utilised varies
depending on who is viewing its representations, i.e., (co)researchers or academics, and thus
having both individualised and aggregated interfaces would be beneficial depending on the
context of use.

Contextualising log files and data automatically recorded by technologies to enhance its
value is a well-documented design challenge in personal informatics [165], with research
exploring how other people’s metadata from within a community can be overlaid to inform
shared annotations and reflections similar to the use of digital prototypes in chapter 4 [217]. In
contrast, Wirfs-Brock et al. [278] presented paradata to users of a music streaming platform
– i.e., top songs, play-counts, hours listened to music – to discuss their usage patterns with
the aim of informing interaction design for voice assistants. This work calls for more user
involvement in the design of interfaces where paradata is used. P6 noted that Gabber’s use
of the raw audio interview across all research stages enhanced engagement and accessibility.
We posit that presenting paradata alongside the original source data (such as an interview)
provides a context that can be meaningful to all stakeholders involved as each data source further
contextualises the other. In this way and similar to [278], paradata from real-world qualitative
practices could be used as a resource to facilitate participatory design sessions that bring together
the diverse range of stakeholders involved to ensure systems that are designed respond to the
stakeholders’ diverse needs and therefore produce systems that are meaningful to use. The
following subsections outline the motivations, opportunities, and challenges for designing and
using paradata to supplement raw data for researchers and research participants respectively.

7.7.1.1. For Researchers to Enhance Data Sharing

Recent research within the HCI community frames transparency in qualitative research as two
components: process transparency and data sharing [256]. Findings from this chapter highlight
desires to make visible decisions from across the research process and therefore the potential of
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process transparency with it through the use of paradata. In contrast to (co)researchers, where
motivations to utilise paradata are intrinsic, for academics they are frequently extrinsic as they
require evidencing rigour for accountability purposes. Sharing qualitative data remains a key
tension point within the qualitative research community due to the ethical and informed consent
constraints associated with sharing human experiences, such as interview transcripts or audio
[89, 256]. Designing interfaces that aggregate paradata could be one way to reveal procedural
aspects of the research process to others while working within existing constraints because
aggregated paradata would ideally be anonymous and owned by the academic. For example, if a
researcher conducted an interview study, a summary report that includes who in the research
team engaged in data collection and analysis, their listening coverage of the interviews, and the
portion of transcripts unused. Such a report could be interactive to enable others to query and
explore this paradata, i.e. “Has all the data contributed by participants been analysed?”.

Future work could explore and expand on these paradata-driven interfaces to enhance
or supplant existing qualitative data sharing practices and in doing so uncover the associated
challenges through use. Caution must be taken when designing such interfaces as they could
lead to practitioners “gaming” the process through producing paradata in ways to achieve an
optimal characteristic. For example, assuming “representation” was a key characteristic, then
the research team could have everyone open the transcripts and “engage” with them by leaving
the digital tool open while they are not present.

In contrast to viewing a personal interface containing paradata, aggregated paradata has
the potential to become a new form of supplementary material that can enhance qualitative
data sharing as we argue paradata is independent of methodology applied during research.
For this paradata to be meaningful to others would also require sharing notes or annotations
to contextualise the paradata as outlined above. Requiring contextualised notes introduces
additional layers of consent that could deter paradata’s adoption. However, using paradata for
data sharing could be one tool to respond to emerging challenges of sharing raw qualitative data
through providing a proxy that gives insights without revealing participant details [89], such as
verifying that all research staff engaged in data analysis or that all interviews were disseminated.

7.7.1.2. For Research Participants as a Feedback Loop

Qualitative research methods are increasingly being used by citizens and community organisa-
tions where transparency of decision-making is becoming increasingly important for account-
ability and to secure funding [172]. Research participants typically contribute to the preparation
and data capture stage as outlined in chapter 5, and so future work could explore the design of
paradata interfaces for data analysis processes as these would create more impact for research
participants, such as displaying how many and for how long researchers spent listening, analysing
and engaging with participant’s lived experiences. This provides unique design constraints as
participants would be both the providers of source data and consumers of researcher’s paradata.
For example, should participants know the total duration researchers spent with their data, but
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what if this time is short or non-existing? Particularly if this can be observed and compared
amongst a set of interviews.

The use of technology across the complete qualitative workflow provided opportunity for
participants to reflect on the potential utility of paradata. For participants interviewed, paradata
was imagined as a “tangible” asset that would satisfy their curiosity through showing how their
contributions impacted the research workflow and how these were engaged with by others. In
Gabber, such an interface could contain the time spent “engaging” with the data i.e., listening

coverage as the co-researchers expressed and desired to know how much time they spent doing
analysis and were surprised when they reflected on it. Using data for reflection in this way is a
common practice within personal informatics, e.g., tracking time spent across applications on a
computer [261], but has yet to be applied to qualitative practices. For participants interviewed,
knowing personal details of who engaged with their data was important to build trust and a
relationship between the research participants, the researchers, and their data. One approach
could be the use of pseudonymisation for exploration of paradata at an individual level, i.e., which
researchers listened to my data. In this way, paradata can form a feedback mechanism to the
people that were involved in the research and thus as a way of closing the direct connection with
research participants, but without revealing personal details between participant and researcher.

7.7.2. Implications for Privacy and Consent with Paradata

Informed consent is an integral step of the ethical conduct and regulation of qualitative research
to ensure participants understand the implications of participating in research activities and how
their contributed data will inform research [199], which motivated the embedded, multi-step
dynamic consent process within the Gabber platform over the raw data captured. Prior survey
methodology research highlights how “the concept of paradata is inherently difficult to grasp

and is unfamiliar to virtually all respondents” when taking informed consent, leading to low
attrition in surveys [59]. This introduces design challenges for how best to represent, capture,
and consent for paradata use within research projects where the stakeholders and the anticipated
stages of research that they will contribute to may vary.

In the case study presented in this chapter, participants had trust in one another as collabora-
tors, and so did not perceive any potential privacy concerns with how paradata could be misused
within the predefined boundaries of the safe space created through Making Links. While digital
tools for qualitative practices could automate the capture of paradata, enabling participants to
observe, trace, or contest how their data is used, paradata also has the potential to facilitate
malicious use, such as recording other forms of paradata (keystrokes) or monitoring time spent
undertaking activities for performance review. Having an additional tool that provides measure-
ments of “productivity” creates a risk of being used as a performance management tool rather
than to promote transparency of qualitative practices. As noted previously, such an intended
performance measurement use could impact how qualitative research is undertaken through
shifting the focus on evaluation of the process (via paradata) rather than research outcomes. As
noted above, this could lead to researchers ‘gaming’ the process to ensure objectives are met
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(e.g., listening to a specific quantity of interviews) or to ‘improve’ performance with regards to
the proportion of analysis over time, which retracts from the purpose of conducting data analysis.
As such, careful design must be taken to ensure paradata-driven interfaces and the associated
tools are used for their specific purposes when applied to qualitative research practices, e.g.,
to supplement sharing of raw data. How this could be realised remains an open challenge, but
consent of sharing this data from both researchers and research subjects provides one way that to
restrict access to those who need it.

Moreover, the need to contextualise and catalogue paradata adds additional time and labour
requirements that could prevent its adoption, and so determining which subset of objective
paradata that can be automatically captured would be most meaningful is a crucial next step
of this research. It is therefore critical to design platforms that consume paradata to explicitly
document what paradata is being collected and why, and for the paradata owner to have granular
access control over what is recorded and who has access. For academics, this could be in the
form of open data through pre-registration of paradata that intends to be recorded for research
purposes and shared to make the decisions and intent transparent to further build trust amongst
the research community concerning qualitative data [44, 49].

7.8. Limitations

This chapter provided insight into the use of Gabber across the complete qualitative workflow by
citizen practitioners, and reflected on the intended use of paradata through follow-up interviews.
Participant’s role as both (co)researchers and research participants informed actionable design
recommendations of interface design for both roles. Participants were mostly inexperienced with
qualitative research practices prior to participating in Making Links, and so the design findings
are not generalizable to other contexts. Nevertheless, inexperience is a side effect of participatory
and co-research approaches that are increasingly being adopted within HCI (e.g., [78, 270]), and
so there is a need to further explore the transferability of these findings. Moreover, this chapter
has provided the conceptual foundation for paradata as a potential design tool in qualitative
research practices and initial exploratory fieldwork to build upon. Future research could explore
interface design with researchers and study participants where tangible forms of paradata – e.g.,
data profiles [278] – captured throughout the research workflow are presented, discussed, and
reflected upon by the research team, and thus extend the design learning presented in this chapter.

7.9. Summary

This chapter presented a case study of a co-research project led by citizen practitioners who
adopted, configured, and used the Gabber platform across the complete qualitative workflow
where they engaged in all decision-making activities. Observations of these qualitative practices
and post-deployment interviews provided insight into the challenges that arise through real-
world use across the workflow (i.e., RO2) and in particular the practices not facilitated through
technology but where paradata might be meaningful to capture, such as to overcome issues of
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representation (i.e., RO3). Our findings highlight how paradata has the potential to demystify
the processes associated with research for practitioners, provide opportunity to contest decisions
made on contributed data, and could be used to observe how contributions created research
impact. Through this, the associated design challenges – i.e., a need for contextualisation and
designing with data owners – that could inform the design of future paradata-driven interfaces
were presented. In particular, paradata could be used to illuminate the activities currently under-
taken “behind the scenes” [263] that we argue could increase transparency and representation of
decisions made.

The following chapter reflects on findings from across all case studies undertaken in this
thesis in relation to the research objectives outlined in the introduction, i.e., how technology might
support inclusive participation in each qualitative workflow stage. Following this, the overarching
limitations of the methodology used across this thesis and proposed qualitative workflow are
described before concluding with a discussion on potential future research directions.
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Chapter 8. Discussion and Conclusions

8.1. Introduction

Participatory partnerships between citizens, civil society, and local government are increasingly
being adopted by public authorities and academics with the aim of drawing from local expertise
to inform decision-making [101, 270]. This thesis argues that such partnerships mirror aspects
of the qualitative research process, but like traditional consultations, can less often include
all stakeholders in the data analysis and dissemination stages [146, 172]. Human-Computer
Interaction (HCI) and more recently digital civics research has demonstrated how digital tools
can enhance participation, but to date primarily enhance individual research stages [141, 171].

In response, this thesis primarily aimed was to explore the design of digital tools to enable
inclusive participation for qualitative practitioners across each and every stage of the qualitative
research workflow. This began through critically reviewing literature to characterise the research
practices of academics, civil society organisations and citizens who are key stakeholders in
such participatory partnerships, i.e., chapter 2, where the distinct and overlapping research
practices of each were summarised, including how digital tools are adopted and used. From this,
chapter 5 outlined a novel conceptualisation of a qualitative research workflow that draws from
the intersection of these qualitative research practices, thereby creating design opportunities to
increase inclusivity across these intersecting qualitative practices for each stakeholder group.

To understand this workflow in practice, an action-oriented research approach was taken
through fostering partnerships with stakeholders who were interested in or actively engaging in
qualitative research. Five case studies were undertaken in distinct contexts with academic, civil
society, and citizen practitioners to observe and examine the adoption of the proposed workflow.
In particular, chapter 4 described the participatory action design research (PADRE) approach
taken to iteratively design, develop, and deploy digital prototypes across the first three case
studies in academic and civil society contexts. Design insights gained through this informed the
development of Gabber, a digital platform that realises the workflow through a single technology
as outlined in chapter 3. Gabber was then used in two longitudinal case studies with the IFRC
(chapter 6) and a citizen-led initiative (chapter 7) where observations of and interview with
participants focused on how these digital qualitative practices were configured and adopted.

This chapter begins through revisiting the research objectives outlined in the introduction
chapter in relation to key findings from across the case studies to show how these were addressed.
This thesis’ contributions to the wider research fields of HCI and citizen social science (CSS) are
then outlined. The limitations of the underlying methodology and proposed qualitative workflow
are described, followed by offering suggestions for areas of future research.
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8.2. Reflecting on the Research Objectives

How can digital tools be designed to enable inclusive stakeholder

participation throughout a qualitative research workflow?

This guiding research agenda was presented in chapter 1 that underpinned the research
presented throughout this thesis, which was then divided into three distinct research objectives.
This thesis has made direct responses to these objectives and discussed the implications for each
in relation to relevant literature within each case study chapter. The following subsections revisit
and provide direct responses to each objective in relation to findings from across this thesis.

8.2.1. RO1: Explore the Design of Digital Tools to Enable Stakeholder Participation in All
Qualitative Research Stages

To address this research objective, chapter 5 considered the qualitative research process as
a workflow through explicitly defining and characterising the research stages that are often
overlapping or implicit within existing literature, i.e., Preparation, Consent, Capture, Analysis,

Curation, and Reuse. Through this conceptualisation a design space was defined where alternative
modes of stakeholder participation can be explored. Chapter 4 outlines three chronological case
studies (CS) conducted over two-years where each workflow stage was iteratively examined
through the design, development, and deployment of digital prototypes to enhance existing
qualitative practices. These case studies offered design learning from the perspective of enabling
academic (CS1/3) and a civil society organisation (CS2) to participate in all qualitative research
stages as illustrated in Table 4.1. These three research contexts provide a range of design insights
into each workflow stage as outlined in chapter 4, with three challenges surfacing across the
subsequent two case studies: the use of voice, dynamic consent, and configuration participation.

Firstly, building on prior participatory media research [21, 267], a key design decision of the
proposed workflow is the prioritisation of interactions with the original captured audio media as a
design technique to increase opportunity for participation. The importance of the nuances audio
affords was best highlighted in findings from CS2 – a partnership with a local charity that deliver

services to individuals with complex needs – where captured conversations were presented back
to service-users in subsequent visits with the aim of supporting personal reflection. In one case,
a support worker attributed this reflective process to an increased desire from the individual to
get better as they were seen to realise their own words, which would not have been possible in
written form due to the individual’s literacy levels. The decision by our collaborators in CS5
– service-users from a community-led charity organisation that provides support to disabled

individuals – to select Gabber from a range of existing commercial and research tools was driven
by the perception of how audio preserved individuality through voice and how it could reduce
barriers for these individuals to take part in all workflow stages.

The distinct context, backgrounds, and experiences with qualitative research of participants
in each case study highlighted the utility and value that the Gabber platform provided, and in
particular how it accommodated participation in each research stage with limited support from
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researchers. How participation in workflow stages is structured varies drastically: from sharing
your voice (capture stage) to having your voice shared by others (reuse stage). A key distinction
in the proposed workflow compared with prior digital systems as outlined in Table 3.1 is making
consent an explicit workflow stage and designing this into the associated platform. Through
this, participants have autonomy over how their data is (re)used throughout the workflow and
therefore how they are represented and participate in subsequent stages. Findings in CS2/5
highlight the challenges of audio reuse in sensitive contexts where service staff desire to consent
on behalf of their service users, illustrating a need for interface design to offer more granular
control to participants in how their data could be used in the future.

Finally, a notable challenge identified in chapter 4 and chapter 7 was that a small portion
of the community disproportionately contributed to specific research stages, which resulted in
subsequent stages being drastically shaped by individuals. This is a common challenge amongst
community-driven platforms where content moderation is typically introduced to mitigate these
challenges, e.g., [1, 160, 262]. However, moderation requires additional work and could be
perceived as less inclusive as the ultimate decision on which content to include is taken by the
moderators. One alternative solution explored through RO3 is to surface the decisions made
through the technology (i.e., paradata), such as whose voices contributed to a curated playlist,
which could facilitate transparency on who and how contributions are used and engaged with.

8.2.2. RO2: Explore How Practitioners Use Digital Tools Across The Qualitative Workflow

The iterative design of digital prototypes examined through chapter 4 informed the refinement
and development of the Gabber platform, which encompasses the complete qualitative workflow
through a single system as outlined in chapter 3. In contrast to the initial three case studies, the
aim of the final two was to explore how practitioners configure, adopt and use Gabber across the
complete workflow. As such, two distinct research contexts were sought that provided contrasting
uses of the system, from a top-down configuration by an NGO (chapter 6) to the bottom-up use
by a citizen-led initiative (chapter 7). Each empirical study provided unique insights into how
Gabber was used to support the associated qualitative workflow of these practitioners with the
key challenges and opportunities identified across these case studies summarised below.

In chapter 6, a partnership with the International Federation of Red Cross and Red Crescent
Societies (IFRC) was presented where Gabber was configured and used as part of an ongoing
globally distributed community engagement to explore alternative ways for their members to
capture, analyse, and disseminate ideas from local members. Due to the distributed nature of the
engagement a digital campaign was designed termed TalkFutures where three distinct roles were
created that map to individual qualitative workflow stages – i.e., capture, analysis and curation –
with the aim of creating lightweight modes of participation as limited support could be provided
due to the geographically configuration of the case study. In contrast to the prior case studies, the
curation and reuse stages were not used and instead the curation role was designed around the
application of graphic design skills to produce summary visualisations in digital tools outside of
Gabber that could be used to promote TalkFutures on social media. This highlights the flexibility
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of the workflow through a modular use that was adopted to work within the practices of IFRC
decision-makers.

In chapter 7, citizens led a partnership with a local charity with the aim of capturing the
voices of service-users to raise awareness and share knowledge for a specific purpose. In contrast
to chapter 6, this was a grassroots configuration of the end-to-end workflow through Gabber. One
critical insight raised through observations of participation was the emergence of co-analysis
practices whereby individuals split into pairs to listen, discuss, and analyse audio content as
a team. Many of these rich discussions were not captured or documented through the Gabber
platform, resulting in tagged content lacking contextualisation of why it was chosen that may
benefit others during the subsequent workflow stages. For example, participants identified in
interviews that they selected individuals to listen to so as to increase representation within the
curated dataset, which paralleled findings from CS2.

While each context was distinct in its content, location, and scope of participation, each
resulted in a large corpus of captured and annotated audio conversations that could be curated and
reused by practitioners when desired. Likewise, the community in chapter 7 selected Gabber due
to its use of prioritisation of voice across all stages of the workflow, whereas chapter 6 configured
and used it primarily for data capture, consent, and analysis. This modular use could be attributed
to the challenges of decision-makers to engage with media to create action as outlined in prior
digital civics research, in part because their existing practices are designed around written reports
[78, 146]. This presents opportunity to explore how alternative versions of Gabber could provide
supplementary transcripts to work within current reporting practices of decision-makers.

8.2.3. RO3: Investigate The Types of Paradata Meaningful To Qualitative Practitioners To
Enhance Process Transparency

Chapter 6 presented a geographically distributed partnership with the IFRC’s innovation team
who sought to engage its members in an ongoing community engagement. Findings from post-
deployment interviews with members who contributed to varying stages of the digital qualitative
workflow highlighted desires for increased transparency in who and how other stakeholders
engaged with their contributed data, paralleling findings from recent digital civics research
[60, 78]. As such, this thesis sought to investigate which types types of paradata – i.e., data

generated through the process of engaging in qualitative practices through digital tools – that
could be recorded through Gabber might be used to enhance process transparency [256], i.e., to
make the steps associated with each stage of the qualitative workflow transparent and accessible
to others.

To date, paradata has primarily been used within survey methodology research to improve
attrition and monitor engagement [58]. In contrast, chapter 7 provides a distinct conceptualisation
of paradata to enhance process transparency of qualitative research practices and an initial
investigation in response to this research objective. An exploratory study was taken rather
than a PADRE approach as in chapter 4 because it was unclear how paradata might be framed
and meaningful to practitioners. Findings from post-deployment interviews with participants
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following this case study surfaced insights into the objective (i.e., time spent on data analysis) and
subjective (i.e., perceived effort) measures of paradata that were meaningful to practitioners and
how a combination of these would be necessary to provide insight to participants. In particular,
participants desired viewing visual representations of paradata to help demystify the research
practices to themselves and for others.

One notable challenge raised was the need to contextualise paradata within interfaces to
make it meaningful beyond those who created it, which could result in a time-consuming process
for participants if they are required to manually annotate and contextualise all paradata recorded.
One solution presented was the aggregation of paradata to provide a summary report that could
provide insights into high-level decisions made “behind the scenes” [263] without compro-
mising anonymity. We posit that there is potential to create more inclusive and representative
participation with paradata through facilitating process transparency [256], but how this could be
realised within existing digital systems like Gabber requires further exploration. In addition, and
in response to the challenges of consent raised in response to RO2 above, paradata could become
supplementary material in place of the raw content to evidence that data contributed exists and
was engaged with by a range of participants.

8.3. Reflecting on the Research Approach

This thesis sought to understand how digital tools could be designed to enable inclusive partici-
pation across all stages of a qualitative research workflow. To that end, it was important for me to
undertake design research in realistic contexts, and so a case-study approach was adopted where
technologies could be designed with participants and deployed to support ongoing participatory
partnerships [249]. Two research approaches were adopted across this thesis: an action research
(AR) approach in case studies where the partnership’s objective was to create social action;
and a human-centred design (HCD) to ensure research observations and findings could more
meaningfully inform the iterative design of digital tools that was applied across all case studies.
This section reflects on these approaches in relation to the design of digital tools to support
inclusivity, activism, and knowledge construction.

Participatory partnerships between academics, civil society organisations, and citizens are
increasingly becoming common within HCI research [124, 246]. Recent work highlights that
taking an action design research approach can help strengthen long-term partnerships through
creating an inclusive design space where all stakeholders can participate on equal terms [246],
while other work highlights the significant energy, time, and resources needed to scaffold and
support participation [5]. My role in conducting action design research involved brokering
partnerships to ensure participants could contribute to all qualitative workflow stages. In practice,
this was not always possible or preferable. For example, due to the stakeholders involved during
CS2 arranging times suitable for all participants was problematic, and so the data curation stage
was undertaken by a single manager in the partner organization. During this, they often selected
data that they had previously engaged with in favour of content contributed by other participants,
which was seen to introduce personal bias in how narratives were presented when the curated
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content was used to support training delivery. An HCD approach afforded inclusive participation
in the design of digital tools for those who could attend sessions, which highlights a need to
design alternative ways for participants to observe or contest how their data is represented.

Digital civics research often involves a range of stakeholders to help create local and long-
lasting impact, and in particular decision-makers who have the resources or knowledge to create
change, such as local government and charities [201, 270]. As such, DC research is an inherently
political process due to the stakeholders involved, power dynamics between them, and who
or how the agenda is set. Prior DC research highlights that this can take direct form through
conducting research that enables political activism [10, 25] or indirectly through civic advocacy

[216]. Marres [178] posits that material artefacts are increasingly reconfiguring how the public
participate in contemporary politics, such as digital tools like Gabber, and to that end highlights
the multiplicity of how participation can be undertaken, i.e., “material participation”. For
example, during CS2 one participant reflected on the transformative impact that participating in
the project had on their personal wellbeing, and attributed this to engaging in the data capture
and analysis stages rather than the anticipated outcome of the project. This could be because
each workflow stage necessitated distinct forms of participation through material artefacts, such
as deciding who to interview (CS1–5) or whom to conduct data analysis with (CS5).

As shown throughout this thesis, for digital tools to be successfully adopted by qualitative
practitioners they need to be designed with stakeholder groups and in response to real problems
experienced by participants. Haraway [120]’s frames knowledge production as contingent on
individuals position in the world (i.e., their background, location, etc.), and highlights that
due to this each individual interprets and makes meaning of data individually, i.e., “situated

knowledges”. Taylor et al. [259] extends this idea through highlighting how data produced
is “bound up with place, both in terms of physical and social geographic”. Underpinning
Gabber was the aim to create inclusive participation in citizen social science projects that Albert
[5] frames as “a distinctive approach that highlights the politics of method, and has a highly

transformative potential impact as it enrols participants in reflecting on, and recognising different

situated knowledges”. Taken together, Gabber provides a distinct material form through which
participants have conducted qualitative enquiry across the complete workflow stage by drawing
upon their situated knowledge to inform their overall participation and position to analytical
practices. This thesis offers examples through the case studies presented for how a multifaceted
research approach can be undertaken in practice within CSS projects.

8.4. Contributions

Through exploring these research objectives throughout this thesis, four distinct contributions
were made as detailed in the introduction and summarised as follows:

1. A conceptual contribution of a qualitative research workflow that structures design research
at the intersection of qualitative practitioners as outlined in chapter 2 and chapter 5.
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2. A system contribution through synthesizing design findings from three distinct case studies
that examined the proposed workflow (chapter 4). This resulted in an open-source digital
platform encompassing the complete qualitative workflow (chapter 3).

3. An empirical contribution through practical design insights from across five case studies
led by academics (chapter 4), civil society (chapters 4 and 6) and citizen practitioners
(chapter 7).

4. A design contribution through exploring how paradata from digital tools could improve
process transparency and demystify decision-making for stakeholders involved (chapter 7).

These contributions have had a direct impact on facilitating the practices of stakeholders
involved in qualitative research as evidenced throughout this thesis, dissemination of research
knowledge through four peer-reviewed publications [24, 224, 225, 268], and the development of
an open-source digital platform for conducting qualitative research [222]. How these contribu-
tions relate to and impact the fields of digital civics and human-computer interaction (HCI), and
citizen social science (CSS) are summarised below.

8.4.1. Digital Civics and HCI

Recent HCI research has explored the design of inclusive digital tools to support new modes of
civic participation, such as through new feedback technologies [79] or contributing to deliberative
processes [145]. To date, much of this research aimed to enhance individual workflow stages,
with limited work exploring how participation can be structured beyond data capture and across
all workflow stages. In contrast, this thesis examined the practices and methodologies undertaken
throughout digital civics partnerships by focusing on the design of digital tools to make participa-
tion across the research process more inclusive for all stakeholders involved. Through analysing
existing literature, a qualitative workflow was posited that creates a distinct design space to
pursue research at the intersection of qualitative practitioners critical to digital civics research.
Building on this workflow and taking a participatory action design research (PADRE) approach
to research, this thesis presents a deeper understanding of the role of qualitative practitioners
beyond academics. Moreover, this thesis offers an open-source implementation of the proposed
qualitative workflow (chapter 5) that can be adopted and built upon to extend future digital civics
research [222]. Finally, chapter 6 and chapter 7 provide a characterisation of how qualitative
practitioners configure and use technology throughout the end-to-end qualitative workflow that
future practitioners can build upon when configuring technology use in participatory partnerships.

8.4.2. Citizen Social Science

Citizen social science (CSS) is an emerging research field where citizens can contribute to ongo-
ing qualitative research projects that typically aspire to create societal impact [215]. Prior CSS
projects are typically driven by academics and typically include participants as data collectors
[126, 215]. While this aim of creating societal impact resonates with the digital civics [201] and
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participatory media research [171], there has not yet been any direct connection between these
distinct research fields, which this thesis sought to overcome. Thus, this thesis offers five distinct
examples of CSS projects through the case studies presented herein. Each case study highlights
how participation can be configured to enable stakeholders to contribute to all research stages and
the role of technology in facilitating such partnerships, including how commercial technologies
can be used to provide support and training to participants, i.e., through the use of WhatsApp in
chapter 6. Moreover, ethical and privacy concerns for capturing data and involving participants
in research have been previously raised by CSS researchers [6, 126], which have underpinned
the design of the dynamic consent model presented in the Gabber platform (chapter 3). Gabber
could be adopted in future CSS projects where consent is designed into the workflow.

8.5. Limitations

There are several limitations with the underlying research undertaken in this thesis and the
proposition for a qualitative research workflow. Limitations pertaining to the study design
of each case study are outlined in associated subsections in the Design, TalkFutures, and
Paradata chapters respectively. Consequently, the following subsections reflect on the overarching
limitations identified through conducting this work pertaining to the action research (AR)
methodology used and the application of the qualitative workflow across these case studies.

8.5.1. Methodology

The aim of this research was to explore how qualitative practitioners adopted and used digital
tools to accommodate their practices. In line with existing digital civics research, it was integral
to pursue partnerships with a range of stakeholders to observe real-world use of emerging
qualitative practices [270]. As such, an action research approach was taken throughout this
thesis that required shifting research focus to accommodate the needs and aims of the research
collaborators. Due to the AR and qualitative nature of this research, generalisability of the
presented research findings beyond the study sample of each case study cannot be proven.
However, given the adoption of the qualitative workflow across multiple distinct case studies we
can posit transferability of the research findings pertaining to the conceptualisation and use of a
qualitative workflow through Gabber [122]. Moreover, the credibility of AR is often evaluated
on whether outcomes of research partnerships solve real-world problems, i.e., workability [116].
The research presented in each case study formed part of ongoing projects that directly impacted
participants and solved real-world problems for those involved. In addition, other digital civics
researchers have adopted and used Gabber to support their own participatory partnerships
resulting in two peer-reviewed publications (i.e., [24, 268]) and several other collaborations yet
to be published, which further evidences the workability of the contributions of this thesis.
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8.5.2. Qualitative Workflow

Existing social science research has primarily explored the analysis practices of academics
[209], while HCI research has explored the design of digital tools to enhance the data capture
and analysis stages [19, 75]. In contrast, this thesis examines all stages of the qualitative

research workflow from the perspective of civil society and citizen practitioners. The three case
studies presented in chapter 4 iteratively examined multiple workflow stages in succession, while
chapter 6 and chapter 7 examined the complete workflow. Through focusing on gaining insight
concerning the complete workflow throughout this thesis, the breadth of qualitative practices was
explored in contrast to examining individual stages in-depth as in prior work. While this provided
broader insight into the real-world practices of stakeholders, chapter 6 outlined a dependency of
data between each workflow stage such that if one workflow stage had limited participation, then
the subsequent stages could not be examined. For example, if the research aim is to examine data
curation then the prior stages – i.e., consent, capture, and analysis – must be complete unless an
existing dataset is used that could be impractical in the contexts of participatory partnerships.

The voice first design choice in the Gabber platform prioritises the design of participant’s
voice through capturing and using audio in each workflow stage. While this thesis has shown
that the use of audio can create inclusive practices in the data analysis, curation, and reuse stages
where participants are typically excluded as outlined in prior research, a larger challenge was
identified with making the final summary output from Gabber – i.e., audio playlists – practical
for decision-makers to create action. This mirrors prior digital civics research where community
groups and civil society organisations have captured media, but that decision-makers are often
under resourced to meaningful engage and use the contributed insights [79, 145, 146]. One
approach as described in future work below is to enhance the curation stage of Gabber to output
transcripts alongside the audio playlist so that decision-makers can more easily use these within
their existing practices. In this way, the nuance of voice that audio offers could continue to be
used as a resource by practitioners – i.e., enhancing training delivery as in this thesis and [268] –
alongside transcripts depending on the needs of the context.

8.6. Future Research

The findings and discussion resulting from the case studies presented in this thesis provide
subsequent research opportunities both in relation to augmenting and utilising the Gabber
platform as a research tool and for qualitative research practices more generally. As such, and
informed by the limitations above, three areas of research are outlined below:

8.6.1. Data Profiles with Paradata

Research presented in chapter 7 provided an initial exploration of how paradata could be
meaningful to citizen practitioners to enhance the transparency of the qualitative practices
associated with decision-making processes. Building on this work, and similar to [278], an
immediate opportunity could be to augment the Gabber platform to capture paradata pertaining
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to the types suggested by participants interviewed and creating “data profiles” [278] from these
as part of an ongoing project to ground discussions with participants and their existing practices.
This research could provide practical insights into: (i) how interfaces might be designed to inform
decisions in qualitative practices; and (ii) perceptions of individual and aggregated visualisations
using paradata. However, as noted above, undertaking a complete qualitative workflow could
be impractical due to time constraints or lack of existing partnerships. Instead, a study could
be configured that examines the data analysis stage as findings in chapter 7 highlight that it is
where most decisions and subsequent paradata would be recorded. Moreover, Gabber could be
pre-populated with data and a user study conducted to explore the design of paradata interfaces.

8.6.2. Designing With and For Academics

This research sought to make qualitative research practices more inclusive for all stakeholders
involved through long-term partnerships with a range of practitioners. As noted above, the AR
methodology undertaken in this thesis afforded exploration of qualitative practices through such
partnerships. However, AR may be impractical when examining individual workflow stages
as stakeholders may desire to engage in the complete workflow rather than individual stages.
In contrast, working with academic practitioners could provide convenient sampling whereby
specific research stages could be examined in-depth that could inform the design of digital
tools that benefit other practitioners. As such, there is opportunity to explore how the proposed
workflow is adopted by and for academics, which is in contrast to supporting participatory
workflows of academics as undertaken in this thesis and through Gabber adoption by other
academics, i.e., [24, 268]. The advantage of designing with and for academics is the convenient
sample to more rapidly explore designs that may be impeded by long-term collaborations often
associated with the qualitative practices of other practitioners. Design learning from academics
could inform prototypes to be used and evaluated in participatory partnerships as in chapter 4.

8.6.3. Automation in Qualitative Research Workflows

Digital tools for qualitative research primarily exist to support qualitative data analysis, e.g.,
[51, 71, 77], as the coding of data is a time-consuming and repetitive process, particular for
larger datasets [172, 209]. Across the case studies presented in this thesis, the time required to
meaningfully participate in the data analysis stage was reported as time consuming, mirroring
prior research on academic practitioners [176, 194]. In chapter 6, the decision-makers (IFRC)
produced a written report to showcase insights across the engagements that they led including
from TalkFutures, while participants from chapter 7 desired ways to share quotes from the
audio in textual form to raise awareness to their community through email and other forms of
communication. Written documents are the primary medium for civil society organisations
to report insights to funders [145]. However, as noted in the design of Gabber (chapter 3),
written reports can limit who participates in the curation and reuse stages. While Gabber
designed interactions around the reuse of audio to create inclusive modes of participation, there
is opportunity to augment and enhance workflow stages to utilise audio transcripts, such as to
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include the experiences of participants in reports. This is at a time when there has been rapid
development in natural language processing (NLP) research in both the automated transcription
of audio and the automated coding of transcripts using a range of techniques. Exploratory HCI
research highlights that academics desire automation of their qualitative practices, but only
after an initial codebook is developed and applied to a subset of data by academics, and that
emerging NLP techniques can automate coding practices with comparable coding results to
academics [176]. More recent work highlights how such NLP techniques can provide code
suggestions that are incrementally improved as the corpus is coded [232–234]. As such, a
principal recommendation for extending the work in this thesis is exploring how automated
transcription and NLP techniques for automated coding of transcripts could enhance the data

analysis and reuse workflow stages while persisting provenance to the original audio. In this
way, the rich nuance audio affords is pertained while working within existing decision-makers
practices where textual output would be most useful to create impact.
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Appendix A. Case Study 2: Reflective Feedback in a Sensitive Context

The following participant information and consent sheets are representative of those used across

case studies where the content of each varied depending on the collaborators and study purpose.
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Participation Information Sheet 
 

Designing interactive technologies to support the collection and interpretation of 
semi-structured speech data by communities 

 
Your invitation to be part of this research project 
 
The researcher invites you to be part of an on-going research project between Open Lab, 
Newcastle University and OrganisationName (anonymous for thesis), which aims to 
understand how audio can be collaboratively interpreted through annotations, and how this 
process can be used within an organisation to improve their service. It is important for you to 
understand why this research is being carried out, why you have been asked to be involved, 
and how your involvement (and the data that is produced) will be processed and used by the 
researcher and OrganisationName. Please take your time to read the following information 
carefully, and when you are happy to be involved sign and return the provided consent form. 
 
What is the purpose of this research? 
 
This research is being conducted to understand how technologies can be designed to support 
the collection (via audio interviews around topics that you have experience with) and 
interpretation of audio data by yourself and service staff of services that you use. To explore 
this, we have developed a mobile application for structuring and recording interviews, and a 
web application for listening to and collaboratively discussing the content of these audios. We 
are collaborating with OrganisationName to examine how this audio data can be used to 
understand your needs to improve their service. 
 
What is involved in taking part of this research? 
 
The researcher would like to observe yourself and a service staff member using the mobile 
application to understand how using the system affects the conversation, and how it helps 
structure the conversation. These interviews will be shared with the service staff member that 
is part of the interview for them to respond to through comments and annotations. When you 
next meet the service worker who interviewed you, or if you have access to the Internet (where 
you can view the website and interviews you are part of), then you can view and reply to these 
responses. 
 
You are also invited to be involved in other aspects of this research as it evolves, including 
several interviews (with and without the service worker) to discuss your experiences using 
these technologies, and the conversations that they created. The researcher will also bring 
together all participants of this study (yourself and service staff) for a final open-discussion and 
reflection of your experiences with the systems in the form of a workshop. During this, short 
excerpts from the audios you created may be used (if you agree to this in the consent form) to 
guide discussions at the initial stage of this workshop. Closer to the date of these activities, the 
researcher will contact you through your service worker (from OrganisationName) to check 
your availability and to confirm that you wish to continue to be involved in these activities. 
 
 
 

Case Study 2: Reflective Feedback in a Sensitive Context

A.1. Participant Information Sheet
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Do I have to take part? 
 
It is up to you to decide whether or not to take part. If you do decide to take part, you will be 
given this information sheet to keep, and be asked to sign a consent form to confirm that you 
have agreed to take part. You are free to withdraw at any time and without giving a reason. 
 
What happens to the audio interviews that are created? 
 
The mobile application used to record your interview conversation sends these audios securely 
across the Internet to our webserver where these can be accessed by service staff who 
conducted the interview through the website, and is only accessible through a unique email 
and password by registered service staff. When you request for this audio to be shared with 
other service staff, they will be sent a unique, time sensitive hyperlink that expires after clicked. 
This ensures they have the opportunity to listen to the audio and provide a response while 
minimising the chance of this link being accessed by other people. These audio interviews or 
sections of these may be used in a workshop towards the end of the study, where yourself, 
service staff and other users of this system can come together to discuss your experiences as 
part of this research. We understand that there is potential for sensitive information to be 
divulged using this system, and if there is any reason you want your data to be removed from 
the research then contact the collaborators listed below. 
 
Will my taking part in this study be kept confidential? 
 
All information that is collected during the course of this research will be kept strictly 
confidential, and will be stored in accordance with the Data Protection Act 1998, secured 
against unauthorised access. 
 
What will happen to the results of the research study? 
 
The results of this research will be used as part of a research thesis, which will be written-up 
and made available online for anyone to download. If you would like a copy of the results, this 
can be sent to you when the research is complete. You will not be identified in any way through 
research publication, as all names will be anonymised for publication. The data collected as 
part of this research will be retained for 10 years, in line with current university funding policies. 
If you are happy to take part in this research, please sign and date a consent form to confirm. 
 
Contact for further information 
 
If you have any questions about this research, please contact the following collaborators: 
 

Jay Rainey Ray Anonymous 
Open Lab, 

Newcastle University 
Organisation Role, 
OrganisationName 

j.rainey2@ncl.ac.uk Ray.anon@organisation.org 
 

 
Thank you for taking your time to read this information sheet! 

Please keep a form for your records. 

A.1 Participant Information Sheet
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Participation Consent Form 
 

Designing interactive technologies to support the collection and interpretation of 
semi-structured speech data by communities 

 
Open Lab 

School of Computing Science, Newcastle University 
Newcastle upon Tyne, NE8 8HW 

 
I confirm that (please mark each box as appropriate): 
 

1) I have read and understood the Participant Information Sheet provided. 
 

2) I have been given the opportunity to ask questions about the research and my 
involvement in it, including what will be done with data collected.  

3) I understand that these interviews will be audio recorded and used by researchers 
from OpenLab and by staff from OrganisationName for training purposes to help 
staff develop skills and appreciate the needs and circumstances of their clients. 

 

4) I understand that these recordings may be transcribed and any personal or identifiable 
details will be anonymized when this research is published.  

5) I understand that I can leave the study at any time without giving reasons.  
 

6) The use of data collected has been explained and I understand the implications of its 
use. I understand how data will be retained and that it will be processed securely.  

7) Optional: I provide consent for my audio interviews to be made publically available 
(where anyone can listen to these on the Internet, e.g. YouTube).  

8) Optional: I request that this audio interview be shared with the following service-staff: 
 

1. ………………………………………………………………………………… 
2. ………………………………………………………………………………… 
3. ………………………………………………………………………………… 

 
 

  
 

If you have any questions about this research, please contact one of the the following: 
 

Jay Rainey Ray Anonymous 
Open Lab, 

Newcastle University 
Organisation Role, 
OrganisationName 

j.rainey2@ncl.ac.uk Ray.anon@organisation.org 
 

Participant signature: …………………………………..   Collaborator signature: ………………………………… 
Printed name: …………………………………..   Printed name: ………………………………… 
Date: …………………………………..   Date: …………………………………. 

Case Study 2: Reflective Feedback in a Sensitive Context
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Appendix B. Case Study 4: TalkFutures

B.1. Iteration of Gabber Project and Topics

The following content represents the iteration of the Gabber project through discussion with the

head of innovation. Notably, the inclusion of instructions within the description and refocus of

topics from national society (hyper-local) to reflection on global issues.

(Initial) Project Title

THE FUTURE OF THE RED CROSS RED CRESCENT

Project Description

Strategy 2030 (https://future-rcrc.com) is a vision for how the Red Cross Red
Crescent should change over the next 10 years in response to global challenges or
opportunities (technology advances, climate change, etc.). To inform this process,
we are using TalkFutures to capture the ideas of the future from people like you and
we will transform these discussions into podcasts to share with the world.

Project Topics

Structured as follows: context, problem, future ideas (actions):

1. What do you love most about your national society?

2. What would you change about your national society?

3. What external factors are creating change that are affecting your national society?

4. What factors in the future will impact your national society?

5. How do you see your national society in 10 years?

(Final) Project Title

THE FUTURE RED CROSS RED CRESCENT
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Project Description

Strategy 2030 (https://ifrc.org/s2030) revolves around understanding how the Red
Cross and Red Crescent should adapt to global challenges and seize emerging
opportunities over the next 10 years.

The Innovation Correspondent will interview leaders, staff, volunteers and/or ex-
ternal experts to capture their visions on how the organization can be ready for
future challenges. Your interviews will be transformed into podcasts and other
communications and research products.

All it takes is 3 steps: (1) add your participant(s); (2) provide consent; (3) choose a
topic to start interviewing.

Project Topics

1. What trends in your country will most affect people in the next 10 years?

2. How will these trends impact the Red Cross and Red Crescent?

3. What practical steps should your national society take in response to these trends?

4. Given these changes, what would be your vision of the Red Cross Red Crescent in 2030?

5. Ask your own question
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B.2 Certificate of Participation

B.2. Certificate of Participation

Figure B.1 Certificate of Participation provided upon completion of the innovation correspondent role.
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B.3. Interview Protocol

Motivation & Purpose

Thanks for taking part in the interview today. I’m Jay Rainey, researcher from Open Lab,
Newcastle University, and working with the IFRC Innovation and Futures team on Strategy 2030.
I’m interested in evaluating the TalkFutures process and learning about the main challenges and
opportunities for improving it, so that future global engagements like it can be engaging for a
broad audience.

Today we will cover four areas in our conversation: (1) why you took part in TalkFutures
campaign, (2) the value you got from contributing, (3) how you want the IFRC to use these
contributions impact, and (4) how this process could be improved.

During this, we will use snippets from interviews you captured, comments or the thought
piece you created to reflect on your experiences creating these.

Interview

Ease into Conversation

1. Tell me a bit about yourself?

2. How are you involved with the Red Cross?

3. Have you been part of other global initiatives with the network?

Motivations for Engaging with TalkFutures

1. How did you hear/learn about TalkFutures?

2. What motivated you to participate?

3. What did you hope to learn from participating?

• What role did you pursue? [IC, RA]

• What appealed to you about that specific role

Value from Interviewing and Using TalkFutures

Note: must be tailored for each participant before the interview

1. Was this your first-time interviewing?

2. What was the biggest challenge with being an interviewer?

3. Talk me through your process for preparing and recording an interview.

4. What did you learn from this interviewing process?
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5. What were the main challenges with this interviewing process?

6. What would you change about this interview process?

About the TalkFutures Mobile Application

1. What was the main challenge/advantage when using the TalkFutures app?

2. What did you think of the consent process in the TalkFutures app?

3. How would you change the topics that you used to structure the conversation?

4. When you recorded your interviews, did you listen to any others on the website? Tell me
about your process of listening.

Commenting on audio IF they pursued RA role

Note: must be tailored and prepared for each participant before the interview.

Now would be a good time to chat a bit about the specifics of the comments you created and
your thought piece.

1. What was your process for undertaking this role?

2. What made you choose to create a comment at this point?

3. What were you thinking about when you created this comment?

4. How did your comments help you create your thought pieces?

5. Talk me through your research process when selecting content for your thought piece?

Purpose and value of their contributions

Note: must be tailored and prepared for each participant before the interview.

1. How do you feel that your contributions (interviews, comments, or thought piece) will
shape Strategy2030?

2. Are there any different ways that you would like to have contributed differently during the
TalkFutures campaign?

3. If you were the designer of the campaign what would you have done differently?

Debriefing

Thanks for taking part, your conversation will both help our research and the design of future
processes like TalkFutures for engaging our global network. Do you have any questions for
me?

197





Appendix C. Case Study 5: Making Links

C.1. Configuration of Gabber Projects

Six Gabber projects were created and configured for the Making Links project. The title,
description, and topics used in each are listed below:

Project Title

THINKING ABOUT BECOMING A PERSONAL ASSISTANT

Project Description

This project explores views of people thinking about becoming a personal assistant –
why they have considered this role and what they would like to know.

Project Topics

1. Why are you thinking about becoming a Personal Assistant?

2. What aspects of the PA role appeal to you?

3. Are there things you would like to know about self-directed support?

4. What information would help you take this interest further?

Project Title

EXPERIENCES OF SELF DIRECTED SUPPORT HELPERS & SUPPORTERS

Project Description

This project explores views and experiences of people who help and support the
SDS process informally or professionally.
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Case Study 5: Making Links

Project Topics

1. What is your role in helping or facilitating the SDS process?

2. What do you think are the strengths of SDS?

3. How do you think SDS experiences can be shared and how can you help people connect?

4. From your perspective, what 3 themes best sum up the SDS experience?

5. What would you add to a list of questions exploring experiences of SDS?

Project Title

VIEWS AND EXPERIENCES OF SELF-DIRECTING SUPPORT

Project Description

This project explores views and experiences of self-directed support from different
perspectives

Project Topics

1. What made you or your family consider self-directed support - SDS?

2. What is the personal budget for?

3. What is the best thing about having a personal budget?

4. What 3 tips would you share with someone who is thinking about SDS for the first time?

5. What do you know about the SDS process that you wish you had known at the beginning?

Project Title

VIEWS OF FAMILY OR CARERS EMPLOYING A PERSONAL ASSISTANT

Project Description

This project explores the experiences of family or carers who use a personal budget
to employ a personal assistant.
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C.1 Configuration of Gabber Projects

Project Topics

1. What is important to think about when creating a profile to recruit a personal assistant?

2. How do you help introduce a personal assistant to your home or family space?

3. How do you encourage respect and openness in the relationship between employer and
personal assistant?

4. When recruiting a personal assistant how do you help plan for a good match of interests?

5. What motivated you to consider employing a personal assistant?

Project Title

VIEWS OF SELF DIRECTED SUPPORT EMPLOYER

Project Description

This project is to provide a starting point of things to consider when using a personal
budget to employ a personal assistant

Project Topics

1. What do you think is important to include in the job description for a personal assistant

2. What should be included in the advert for a personal assistant

3. How to structure a formal interview

4. How to structure an informal interview

5. Thinking about questions you can ask to get to know one another

6. Why are supervision meetings important for employers

Project Title

VIEWS OF PERSONAL ASSISTANTS

Project Description

This project is to provide an introduction to the role of personal assistant in the
context of self-directed support
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Case Study 5: Making Links

Project Topics

1. The best thing about being a Personal Assistant

2. The hardest thing about being a Personal Assistant

3. What you feel you need to be a Personal Assistant

4. Interviewing to be a Personal Assistant

5. Why supervision meetings are important for Personal Assistants
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C.2 Interview Protocol

C.2. Interview Protocol

• Tell me a bit about yourself?

• Why you got involved in this project?

• Can you walk me through the stages you contributed to?

• Tell me a bit about your process?

Representation, Trust and Transparency

Scenario: how can others learn from and engage in a similar digital co-research process?

Sami, CEO of DisabilityCardiff, has come across a playlist created through this co-research
project. Sam has loved listening to the experiences shared and the innovative way technology
has been used. Sami wants to lead his own co-research project and would love to learn about
what happened behind the scenes so he can replicate the process: not just what data went in (the

interviews) and what came out (a playlist), but why you made the choices you did. Sami’s got
three questions that he thinks would help him get started.

1. How can we trust that a playlist represents a community’s experiences?

Keep in mind, the data we could capture about the steps you took when you contributed, for
example, how many times a conversation was listened to, who listened to it, or which members
voices are not included in the final report.

1. Sami is concerned that it could be possible to misrepresent members experiences, for

example, by taking a quote out of context or only included the voice of certain people.

From your experience, what could we do to prevent this? How can data from each stage help
show that you did not misrepresent experiences?

1. Finally, Sami thinks that the time and effort that went into each stage of the process is A

LOT!

From your experience, which data could we use to represent the effort from each stage of the
co-research project? What about the content that was contributed by each person?

Evaluating Gabber stages (Process Evaluation): What if you could change anything?

• Challenges with using Gabber (depending on their role)

• How this process and tool could be improved? Anything you would change?
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