
I 
 

 

 
 

 

 

Optimization of System Identification for Multi-Rail DC-DC Power 

Converters 
 

    

 

JIN XU 

B.Sc, M.Sc. 

 

 

 

A Thesis submitted for the degree of  

Doctor of Philosophy 

July 2021 

 

 

 

 

 

School of Engineering 

Newcastle University 

United Kingdom 

 



II 
 

Abstract 

There have been many recursive algorithms investigated and introduced in real time 

parameter estimation of Switch Mode Power Converters (SMPCs) to improve estimation 

performance in terms of faster convergence speed, lower computational cost and higher 

estimation accuracy. These algorithms, including Dichotomous Coordinate Descent (DCD) - 

Recursive Least Square (RLS), Kalman Filter (KF) and Fast Affine Projection (FAP), etc., are 

commonly applied for performance comparison of system identification of single-rail power 

converters. When they need to be used in multi-rail architectures with a single centralized 

controller, the computational burden on the processor becomes significant. Typically, the 

computational effort is directly proportional to the number of converters/rails. This thesis 

presents an iterative decimation approach to significantly alleviate the computational burden of 

centralized controllers applying real-time recursive system identification algorithms in multi-

rail power converters. The proposed approach uses a flexible and adjustable update rate rather 

than a fixed rate, as opposed to conventional adaptive filters. In addition, the step size/forgetting 

factors are varied, as well, corresponding to different iteration stages. As a result, reduced 

computational burden and faster model update can be achieved. Recursive algorithms, such as 

Recursive Least Square (RLS), Affine Projection (AP) and Kalman Filter (KF), contain two 

important updates per iteration cycle. Covariance Matrix Approximation (CMA) update and 

the Gradient Vector (GV) update. Usually, the computational effort of updating Covariance 

Matrix Approximation (CMA) requires greater computational effort than that of updating 

Gradient Vector (GV). Therefore, in circumstances where the sampled data in the regressor 

does not experience significant fluctuations, re-using the Covariance Matrix Approximation 

(CMA), calculated from the last iteration cycle for the current update can result in 

computational cost savings for real- time system identification. In this thesis, both iteration rate 

adjustment and Covariance Matrix Approximation (CMA) re-cycling are combined and applied 

to simultaneously identify the power converter model in a three-rail power conversion 

architecture. 

Besides, in multi-rail architectures, due to the high likelihood of the at-the-same-time need 

for real time system identification of more than one rail, it is necessary to prioritize each rail to 

guarantee rails with higher priority being identified first and avoid jam. In the thesis, a workflow, 

which comprises sequencing rails and allocating system identification task into selected rails, 

was proposed. The multi-respect workflow, featured of being dynamic, selectively pre-emptive, 

cost saving, is able to flexibly change ranks of each rail based on the application importance of 
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rails and the severity of abrupt changes that rails are suffering to optimize waiting time and 

make-span of rails with higher priorities. 
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Chapter 1 Introduction 

1.1 Introduction 

Multi-rail power converter architectures are commonly used in distributed power supply 

applications to convert a single voltage supply rail to multiple regulated voltage levels via 

several Point of Load (POL) converters [1, 2]. Multi-rail DC-DC power converters have been 

employed in computing and communication equipment [3, 4], electric vehicles [5],  and DC 

micro-grids [6], their main application fields are to provide low voltages with high power 

density to downstream devices including microprocessors, FPGAs and their peripherals [7]. A 

typical multi-rail power supply product applied to power microcontrollers and their peripherals 

is TPS653850-Q1 from Texas Instruments. A similar type of product can be seen in Analog 

Devices, such as LT8602 [8]. For carrying out these applications in various working conditions 

of Switch Mode Power Converters (SMPCs), robustness to system changes is important [9-12]. 

The operation of SMPCs may suffer unexpected or periodic load changes, abrupt disturbances, 

gradual capacitor degradations, sudden malfunction of circuit components and occasional 

additions of paralleled output capacitors [13], etc. As these cases may happen concurrently, it 

is difficult to homogenize parameter change rates to specific numbers and the odds of system 

parameter changes become highly random. Therefore, a robust control loop, used to cope with 

these randomly happened system variations, is required. In such cases, control parameters may 

need to be adjusted in real-time (adaptive control) to minimize the impact of these system 

variations and achieve optimal regulation. Such controller tuning – adjusting controller 

parameters – based on information received from a real-time model of the plant, is normally 

based on online system identification [14]. 

Compared with conventional control techniques, adaptive control is more advanced as it can 

adjust controller parameters on-site based on the monitored working conditions of objectives. 

System identification, as a commonly used tool to realise adaptive control technique, can be 

achieved by estimating the model parameters of the power converters (parametric methods) or 

analyzing the system frequency response (non-parametric methods) [15-20]. Non-parametric 

methods usually need open-loop control, transient response acquisition, and off-line analyses 

[21-23], while parametric methods, which use algorithms with particular application in areas 

such as adaptive control, may be achieved during closed-loop operation. The performance of 

algorithms can be judged by convergence time, computational cost, and estimation accuracy 

[24]. Literature shows that variants of the RLS algorithm [15, 25-27] are widely used in power 

converter applications [28, 29]. For instance, the Dichotomous Coordinate Descent (DCD)-
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RLS is shown to be more computationally efficient than classical RLS [28, 30]. In [31], a 

variable-forgetting factor method, computationally heavier than the classical RLS though, is 

proposed to improve tracking of real-time parameter variations. A Kalman Filter (KF) approach 

has also been used in single-rail converter applications [31]. The KF is demonstrated to have 

advantages in dealing with abrupt load changes, but again computational effort is an issue. 

Besides, a Fast Affine Projection (FAP) algorithm was proposed [15]. Results show that FAP 

performs better than RLS in terms of convergence time, estimation accuracy, and computational 

cost. To further alleviate the computational burden of parameter estimation, recently the authors 

in [26] proposed a Step-adaptive Approximation Least Squares (SALS) for high-frequency 

estimation of a single-rail multi-phase buck converter.   

According to pieces of literature, the recursive algorithms perform well in real-time 

parameter estimation for single power converters. However, in multi-rail architectures with a 

centralized single controller, the computational burden will become heavy, increasing 

proportionately with the addition of rails. For example, if the available computation time is 

50µs, the employed processor should finish 64 additions, 109 multiplications, and 1 division in 

50µs for single-rail parameter estimation by using RLS. If three rails are simultaneously 

identified, the computational burden in the 50µs will be increased to 192 additions, 327 

multiplications, and 3 divisions. The significant increase in the computational burden could 

cause the need for advanced processors more computationally capable particularly, resulting in 

extra investments. As such, finding the clever approaches that may efficiently alleviate the 

computational burden during each sampling event is what this project is based on. 

1.2 Scope and Contribution of the Thesis 

This thesis focuses on the problem of the tremendous computational costs of parameter 

estimation of multi-rail power conversion architectures, proportionally increased with the 

number of rails. Approaches would be proposed to try to save the computational efforts of 

centralised parameter estimation of multi-rails, and guarantee there is not any compromise in 

other identification performances, such as the convergence time and estimation accuracy.  

Besides, centralised parameter estimation requires prioritization of System Identification (SI) 

requests as well to avoid request jam in rush hours. Consequently, a ranking and task allocation 

approach is also proposed in this paper.  

In Summary, the main objectives, and contributions to knowledge of this research are:  
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1. To derive an iterative decimation approach with adaptive forgetting factors/step sizes of 

conventional algorithms to reduce computational complexity of real time parameter 

estimation  

2. To reuse CMA/CT in algorithms during iteration processes to reduce computational 

burden 

3. To develop a hard-real-time prioritization approach featured of being dynamic, multi-

respects to rank SI requests in multi-rails. 

4. Although all the three proposed methods are applied for multi-rail power converters, 

they can be also used into areas where algorithms can be applied as they are mainly for 

application optimization and simplification.  

1.3 Publications Arising from this Research 

1. J. Xu, M. Armstrong and M. Al-Greer, "Parameter Estimation of DC-DC Converters 

Using Recursive Algorithms with Adjustable Iteration Frequency," 2018 IEEE 19th 

Workshop on Control and Modelling for Power Electronics (COMPEL), 2018, pp. 1-8. 

2. J. Xu, M. Armstrong and M. Al-Greer, "Computational Burden Reduction in Real-Time 

System Identification of Multi-Rail Power Converter by Re-using Covariance Matrix 

Approximation," 2020 IEEE Applied Power Electronics Conference and Exposition 

(APEC), 2020, pp. 2150-2157. 

3. J. Xu, M. Armstrong and M. Al-Greer, "Centralized System Identification of Multi-Rail 

Power Converter Systems Using an Iterative Decimation Approach," in IEEE 

Transactions on Circuits and Systems I: Regular Papers, vol. 68, no. 8, pp. 3520-3533, 

Aug. 2021. 

4. J. Xu, M. Armstrong and M. Al-Greer, "A Real-Time Prioritization Approach Applied 

for System Identification Request Coordination in Multi-Rail Power Conversion 

Architecture," 2021 56th International Universities Power Engineering Conference 

(UPEC), 2021, pp. 1-6. 

1.4 Layout of the Thesis 

This thesis is organised into 7 chapters. This chapter introduces the background and the brief 

introduction of the project.  

Chapter 2 presents the topology, the operation, the SSA (Small Signal Average) model and 

several commonly used control techniques of Buck Converters. Besides, multi-rail power 

conversion architectures comprising several Buck Converters, their applications and the control 

challenges caused by various system variations are introduced. Then, the process of the pole-
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zero cancellation approach for a digital PID controller for a simulated Buck Converter is 

demonstrated in a detailed way. The transfer function of the buck converter and the controller 

parameters acquired in this chapter is used for parameter estimation later.  

Chapter 3 shows an overview of system identification techniques applied in SMPCs, 

including the introductions of non-parametric estimation and parametric estimation methods. 

Iterative parameter estimation, mainly applied in this project, is reviewed in a detailed way. 

Besides, to build a prioritization workflow for system identification of multi-rail power 

conversion architectures, various task ranking/sequencing approaches proposed in other 

application areas are investigated. The optimization approaches of the parameter estimation 

process proposed in Chapter 4 and 5, and the prioritization workflow designed in Chapter 6 are 

both based on the background knowledge introduced in this chapter.  

Chapter 4 proposes an iteration decimation approach and a Covariance Matrix 

Approximation (CMA)/Correction Term (CT) recycling approach to reduce computational 

burden of simultaneous system identification of multi-rails. The first approach utilizes a 

combination of adjustable forgetting factor/step size and a reduced iteration frequency. The two 

approaches are validated in both simulation and experiments by applying RLS and AP. They 

significantly relief burdens without compromises of accuracy and convergence speed.  

Chapter 5 presents the experimental validation of the iteration decimation approach and the 

CMA/CT reusing approach introduced in Chapter 4. Through conducting a complete real-time 

parameter estimation platform, the two proposed approaches are implemented and verified on 

three algorithms (RLS, AP and KF). The experimental results of the two computational cost-

saving approaches are in very good accordance with the simulation results presented in Chapter 

4, suggesting the applicability of the two approaches in a broad kind of adaptive filters.  

Chapter 6 presents a proposed workflow, containing updating request priorities in hard-real-

time and task allocating, to coordinate SI requests. This workflow is validated in simulation, 

which suggests that it can comprehensively consider many elements, dynamically and flexibly 

update scheduling strategy and be cost saving and highly efficient.  

Finally, Chapter 7 presents the conclusion of the thesis and suggests the future work. 
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Chapter 2 Modelling and Digital Control of Multi-Rail DC-DC Switch-

Mode Power Conversion Architectures 

2.1 Introduction 

DC-DC Switch Mode Power Converters (SMPCs) are typical power sources providing 

regulated voltages or currents to various electric equipment. The power level that they manage 

can be from micro to million watts. Based on applications, their structure can be divided into 

isolated and non-isolated conversion architectures. To be used in downstream devices (lower 

power applications) such as computers, telecommunication devices, motors, and electric 

vehicles, etc., non-isolated ones, which do not contain costly and large-size magnetic 

transformers, are preferred due to their low power conversion losses, ease of control, small sizes 

and simple structures. Apart from SMPCs, a linear regulator is another kind of popular power 

source, however, it suffers serious heat dissipation and low power conversion efficiency, while 

SMPCs may reach a conversion efficiency of about 97%. As an analogue power processing 

device, SMPCs comprise passive components (capacitors and inductors) and semiconductor 

devices (diodes and switches). The outputs and operation requirements of SMPCs may refer to 

power density, switching frequency, voltage or current levels, high stabilities and robustness in 

system variation rejection, etc., concluded as high performance in static and dynamic operations. 

The inputs of non-isolated power converters are typically outputs from AC-DC power rectifiers 

in DC micro-grids, and the outputs are usually various integrated circuits. As these circuit loads 

are becoming highly homogenized, the required power levels (output voltages) are increasingly 

homogenised which can be 1.8V, 3.3V and 5V, etc. As such, converters are inclined to be 

packaged and the corresponding products can be found in Texas Instruments, Analog Devices, 

etc. 

2.2 Circuit Topologies and Operation of DC-DC Converters 

Based on different configurations of passive components and switches, different topologies 

will be designed. The basic function of these topologies is to increase/decrease voltage levels. 

As such, the most basic topologies are single-phase Buck Converter, Boost Converter and 

Buck/Boost Converter, shown in Figure 2.1. All the three topologies contain an energy storage 

device (inductor 𝐿), one voltage stabilization device (output capacitor 𝐶), one diode (𝐷𝐼) and 

one semiconductor switch (𝑆Z) (see non-synchronous converters in Figure 2.1). With different 

arrangements of these devices in circuits, they are respectively used for voltage lowering, rising 

and both lowering/rising. As converters are increasingly used in low voltage applications, 

particularly under 5V, the voltage drop passing through diodes is noticeable,  diodes were 
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therefore replaced by switches (𝑆[) of which On/Off states are opposed with 𝑆Zfor power loss 

reduction (see synchronous converters in Figure 2.1). The On/Off state of a couple of switches 

is controlled by Pulse-Width Modulation (PWM) signal which includes information of 

switching frequency (𝑓>?) and duty cycle (𝐷). If deadtime is not considered and 𝐷 is the duty 

cycle of 𝑆Z, the duty cycle of 𝑆[ would be 1 − 𝐷. 
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Figure 2.1  The Topologies of Buck Converter [(a) and (b)], Boost Converter [(c) and (d)] and 

Buck/Boost Converters [(e) and (f)] 
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Figure 2.2  The Two Modes of Buck Converter in Continuous Conduction Operation 

Based on different parameter configurations and the output voltage demands, the operation 

of the aforementioned converters is categorised into two formations. Continuous Conduction 

Mode (CCM) and Discontinuous Conduction Mode (DCM). In Buck Converter, for example, 

under continuous operation, there are two current modes (Mode A and B in Figure 2.2): when 

𝑆Zin Figure 2.1 is on, the diode (𝐷𝐼) is reverse biased and the inductor (𝐿) stores energy. the 
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corresponding current loop is shown as Figure 2.2(a). Then, with the off-switching mode, 𝐷𝐼 

would be conducted and the inductor becomes a voltage source, as shown in Figure 2.2(b). 

𝑉7C  is the DC voltage input,  𝑉K  is the voltage passing through the diode (𝐷𝐼), 𝑖<  is the 

inductor current, 𝑉EFG  is the voltage output, 𝑖HEI8  is the output current and 𝑅HEI8  is the 

resistance load. 

During a steady-state, the net increase in the inductor current, or the stored energy, over a 

switching period (𝑇>?) is zero. As shown in Figure 2.3, the inductor voltage (𝑉<) equals 𝑉7C −

𝑉EFG in Mode A, and −𝑉EFG in Mode B.  

        
Figure 2.3  The Inductor Voltage (Va) over a Switching Period (Tbc) 

𝑑𝑖<
def
g = Z

<
𝑉< 𝑑𝑡

def
g = Z

<
(𝑉7C − 𝑉EFG) 𝑑𝑡

Gjk
g + Z

<
(−𝑉EFG) 𝑑𝑡

def
Gjk

= 0            (2-1) 

−(𝑉7C − 𝑉EFG)𝑡EC = −𝑉EFG(𝑇>? − 𝑡EC)                                      (2-2) 

−𝑉7C𝑡EC = −𝑉EFG𝑇>?                                                      (2-3) 
mjno
mpk

= Gjk
def

= 𝐷                                                         (2-4) 

𝑡EC is the on-switching time of 𝑆Z. 

From (2-4), it is known that the ratio between the output and input voltages of Buck 

Converter operating in CCM equals the value of duty cycle (D). Similar to Buck Converter, the 

output-input voltage ratio of the other two converters in CCM is also related to the duty cycle 

(see Table 2-1). 

Table 2-1 The Relation Between Input and Output Voltages of the Three Converters in CCM 

Converters The Relation between Input and Output Voltages 

Buck Converter 
𝑉EFG
𝑉7C

= 𝐷 

Boost Converter 
𝑉EFG
𝑉7C

=
1

1 − 𝐷 

Buck-Boost Converter 
𝑉EFG
𝑉7C

= −
𝐷

1 − 𝐷 
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Sometimes, when the inductor (𝐿) finishes energy release, 𝑆Z will not turn on, and the diode 

(𝐷𝐼) cannot be conducted since there is no voltage drop between its two terminals. Thus, the 

third mode occurs until 𝑆Z  turns on and the inductor (𝐿) starts to store energy again. This 

operation, which includes three modes, is named Discontinuous Conduction Mode (DCM). The 

first two modes are the same as those in CCM shown in Figure 2.2, and the third mode is in 

Figure 2.4.  

C
RLoadVin VD

RC Vout

L iLoadRL

 
Figure 2.4  The Mode C of the Operation of Buck Converter in DCM 

The causes of discontinuous operation are various. Firstly, a small inductor, which symbols 

poor energy-storage performance, will produce higher-magnitude ripples in current responses, 

and the discontinuous mode will possibly occur. Secondly, a large resistance load or a 

significantly low demand of output voltage will lead to a small DC component in the inductor 

current (𝑖<), then discontinuous mode (Mode C) occurs. The input-output voltage ratios of 

converters operating in DCM are different from those in CCM, which not only depend on the 

duty cycle but the inductor size (𝐿), switching frequency (𝑓>?) and output current (𝑖HEI8), etc. 

Apart from these simplest and conventional topologies, there are many other topologies, 

multi-phase converters typically [32], proposed and applied for efficiency increase, inductor 

size reduction, output current ripple alleviation, heat dissipation reduction of individual devices, 

etc. In this project, Buck Converter working in CCM is used to build multi-rail power 

conversion architectures for experimental validation of proposed approaches.  

2.3 Multi-Rail Power Conversion Architecture 

2.3.1 The Topology and Control of Multi-Rail Power Converter Architecture 

Compared with centralised power supplies, known as being bulky, inefficient and expensive 

due to the wide use of large-size transformers and long wires [1, 33], distributed ones have 

gained their popularity in the last three decades by low energy losses, highly flexible structures 

and high power density with the small size of passive components [34], etc. A typical system 

of distributed power supplies is Intermediate Bus Architecture (IBA) [1, 33], shown in Figure 

2.5 [4, 35, 36], which comprises an isolated intermediate (bus) converter and a multi-rail power 

conversion architecture [37]. As voltage levels, inputs and outputs, for the bus converters have 

been highly homogenised, the demand of bus converters to adapt wide input ranges would not 
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be as strict as it used to be, which brings the simplicity of bus converter design and control [35, 

38]. The second conversion step (multi-rail structures) of IBA converts a single power rail to 

multiple regulated voltage levels via several Point of Load (PoL) converters [1, 2]. As tiny sizes 

of PoL converters allow them to be implemented directly adjacent to loads, they have been 

widely applied to power various Integrated Circuits (IC), of which the space of boards is limited 

[34]. Figure 2.5 shows typical loads, including memories, Central Processor Unit (CPU), 

Graphics Processing Unit (GPU) and logic circuits, etc., powered by multi-rails in computing 

and communication equipment [3, 4, 39]. Other areas with similar loads and power supplies 

include electric vehicles [5] and DC micro-grids [6], etc. PoL converters can be Buck/Boost 

converters and multi-phase ones [40], while for low-current-load demands or simple-topology 

inclination, rails are preferred to be single phases. A typical commercial product of power 

supplies with multi-rail architectures is LT8602 from Analog Devices, which contains four rails 

(Buck Converters) applied to the power microcontroller and its peripherals [8], similar to 

TPS62770 from Texas Instruments [41]. 

 
Figure 2.5 The Structures of an Intermediate Bus Converters including a Multi-Rail Power 

Conversion Architecture with its Loads [Central Processor Unit (CPU), Graphics Processing 

Unit (GPU)] [42] 

2.3.2 System Variations 

The operation of SMPCs may suffer abrupt disturbances, unexpected or periodic load 

changes, gradual capacitor degradations, sudden malfunction of circuit components and 

occasional additions of paralleled output capacitors [13], etc. Some of them (severe faults) may 

stop SMPCs from properly working while some others only result in changes in coefficients of 

mathematical models of systems under normal operation. According to a comprehensive 
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investigation from industry, [43], the two components most likely to get faults are capacitors 

and switches. The events that commonly cause system variations are listed as follows: 

1. Failure of switches: Switch problems are closely related to operating temperature, while 

only long-term thermal degradation will cause a breakdown of switches [44-53]. Other 

problems, such as on-state resistance increase and threshold voltage shift, etc., affect the 

lifetime of switches rather than the circuit function of converters.  Therefore, the influence of 

switch faults on parameters of mathematical models of converters is limited.  

2. Capacitor degradation: As of [54-56], open/short circuits and wearing out are the three 

main problems existing in capacitors. They are often related to temperatures, operating voltage 

and ripple current, etc. Compared with open/short circuits that may instantly stop conversion 

circuits from properly working, wearing out, in terms of capacitance decrease and Equivalent 

Series Resistance (ESR) increase [57-59], is more likely to gradually change electrical 

parameters of converters. Therefore, parameter estimation, as a useful tool, can be applied to 

update coefficients of mathematical models of converters corresponding to capacitor 

degradation for adaptive control [9, 10].  

3. Addition of capacitors: Sometimes extra capacitors will be added in parallel with an output 

capacitor for various voltage ripple demands, which could also cause system parameter changes. 

As such, real-time system identification can be adopted for circuit parameter re-estimation.    

4. Load changes: During converter operation, load changes, periodic, frequent, expected or 

unexpected, etc., can be the most possible reason for applying system identification based 

adaptive control [13]. It is essential to guarantee the robustness of control systems under 

different circuit parameters which would be significantly influenced by resistance values of 

loads.  

As the above-listed system variations and faults may happen concurrently, it is difficult to 

homogenize parameter change rates to specific numbers: System operation would suffer 

frequency-and-severity-unexpected changes, which requires high robustness in SMPC control.   

2.4 Modelling of Buck Converter 

System modelling is always an essential step to build closed-loop control systems, as based 

on its results (mathematic expressions of systems), the general information, such as operation, 

sensitivity and stability, etc., of the system, can be acquired. The small-signal (state-space) 

average modelling technique, as the most common and ideal method for controller design, is 

widely used to linearize nonlinear effects (switching events) of SMPCs at an equilibrium point 

[22, 60-68]. However, a review about SMPC modelling, [69], points out that the accuracy of 
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small-signal average modelling is doubtable since that ripples of output signals (voltages and 

currents) are always ignored [70-74]. Papers, [75-78], also suggest that this modelling way 

limits expressions of instability and unusual operation of DC-DC converters. This review work 

later compared a Small-Signal Average (SSA) model with two other ones, the Describing-

Function-Based (DFB) model and Harmonic State-Space (HSS) model. It turns out that taking 

ripples into account the DFB model can describe the converter’s operation in a more detailed 

way, such as expressing sideband effects [79]. However, among the three models, only the HSS 

model can describe beat frequency oscillation caused by coupling interactions of frequencies in 

multi-input multi-output (MIMO) systems, despite its high orders [62, 80-89]. Other discrete 

modelling methods, which pursue higher accuracy and nonlinear effect prevention, include 

Cayley-Hamilton theorem [90] and the spectral decomposition theorem-based [91-93]. In this 

project, as multi-rail power converters comprise individual sub-converters independent of each 

other, which means rails are single-input single-output (SISO) converters, the HSS model is 

unnecessarily applied. Besides, the DFB model is rather to be used in current model control 

than voltage control due to its capability of subharmonic oscillation evaluation [94-96]. More 

importantly, more accurate and comprehensive models result in a higher computational burden 

of hardware implementation. In summary, the SSA model is adopted in this project as it is 

computational cost-saving and sufficiently precise for controller design purposes. Basic SMPCs 

topologies (Buck, Boost, Buck/Boost Converters) can be expressed by a linear second-order 

model [97]. 

2.4.1 State Space Average Model of Buck Converter  

As introduced in Section 2.2, in CCM, the operation of Buck Converter is divided into Mode 

A and B depending on 𝑆Z is On or Off. In a switching interval of 𝑆Z, On state (Mode A) keeps 

𝐷 ∙ 𝑇>? seconds and Off state (Mode B) (1 − 𝐷) ∙ 𝑇>? seconds.  

A. SSA Model of Buck Converter in Ideal Condition (Without RL and RC) 

As Figure 2.2 shows, if 𝑅< and 𝑅;  are neglected, the inductor (𝐿) is charging (𝑖< is linearly 

increasing) in Mode A (𝑆Z is on and 𝑆[ off) while in Mode B (𝑆Z is off and 𝑆[ on) is discharging. 

According to Kirchhoff Law, the differential equations expressing the circuit operation can be 

acquired as (2-5)-(2-8) show.  

Mode A: 

𝑉7C = 𝑣EFG + 𝐿
87r
8G

                                                       (2-5) 

𝑖< = 𝐶 8st
8G
+ sjno

u
                                                        (2-6) 

Mode B: 
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0 = 𝑣EFG + 𝐿
87r
8G

                                                         (2-7) 

𝑖< = 𝐶 8st
8G
+ sjno

u
                                                         (2-8) 

where 𝑣EFG = 𝑣;  without consideration of Equivalent Series Resistances (ESR) of the inductor 

(𝐿) and output capacitor (𝐶).  

By averaging differential equations of the two operation modes, the SSA model in State 

Space would be acquired as listed below:  

𝒙 = 𝑨𝒙 𝑡 + 𝑩𝒓 𝑡 = 𝑑(𝑨𝒐𝒏𝒙 + 𝑩𝒐𝒏𝒓) + (1 − 𝑑)(𝑨𝒐𝒇𝒇𝒙 + 𝑩𝒐𝒇𝒇𝒓)              (2-9) 

𝑔 = 𝑪𝒙 𝑡 + 𝑬𝒓 𝑡 = 𝑑(𝑪𝒐𝒏𝒙 + 𝑬𝒐𝒏𝒓) + (1 − 𝑑)(𝑪𝒐𝒇𝒇𝒙 + 𝑬𝒐𝒇𝒇𝒓)            (2-10) 

where 𝒙 = 𝒙𝟏
𝒙𝟐

= 𝚤<
𝑣;

, 𝒓 = 𝑉7C, 𝑔 = 𝑣EFG, 𝑨𝒐𝒏 = 𝑨𝒐𝒇𝒇 =
0 − Z

<
Z
;

− Z
u;

, 𝑩𝒐𝒏 =
Z
<
0
, 𝑩𝒐𝒇𝒇 =

0, 𝑪𝒐𝒏 = 𝑪𝒐𝒇𝒇 = 0 1 , 𝑬𝒐𝒏 = 𝑬𝒐𝒇𝒇 = 0.  

It is known that the inductor current (𝑖<), duty cycle (𝑑) and output voltage (𝑣EFG) signals 

contain two parts: DC component (in the capital) and the small signals with tilde notations 

under switching action. 

𝑖< = 𝐼< + 𝚤<                                                             (2-11) 

𝑑 = 𝐷 + 𝑑                                                              (2-12) 

𝑣EFG = 𝑉EFG + 𝑣EFG                                                      (2-13) 

Then, by replacing the above-listed signals in (2-9) and (2-10) with their small-signal 

expressions (2-11), (2-12) and (2-13), the averaged differential equations representing the 

combination of the two operation modes can be acquired: 
8�r
8G
= − mjno_sjno

<
+ K_8

<
𝑉7C                                               (2-14) 

8st
8G
= �r_�r

;
− mjno_sjno

u;
                                                   (2-15) 

Through Laplace Transform, (2-14) and (2-15) are transferred into the s domain, shown as 

follows:  

𝑠 ∙ 𝚤<(𝑠) = − sjno(>)
<

+ 8(>)
<
𝑉7C                                              (2-16) 

𝑠 ∙ 𝑣EFG(𝑠) =
Z
;
𝚤<(𝑠) −

Z
u;
𝑣EFG(𝑠)                                          (2-17) 

By combining (2-16) and (2-17), the transfer function of a Buck Converter operating in ideal 

condition is shown as (2-18). 
sjno(>)
8(>)

= mpk
<;>�_r�>_Z

                                                      (2-18) 
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B. SSA Model of Buck Converter with Consideration of ESR 

In ideal mode, capacitor voltage equals output voltage, i.e.	𝑣; = 𝑣EFG, while when ESR of 

inductors and capacitors (𝑅<  and 𝑅X ) are considered, the circuit operation changes. The 

corresponding differential equations of Mode A and B in Figure 2.2 are shown as follows. 

Mode A: 

𝑉7C − 𝐿
87r
8G
− 𝑅< ∙ 𝑖< − 𝑅; 𝑖< − 𝑖g − 𝑣; = 0                               (2-19) 

𝑖< = 𝑖g + 𝑖; =
sjno
u
+ 𝐶 8st

8G
                                             (2-20) 

𝑣X = 𝑣EFG − 𝑅; ∙ 𝑖; = 𝑣EFG − 𝑅; ∙ 𝐶
8st
8G

                                  (2-21) 

Mode B: 

−𝐿 87r
8G
− 𝑅< ∙ 𝑖< = 𝑣EFG                                                (2-22) 

𝑖< =
sjno
u
+ 𝐶 8st

8G
                                                    (2-23) 

𝑣; = 𝑣EFG − 𝑅; ∙ 𝐶
8st
8G

                                               (2-24) 

Then the State-Space matrices in the SSA model [ (2-9) and (2-10)] would be: 

𝑨𝒐𝒏 = 𝑨𝒐𝒇𝒇 =
− Z
<
𝑅< +

uut
u_ut

− u
< u_ut

u
; u_ut

− Z
; u_ut

                                 (2-25) 

𝑩𝒐𝒏 =
Z
<
0

                                                               (2-26) 

𝑩𝒐𝒇𝒇 = 0                                                                (2-27) 

𝑪𝒐𝒏 = 𝑪𝒐𝒇𝒇 =
uut
u_ut

u
u_ut

                                                (2-28) 

𝑬𝒐𝒏 = 𝑬𝒐𝒇𝒇 = 0                                                           (2-29) 

After averaging and combining these matrices in the two switching modes and separating 

inductor current (𝑖<), capacitor voltage (𝑣;), duty cycle (𝑑) and output voltage (𝑣EFG) into their 

DC components and AC small signals, the transfer function (output voltage-to-duty cycle) 

describing the operation of a buck converter would be acquired: 

𝐺s8 𝑠 = sjno >
8 >

= mpk ;ut>_Z

>�<; ���t
���r

_> ut;_;
��r
���r

_ r
���r

_Z
                              (2-30) 

By comparing (2-18) and (2-30), it is known that the transfer function of a buck converter 

contains two poles, while there would be a zero when the ESR of the output capacitor is 

considered. This zero might bring instability and severer transient responses of the system, 

which could be neutralised through appropriately locating a pole in its control loop. The general 

form of a second-order transfer function, shown as (2-31), is introduced in which the DC gain 
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(𝐺K;), natural frequency (𝜔C), damping ratio (𝜉) and zero frequency (𝜔N) can be expressed by 

circuit component values [see (2-32), (2-33) and (2-34)]. According to these equations listed 

below, the values of natural frequency (𝜔C) and damping ratio (𝜉) could influence the locations 

of the two poles of (2-30).  

𝐺s8 𝑠 = 𝐺K; ∙
Z_ e

��
e
�k

�
_��e�k

_Z
                                                (2-31) 

𝜔C =
u_ur

<; u_ut
                                                         (2-32) 

𝜉 = �k
[
𝑅;𝐶 + 𝐶

uur
u_ur

+ <
u_ur

                                           (2-33) 

𝜔N =
Z

;ut
                                                              (2-34) 

𝐺K; = 𝑉7C =
mjno
K

                                                       (2-35) 

Moreover, the two values also could predict transient behaviours such as overshoot (𝑀6), 

peaking time (𝑡6) and settling time (𝑡>), etc., of the corresponding systems. 

𝑀6 ≈ 𝑒
� ��

����                                                         (2-36) 

𝑡6 =
�

�k Z���
                                                          (2-37) 

𝑡> =
�

��k
                                                              (2-38) 

2.4.2 Simulated Comparison of Outputs between Buck Converter and Its SSA Model 

To validate that SSA models are accurate enough to express the necessary features of a Buck 

Converter, the voltage outputs of a Buck converter and of its SSA model would be compared. 

Firstly, for Buck Converter design and ESR evaluation, 𝑑𝑖< and 𝑑𝑡 in (2-39) are approximated 

as ∆𝑖< (the magnitude of output voltage ripples) and 𝐷𝑇>? (the switching-on time of 𝑆Z ) as 

ripples are small enough. As such, the values of the inductor and capacitor can be calculated: 

𝑉7C − 𝑉EFG = 𝐿 87r
8G
≈ 𝐿 ∆7r

Kdef
	⟹ 	𝐿 = (mpk�mjno)∙K∙def

∆7r
= (Z�K)∙u∙�r∙def

∆7r
                 (2-39) 

𝐶 = ∆7r
�∙�e∙∆mjno

                                                          (2-40) 

𝐸𝑆𝑅 = ∆mjno
∆7r

                                                           (2-41) 

where	𝑉EFG = 𝑅𝑖<. 

As shown in (2-39)-(2-41), after setting up output voltages and (resistance) loads, when the 

ESR of the inductor is neglected, selection of circuit component values (inductors, capacitors 

and their ESRs, etc.) of the converter typically depends on the demands of ripple magnitudes 
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of inductor currents (∆𝑖<) and output voltages (∆𝑉EFG). The typical inductor current ripples are 

required within 10% of its DC components (𝐼<) while output voltage ripples within 0.3% of 

𝑉EFG  [98, 99]. Consequently, the circuit component values are listed as: 𝑉7C = 10V, 𝐿 =

220µH, 𝐶 = 330µF, 𝑅 = 5Ω, 	𝑅; = 25mΩ, 𝑅< = 68mΩ, 	𝑓¢ = 20kHz  ( 	𝑓¢  is the switching 

frequency). The output voltage is set up as 3.3V so that duty cycle in steady state, a constant 

without perturbations, is 33%. 

 
Figure 2.6  The Output Voltage Signal of a Buck Converter 

Simulation Results of the Buck Converter and its SSA model, acquired through 

MATLAB/Simulink, are shown in Figure 2.6. In this thesis, the sampled data used for system 

identification would not include ripples as the sampling frequency equals the switching 

frequency. This means the sampled signal under the Zero-Order-Hold effects would be the same 

with the output from the SSA model. As such, SSA modelling way is detailed enough for 

adaptive controller design.  

2.4.3 Discrete-Time Model of Buck Converter 

To build a digital control system, dominantly applied in research experiments and industries 

nowadays due to its ease of hardware implementation, of Buck Converter, a discrete transfer 

function (in z domain) of Buck Converter should be developed based on its counterpart in 

Laplace domain, (2-30). There are many approaches transforming transfer functions from 

Laplace (s) domain to digital (z) domain, including some simple and easily-applicable methods 

(backward difference and bilinear transformation) and other ones for particular requirements 

(impulse invariant is to acquire impulse responses and matched pole/zero mapping for the 

precise transformation of poles/zeros, etc.). Despite that almost all of these approaches would 

suffer from aliasing, an appropriate sampling frequency could alleviate this problem.  
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The sampled signals used for control loop design and system identification are output 

voltage and duty cycle control signals. For hardware implementation, in a sampling interval of 

the A/D operation, the instant value of a signal at the beginning of the interval will be recorded 

and held until the next sampling interval starts. Correspondingly, the frequency of updating 

duty cycle control signal is the same as sampling frequency. Therefore, Zero-Order-Hold (ZOH) 

transformation approach shown as (2-42), on which the A/D conversion process is based, would 

be applied in this work.  

𝐺s8(𝑧) = (1 − 𝑧�Z)𝑍 ¨©ª(>)
>

= S�N��_S�N��

Z_I�N��_I�N��
                             (2-42) 

The digital model of a buck converter is a linear second-order Infinite Impulse Response(IIR) 

filter, containing four coefficients (𝑎Z, 𝑎[, 𝑏Z and 𝑏[), presented as (2-42). The four coefficients 

should be identified by parameter estimation.  

2.5 Control of DC-DC Buck Converters 

2.5.1 Current Mode Control and Voltage Mode Control 

Robust control of Buck Converters is necessary to cope with external disturbances and 

system variations (e.g. load changes, reference voltage variations and abnormal operation of 

circuit components, etc.). Therefore, closed-loop control, containing negative feedback, is used 

here. There are two ways, selected depending on applications, of output controlling of Buck 

Converter: current control and voltage control. Peak Current Control (PCC) and Average 

Current Control (ACC) are the two most common ways applied in current mode control. As 

shown in Figure 2.7, 𝑆Z, the upper-bridge switch of Buck Converter, would be turned on by a 

clock signal, and off by an impulse produced when the detected inductor current signal equals 

a pre-determined limit. This limit can be a constant signal or a saw-tooth one. An R-S Flip-Flop 

is used to deal with the clock signal and the impulse signal from a comparator, and output 

switching signals to switches of Buck Converter. The most noticeable merits of PCC is its fast 

transient responses, same with Sliding Mode Control (SMC). Differently, however, PCC is also 

featured with fixed switching frequencies, which makes it able to be realised in hardware and 

its controller design much easier [100].  

Clock (fSW)

SMPC
Vin

qg Vout

R

S Qim

iL

PI CompensatorVref e+
- +-

 
Figure 2.7 Peak Current Control Loop 
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ACC structure is similar to that of voltage control, apart from the reference signal being 

current rather than voltage (see Figure 2.7). It is known that the reaction time of the current 

control loop is faster than the voltage loop in converters so that it is more used as the inner loop 

of cascade control [101]. The voltage loop, however, is more widely chosen for three reasons: 

Firstly, it is simple to be designed as it can be a single loop while the current loop is often 

designed as the inner loop of the cascade control technique. Secondly, it may achieve high 

stability in virtue of plenty of noise margins. Thirdly, the impedance of its output is small. 

Nevertheless, voltage control also has drawbacks such as the slower response speed and input-

voltage-dependent loop gains, etc. The selection of current or voltage control is mainly based 

on load applications. For digital electronics, regulated voltage outputs are required so that 

voltage control is preferred, while current control will be applied for LED lights that need the 

regulated current. In some cases, e.g. battery chargers, etc., both voltage and current outputs 

should be regulated [102]. Therefore, cascade control, in which the inner loop is current control 

and the outer one is voltage control, has been considered for robust control (see Figure 2.8) 

[103]. For example, in [100], PCC was used to build the inner current control loop with a PI 

controller for voltage control. As such, a current sensor, which can be viewed as extra 

resistances, should be added and the design complexity of control loops will increase. Therefore, 

in this project, only voltage control loop will be configured for further studies (see Figure 2.9). 

SMPC
d Voutiref

iL
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-
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Figure 2.8  The Cascade Control with the Average Current Control (the Inner Loop) 
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Figure 2.9  The Single Voltage Control Loop  

2.5.2 Control Techniques Applied in SMPCs 

There have been many control techniques introduced in SMPCs: 

1. Dependent on the types of controllers, it is categorised as linear or nonlinear control. 

2. Dependent on different modulation ways, it includes fixed switching frequency techniques, 

variable switching frequency approaches and hysteresis controls [102, 104-106]. 

3. Dependent on types of clock signals: autonomous or non-autonomous [101], etc. 
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The performance of these methods are often evaluated based on four main respects: 1. 

transient and steady-state response optimization under different input references (step, sine 

waves, etc.), 2. the ability of disturbance rejection, 3. sensitivities to parameter changes, and 4. 

Complexity/possibilities of hardware realisation [107, 108].  

PWM, a typical example of fixed switching frequency techniques featured with ease of 

hardware implementation and high flexibility, has been predominantly applied in both 

academics and industries. The combination of the PID controller (the classical linear controller) 

and the PWM technique is the most commonly used technique for SMPCs control, due to its 

straightforward hardware realization: PWM is generated by a comparison between a ramp 

signal and a control signal produced from various kinds of compensators, e.g. PI controller, PID 

controller, etc. As the frequency and magnitude of the ramp signal are always preconfigured 

and fixed, the gist of the control system design becomes the selection of controller parameters. 

The benefits of applying PID controller on SMPCs was concluded in [109]:  

1. Controller parameters can be tuned with ‘trial and error’.  

2. It is suitable for various topologies operating in both CCM and DCM. 

3. Various tuning methods of PID controllers have been well explored.  

4. The programmable hardware realisation of the PID controller becomes ‘effortless’ and 

flexible with the development of digital control techniques. 

5. It may guarantee qualified transient behaviours in terms of fast responses, the eliminated 

Steady State Error (SSE) and the suppressed oscillations.  

Variable-switching-frequency control techniques have also been deeply explored. Sliding 

Mode Control (SMC), for example, is a typical one particularly for high switching frequency 

applications. It can also be viewed as an autonomous control way as its switching decisions are 

based on pre-settled principles (or functions). This idea was originally proposed by Bilalovic 

in 1983. The technique equivalence between PWM and SMC was then proved by Sira-Ramirez 

in 1988 [110]. Compared with PID controllers which output linear control signals for PWM 

generation, SMC will directly produce nonlinear switching on/off demands [110]. As such, its 

theoretical structure is much simpler and processing speed is significantly faster than those of 

PID controllers, which makes SMC being commonly applied on the inner loop of multi-loop 

control techniques [109]. However, SMC also suffers some problems such as chattering [111-

113], difficulties of being applied on complicated circuit topologies [109], the hardness of 

practical instalments [114-116] and insensitivity to parameter variation and uncertainties [117], 

etc. For dealing with these issues, SMC has been tried to be combined with other control 

approaches. For example, the combination between SMC and a PI controller proposed in [118] 
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was proved to be able to alleviate sensitivities of control systems to parameter changes and 

disturbances. SMC was also combined with neural network techniques in [114] which turn out 

to be highly adaptive for significant system uncertainties.  

There are many comparative studies of various control techniques. In [108], Linear 

Averaged Controller (LAC) was compared with four different nonlinear methods, separately 

Feedback Linearizing Controller (FLC) based on linearization [119], Passivity-Based 

Controller (PBC) derived on passivation [120], SMC [121] and a combination of SMC and PBC 

[122]. It turns out that FLC is highly sensitive to parameter uncertainties. In [107], through 

comparing a PI controller, SMC and fuzzy logic techniques, it is proved that the sensitivities of 

SMC and fuzzy logic to voltage inputs and load variations are at the same level.  

Conventional control strategies of SMPCs mainly focus on transient response improvements 

in normal operation circumstances that systems do not significantly or frequently vary [123-

126]. However, as these wide applications of multi-rail power supplies may refer to some 

challenging working conditions, such as the occurrence of abrupt disturbances, frequent and 

(or) periodic load changes [13], malfunction of circuit components and system degradation over 

time and temperature fluctuations [9, 10], etc., the robustness of control to system changes is 

essential. Adaptive control, able to adjust controller parameters in real-time, can be a useful 

technique to minimize the impacts of system variations. 

2.5.3 Digital Voltage Mode Control and its Hardware Implementation  

Before digital control techniques, operations of SMPCs were used to be controlled through 

individually designed circuits, i.e., Analogue Control (AC). The high dependence on the circuit 

design of AC often limits it to achieve sophisticated control methods, as advanced control 

techniques would be practically realised by complicated circuits, which may lead to large sizes 

and high investments of control systems. As such, the efforts of system revisions or 

improvements would also be significant. Compared with analogue control techniques, digital 

control systems have been dominant. Because it can be achieved by programmable devices 

which may achieve various complicated control methods with low costs and results in high 

flexibility for parameter configurations and adjustments, hardware implementations and 

revisions, and control method changes [127], etc. Also, programming all compensation 

decisions in processors makes control parts being more insensitive to external disturbances. 

However, digital control still commonly suffers some problems: firstly, the digital control loop 

takes longer reaction time due to delays during program processing, and its narrower loop 

bandwidth (than that of AC) prevents it from coping with high-frequency elements in control 

error signals. Secondly, aliasing and quantization effects, separately caused by limited sampling 
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rates and finite resolution of ADC, may bring inaccurate compensations of error signals. Also, 

the limited code processing capability of processors may prohibit digital control from achieving 

highly centralised control approaches, which requires independent loops for many individuals 

realised by a single processor. Nevertheless, as processing performances of practical equipment 

are rapidly improving, digital control techniques are still preferred and used in this project. 

Figure 2.10 shows the process of a voltage control loop of Buck Converter, divided into an 

analogue part (Buck Converter, output sensors and gate drivers, etc.) and a digital part 

processing sampled voltage outputs and providing DPWM control signals. The two parts are 

linked with an A/D conversion block and a DPWM module (D/A conversion). The digital part 

is typically realised in programmable devices, such as Digital Signal Processors (DSPs) and 

Field-Programmable Gate Array (FPGA). DSP is applied in this project as all necessary 

modules, such as DPWM and ADC, etc., already exist for personalised setups. Apart from the 

project-related configurations, such as sampling frequency, controller parameters and system 

identification algorithm programming, etc., there would be some pre-settled configurations for 

topology and processor protections. For example, a 1µs deadtime between two switches (𝑆Z and 

𝑆[) of a Buck Converter is prepared, and a voltage-divider circuit is added before sampling in 

case the input of ADC extends its highest voltage receiving tolerance (3.3V of the 

TMS320F28335 DSP). Besides, there are some requirements for the ADC module of DSPs: 

Firstly, following in the Nyquist-Shannon sampling theorem, the cut-off frequency and anti-

aliasing filter of ADC should be lower than half of the sampling frequency. Secondly, its 

frequencies of A/D conversion and sampling should be high enough to achieve qualified control 

performance [102]. 
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Figure 2.10  The Digital Control Loop of Buck Converter  

As shown in Figure 2.10, the sampled output voltage signal [ 𝑉EFG(𝑛) ] is 

compared/subtracted with the reference signal [𝑉¬­�(𝑛)]  to acquire control error signals [𝑒(𝑛)] 

which are then fed to the compensator, carefully tuned to minimise the error signal through 

producing control signal [𝑑(𝑛)] with duty cycle information. The control signal would be 
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compared with carrier waves, of which magnitude and frequency (switching frequency) are 

preconfigured, in the DPWM module to generate PWM signal controlling switching actions of 

the two switches (𝑆Z and 𝑆[) of the Buck Converter. The magnitude of PWM outputted from 

PWM module [𝑐(𝑛)] of DSP is normally lower than gates voltage of 𝑆Z and 𝑆[, so that a gate 

driver is used for amplifying PWM signals. The frequency of the clock signal producing 

DPWM or saw-tooth wave could be 100MHz when the switching frequency of SMPCs (or 

PWM frequency) equals 100kHz to guarantee enough resolutions of PWM, while the higher 

the frequency is, the more hardware investments would be taken [102]. In this project, the clock 

frequency of the applied DSP (TMS320F28335) is 150MHz and the switching frequency is 

20kHz. In every switching cycle, there are 7500 clock pulse generated, which can well balance 

the needs of fast fault corrections and hardware cost-saving. 

2.5.4 Digital PID Controller Tuning through Pole-Zero Cancellation Approach 

Due to the afore-mentioned merits of PID controllers, it will be applied for SMPCs control 

in this project. However, as it is also viewed as ‘not being able to achieve more precise control 

or faster response speed’ [109], various auto-tuning/self-tuning approaches for PID controllers 

have been fully derived, e.g. Ziegler-Nichols tuning [128], Kappa-Tau method [129], Internal 

Model Control (IMC)-PID auto-tuning [130] and data-based Fictitious Reference Iterative 

Tuning (FRIT) method [131, 132], etc. Almost all of the tuning methods/adaptive control 

techniques of PID controllers (automatically updating 𝐾6, 𝐾7  and 𝐾8 ) are based on transfer 

functions of open-loop plants (Buck Converters here). As such, applying a PID controller for 

Buck Converter control in this project would result in system-identification-based adaptive 

control realisation being easier.  

 
Figure 2.11  The Structure of PID Controller in the Digital Domain [133] 

Figure 2.11 shows the structure of a PID controller, which contains three individual control 

signal generation paths (Proportional, Integral and Derivative) superposed, in Laplace and 

digital domains. Inputs of the controller are typically error signals [𝑒(𝑡) or 𝑒(𝑛)], and outputs 
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control signals [𝑑(𝑡) or 𝑑(𝑛)] (see Figure 2.9 and 2.10). The transfer functions of a PID 

controller in Laplace and digital domains, 𝐺; 𝑠  and 𝐺; 𝑧 , are respectively expressed as (2-

42) and (2-43). 

𝐺; 𝑠 = K(>)
¯(>)

= 𝐾6 +
°p
>
+ 𝐾8𝑠 =

°ª>�_°±>_°p
>

                               (2-42) 

𝐺; 𝑧 = K(N)
¯(N)

= 𝐾² +
°³

Z�N��
+ 𝐾K 1 − 𝑧�Z = °´_°³_°µ � °´_[°µ N��_°µN��

Z�N��
       (2-43) 

According to (2-43), the time series of a PID controller can be presented as follows: 

𝑑 𝑛 = 𝐾² + 𝐾� + 𝐾K 𝑒 𝑛 − 𝐾² + 2𝐾K 𝑒 𝑛 − 1 + 𝐾K𝑒 𝑛 − 2 + 𝑑 𝑛 − 1     (2-44) 

where, 𝐸 in (2-43), or 𝑒 in (2-44), are the error signal produced by reference signal subtracting 

feedback signal, 𝑉¬­� − 𝑉>­C>­8 in Figure 2.9 if voltage control is applied. 𝐷 in (2-43), or 𝑑 in 

(2-44), are the output of the controller. 𝐾6 , 𝐾7  and 𝐾8  (𝐾² , 𝐾�  and 𝐾K ) are respectively 

proportional, integral and derivative gains of PID controller. According to (2-44), 𝑞g, 𝑞Z, and 

𝑞[	in Figure 2.11 equal 𝐾² + 𝐾� + 𝐾K, 𝐾² + 2𝐾K and 𝐾K respectively. 

The values of the three parameters of a PID controller, 𝐾6, 𝐾7 and 𝐾8, would affect stability 

and transient responses of control systems in terms of phase margins and gain margins in Bode 

Plot, or overshoot, settling time and steady-state error, etc. in the time domain. The proportional 

control path would proportionally amplify or attenuate the magnitude of error signals [𝑒(𝑛)]. 

Therefore, a larger 𝐾6 could boost system transient responses, which result in shorter peaking 

time and severer overshoot, etc. The most noticeable merit of the integral control path is that it 

can eliminate Steady State Error (SSE) which the proportional controller, at most, can only 

reduce to a small range. Besides, it also can undermine the effects of high-frequency noises on 

systems because it has a similar structure to low-pass filters. However, as (2-42) shows, the 

integrator would bring a pole to its corresponding open-loop transfer function so that the 

stability of entire control systems should be re-evaluated. In the frequency domain (Bode Plot), 

the integral part could increase the magnitude of attenuation slope in the low-frequency section, 

a decreased phase margin, therefore, can be viewed. This phase-lag property is typically 

reflected as a prolonged settling time (or severer oscillations) in transient responses. The wind-

up phenomenon is also a probable issue brought by large values of 𝐾7. As such, an integral path 

often ends with a saturation block to limit output control signals. As opposed to the integral 

part, the derivative control path is a lead controller that could improve system stabilities, as it 

may be predictive to error magnitude by generating derivations of control error signals. The 

facilitated stability would be expressed as suppressed overshoot and shortened settling time in 

transient responses. As shown in Bode Plot, the derivative controller could make its magnitude 
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attenuation curve plainer. Consequently, a widened phase margin can be seen, as well as the 

increased magnitude in the high-frequency area, which means control systems with derivative 

controllers would be very sensitive to high-frequency noises. Therefore, the use of a derivative 

control path is often carefully considered, or it can be turned on only for partial periods of 

control processes. Overall, the PID controller, as a kind of Lead-Lag compensator, could 

achieve acceptable transient responses and efficiently minimize control error signals, as long 

as the three parameters are reasonably selected, so can the PI controller. 

If digital control is required, the PID controller can be tuned in the digital domain directly, 

or in the frequency domain firstly and then transformed into the digital domain. Direct methods 

are viewed to be more advanced in resulting in better transient responses and stronger stability 

because approximations during s-to-z transformation could lead to impreciseness in the 

parameter tuning results of digital controllers [134-138]. However, the advantages of direct 

tuning ways are typically reflected when system variations or parameters are accurately known 

[135, 139, 140]. Directly tuning digital PID controllers allows controller parameter updates to 

be based on real-time system identification results [141-145]. As such, the entire control system 

could keep high stability and robustness to system variations in real-time. While, without 

updates of controller parameters during system operations, both direct and indirect tuning ways 

are based on linearized models of SMPCs. As the inaccuracy caused by s-to-z transformation 

and quantization, etc. is insignificant, compared with that brought by linearization, there might 

not be noticeable differences between the two tuning ways. Pole-zero cancellation [146-149] 

and pole placement [144, 150-152] are the most two methods commonly used, and the former 

one is proven in [102] to be highly reliable. There have been many comparative studies 

investigating the performance of commonly used s-to-z transformation methods [138, 153-156], 

including Backwards Difference, Bilinear, Impulse Invariant, Step Invariant and Zero-Pole 

Matching, etc. It turns out that transformation distortion can be significantly alleviated as long 

as these methods are properly selected. For example, Backwards Difference and Bilinear are 

preferred at high sampling frequency when application simplicity is required, while Impulse 

Invariant won’t be chosen for step input tests and vice versa. Overall, in this project, the PID 

controller will be tuned by pole-zero cancellation approach in frequency domain first and Zero-

Pole Matching method applied for s-to-z discretization due to its precise transformation of poles 

and zeros.  

The process of pole-zero cancellation has been introduced in many papers [147, 148, 154]. 

It can be seen that the transfer function of buck converters (see (2-30)) contains two poles, 

which would be cancelled by two zeros in PID controllers, seen in (2-45) and (2-46). The 
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cancellation is to set up the two zeros at the same locations with the two poles. the frequency 

of the two zeros, 𝜔CX, should equal natural frequency, 𝜔C. To simplify the tuning process, the 

effects of the zero of buck converters caused by ESR of the output capacitor, 𝑅; , won’t be 

considered. As such, the open-loop transfer function can be expressed as (2-46) and the 

frequency of zeros can be calculated as (2-47) shows. 
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𝜔CX ≈ 𝜔C =
u_ur

<; u_ut
≈ 3727.19𝑟𝑎𝑑/𝑠                                 (2-47) 

Here, 𝐺XE, 𝜉X and 𝜔CX are respectively DC gain, damping ratio and natural frequency of PID 

controller, 𝐻> 𝑠  is the transfer function or loop gain of feedback. The DC gain, which could 

directly influence phase margin (stability) in frequency responses, can be acquired based on the 

DC gain of open-loop systems, 𝐺K; , and the required loop bandwidth, 𝑓S, which is typically 

one-tenth of sampling frequency (𝑓>) [147, 148, 157]:  

𝐺XE =
[��½

¨µt∙¹e >
= [��e

Zg¨µt∙¹e >
                                             (2-48) 

According to the above-introduced process, the rigid pole-zero cancellation should be based 

on accurate system awareness, such as circuit component values and appropriate modelling, etc. 

As such, controller parameters might not provide optimized control performance if noticeable 

coefficient changes of transfer functions of systems occur, as these changes would lead to 

variations of pole locations which won’t be matched with zeros of controllers anymore. Without 

adaptive adjustment of controller parameters corresponding to system variations, this problem 

can be solved by selecting a fixed value of damping ratio, 𝜉. damping ratio is normally chosen 

from 0.6 to 1 to guarantee a good balance between overshoot magnitude and response speed. 

In this project, 𝜉X = 0.7.  

If the circuit component values, sampling frequency and switching frequency configured in 

2.4.2 are still used here, 𝐻> 𝑠 = 0.5, 𝜔CX ≈ 𝜔C ≈ 3727.19𝑟𝑎𝑑/𝑠, and 𝐺XE = 800𝜋. Hence, 

the transfer function of the PID controller in the frequency domain is calculated in (2-49). After 

discretization with zero-order-hold (ZOH) effects, its digital version, shown in (2-50), is 

acquired. 
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𝐺X 𝑧 = K N
¯ N
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𝑞g = 𝐾² + 𝐾� + 𝐾K
𝑞Z = −(𝐾² + 2𝐾K)

𝑞[ = 𝐾K
	⟹

𝐾² = 0.821
𝐾� = 0.126
𝐾K = 3.174

	                                  (2-51) 

Then the closed-loop transfer function of the control system, in the digital domain, is: 

𝐺;< 𝑧 = ¨· N ¨©ª N
Z_¨· N

= g.¿Ãg��Z.ZÂ�N���g.g��¿�N��_g.ÃÂ�¿N�É

Z.¿Ã��.gÆ�N���[.Æ�ZN���g.Â¿Â[N�É
                  (2-52) 

Here, 𝐺s8 𝑧  is the digital transfer function of the buck converter shown in (2-42). 

Figure 2.12 is the bode plot transfer functions of PID controller, buck converter and the 

closed-loop control system. It shows that, after applying the PID controller tuned as the above-

introduced process, the control system could achieve a phase margin of 72.2º and gain margin 

of Infinity that indicate qualified stability.  

     
Figure 2.12  The Bode Plot of PID Controller, Buck Converter and the Corresponding Closed-

Loop Control System  

The controller is then applied to deal with sudden load changes for transient behaviour tests. 

When the output of the buck converter is still set up as 3.3V while the resistance load will 

change from 5Ω to 2.5Ω at 0.02s, and back to 5Ω at 0.025s (see Figure 2.13). This indicates the 

digital compensator is well designed, as a small overshoot, approximately 3%, in voltage output 

is produced under a 50% load change and the output of the buck converter is quickly recovered 

to a steady-state. 



26 
 

 
(a) 

 
(b) 

 
(c) 

Figure 2.13 The Transient Behaviour Test for the Tuned PID Controller 

2.6 Chapter Summary 

This chapter presents the topology, the operation, the SSA model and several commonly-

used control techniques of Buck Converters. Besides, multi-rail power conversion architectures 

comprising several Buck Converters, their applications and the control challenges caused by 

various system variations are introduced. For the balance between the needs of model accuracy 

and low model complexity, SSA modelling way is selected and the corresponding transfer 

function is validated to be accurate enough for controller tuning. Then, the process of the pole-

zero cancellation approach for a digital PID controller for a simulated Buck Converter is 

demonstrated in a detailed way. Through the Bode Plot of the control system and operating it 

under load changes, the designed controller is proven to be robust enough to cope with abrupt 

system variations.  
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Chapter 3 System Identification of Switch Mode Power Converters 

3.1 Introduction  

This chapter presents a comprehensive review, divided into three parts, of recent studies 

about System Identification (SI) of Switch Mode Power Converters (SMPCs). Firstly, the 

currently dominant approaches of linear SI are categorised into non-parametric, parametric and 

hybrid techniques, and individually introduced. Through comparison among these techniques, 

the reasonability of applying parametric approaches on adaptive control is proofed. Therefore, 

in the second section, the four steps, typically followed to achieve iterative parameter estimation 

techniques, are listed and separately described. Finally, to solve the commonly suffered 

problem (priority conflict of rails for being identified) during real-time parameter estimation of 

multi-rail power converters, several efficient task prioritization approaches adopted in other 

areas are investigated, their applicability into simultaneous identification of multiple rails is 

also discussed.  

System identification, as a useful tool to get a mathematic model of an identified system 

through system information collection (inputs and outputs) [158, 159], has been widely applied 

to improve control performance [160-162], manage energy consumption [163] and diagnose 

system operation conditions [164-167], etc. Based on the processes of SI, it can be divided into 

off-line SI and online SI [141, 168-170]. Online SI, as it requires results updated during system 

operation, is commonly used in real-time applications, e.g. adaptive control, health operation 

monitoring, fault detections [15, 164-167], etc. As offline SI can be achieved when systems are 

not working (the collection and storage of necessary information will complete before SI), its 

results, e.g. transfer function, etc., will provide dynamic behaviours of open-loop objectives for 

controller tuning [169], to match some transient behaviour requirements of closed-loop control 

systems (overshoot, rising time, etc.) [141, 171, 172]. According to the pre-knowledge of 

identified systems, they can be viewed as a black box and grey box [159]. Black box indicates 

there is nothing known before identification, such as the transfer function order of the model, 

the number of parameters, circuit components used in the topologies, etc., while for grey boxes, 

the model has been selected through system modelling [173, 174]. The model order of the 

identified system has been known, and the number of its transfer function coefficients is known. 

Therefore, grey box methods usually refer to circuit analysis, linearization of nonlinear systems 

[175, 176] and model fitting, etc. SI also could complete as long as appropriate guesses of 

coefficient values are acquired, unlike the black box which first needs to figure out the most 
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fitted system models with sampled data [177, 178]. Consequently, the grey box may get a faster 

identification speed [15]. 

3.2 Approaches of SI  

According to two reviews, [15] and [158], which introduced SI techniques adopted in 

SMPCs in a detailed way, these techniques can be divided into two categories: parametric 

approaches and non-parametric approaches. Both need frequency-rich perturbation signals for 

system excitation. The specific categories of SI are presented in Figure 3.1. Parametric 

estimation, including iterative or non-iterative schemes, can be taken places when systems are 

operating and the corresponding results can update in real-time, while non-parametric one may 

require open-loop control, transient response acquisition and off-line analysis [15, 21-23, 159, 

160]. Hybrid approaches, combining parametric and nonparametric schemes, have also been 

developed for comprehensive system investigation.  

𝑆𝑦𝑠𝑡𝑒𝑚	𝐼𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛

𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑟𝑖𝑐	𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑖𝑜𝑛
𝑃𝑎𝑟𝑎𝑚e𝑡𝑟𝑖𝑐	𝐵𝑎𝑠𝑒𝑑	𝑀𝑜𝑑𝑒𝑙𝑙𝑖ng	𝑆𝑐ℎ𝑒𝑚𝑒

𝐼𝑡𝑒𝑟𝑎𝑡𝑖𝑣𝑒/𝑅𝑒𝑐𝑢𝑟𝑠𝑖𝑣𝑒		𝑆𝑐ℎ𝑒𝑚𝑒
𝑁𝑜𝑛 − 𝐼𝑡𝑒𝑟𝑎𝑡𝑖𝑣𝑒	𝑆𝑐ℎ𝑒𝑚𝑒

𝑁𝑜𝑛 − 𝑃𝑎𝑟𝑎m𝑒𝑡𝑟𝑖𝑐	𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑖𝑜𝑛
𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛	𝐴𝑛𝑎𝑙𝑦𝑠𝑖𝑠	𝑆𝑐ℎ𝑒𝑚𝑒
𝑁𝑒𝑡𝑤𝑜𝑟k	𝐴𝑛𝑎𝑙𝑦𝑠𝑒𝑟	𝑆𝑐ℎ𝑒𝑚𝑒

𝑃𝑜w𝑒𝑟	𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚	𝐷𝑒𝑠𝑖𝑡𝑦	𝑆𝑐ℎ𝑒𝑚𝑒

 

Figure 3.1 Categories of System Identification Techniques 

3.2.1 Non-parametric Approaches 

Non-parametric approaches, for a long period, were always viewed as ‘only can be applied 

on off-line fields’. However, nowadays, although parametric approaches are still preferred for 

many online applications, such as health monitoring and fault detection of DC-DC power 

converters, non-parametric approaches are also tried to be used in these areas [161-165]. For 

example, for health monitoring and acquiring circuit component values, a frequency response-

based pole-zero mapping way is derived in [161]. Other examples are in [166, 167], where non-

parametric approaches are investigated to realise adaptive control and auto-tuning techniques. 

The pursuits of recent studies on improving non-parametric approaches are as same as that of 

parametric ones: alleviating computational complexity of identification processes [22, 162], 

enhancing disturbance rejection ability and noise insensitivity [159, 168]. Besides, 

improvements of perturbation signals are necessary, as the large magnitude of them, which 

could fully excite systems though, would disturb system outputs (strictly regulated voltages). 

To minimise the negative effects, new perturbation signals, such as blue noises, have been 

examined to substitute the conventionally used one [Pseudo-Random Binary Sequences 
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(PRBS)] [15, 168, 169]. Other signals proposed to be used in non-parametric identification 

include Inverse Repeat Binary Sequence (IRBS) and Maximum Length Binary Sequence 

(MLBS) [170, 171]. 

Compared with parametric SI which owns the typical merits of being able to acquire each 

value of passive components, its non-parametric counterpart is more advanced in the easy 

design of the control loop without knowing exact plant information. There are three techniques 

typically involved in non-parametric approaches: correlation analysis, frequency response 

analysis [172, 173] and Fourier or spectrum analysis [158]. The basic process of non-parametric 

SI can be concluded as two steps. The first step is to derive impulse responses [22] through 

applying cross-correlation analysis on sampled input and output signals [168]. The second one 

is to acquire frequency responses by computing Fourier Transform (FFT in [22, 162]) based on 

the impulse responses. Typical examples of the application of the two-step process are in [22], 

where a forward converter is identified. Another scheme is to use Discrete Fourier Transform 

(DFT) with sine wave excitation signal to directly get frequency responses, which makes 

correlation analysis unnecessary [161, 174]. However, this method may be further improved 

before being applied in real time occasions as it suffers from severe computational burden than 

the first does. As reviews, [158] and [15], suggest, non-parametric approaches have the merits 

of ease of implementation and being unnecessary to acquire prior information about identified 

systems, therefore, they have been widely adopted for operation supervision and fault detection 

[163-165]. However, they suffer long convergence time (as most of them are black-box 

techniques [97]), identification inaccuracies [caused by quantization in Analogue-to-Digital 

Conversion (ADC) [141] during low-resolution occasions, domain transformation from 

Laplace to Digital, etc.] and high noise/disturbance sensitivities, etc. For example, compared 

with real-time parameter estimation using Recursive Least Square (RLS) which may only spend 

3ms for getting real values under a 100kHz sampling frequency, non-parametric approaches 

would take 180ms [22]. Besides, their realization process needs a significant amount of data 

saved for correlation analysis [97]. Moreover, as the result update of non-parametric approaches 

is not iterative, it is difficult to find a highly flexible pace of updating control parameters, 

necessary in adaptive control. Therefore, there are many papers looking for improvements. For 

higher estimation accuracy, both pre-emphasis and de-emphasis filters were added in the 

identification process in [162], and the author of [168] proposed a windowing method, which 

can set aside a phase delay in data sampling for perturbation signal revision. Furthermore, [162] 

adopts a hardware-efficient approach to attenuate the influence of quantization in ADC and a 

fractional decade spectral window to smooth frequency responses. In [168], signals, typically 
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duty cycle and output voltages/currents, are sampled in a high density to circumvent 

discontinuity in collected data. In [23], the impreciseness of sampling and sensing is derived 

through a fuzzy density method. For disturbance effect reduction, [23] suggests applying 

circular correlation analysis on transfer function acquirement of SMPCs. The same idea of 

developing correlation techniques on SI can be seen in [172] and [162].  

3.2.2 Parametric Approaches 

Parametric SI is also called parameter estimation. It can be accomplished by two schemes: 

iterative and non-iterative schemes [175]. SI which does not need iterations is called non-

iterative parameter estimation. According to [147, 176, 177], the application of non-iterative 

approaches in SMPCs contains converter identification and the corresponding controller tuning. 

Results acquired from this scheme typically are values of corner frequency and quality factor 

of systems, rather than new guesses of candidate model coefficients typical results of iterative 

approaches. Systems could be excited by adding oscillations with certainly configured 

frequencies into voltage outputs of SMPCs during the steady-state period [Limit Cycle 

Oscillation (LCO) method] [28, 136, 147] or start-up period (forward relay-feedback method) 

[136, 176, 177]. Non-iterative approaches are often featured of easy implementation, though 

their identification accuracy is questionable [178]. 

Iterative parametric estimation aims to figure out the optimal model parameters (or 

coefficients of transfer functions) describing systems. Challenges that this scheme often 

encounters are concluded as: Firstly, before carrying out estimation procedures, prior 

information about identified systems, such as the order of models (transfer functions), the 

number of parameters and even circuit component values, etc., should be known. Secondly, the 

identification process is sensitive to noises so that sampled data should be carefully filtered. 

Thirdly, algorithms currently used for parameter estimation of SMPCs are computationally 

costly as most of them involve multiplications, inversions, or even divisions of matrixes. When 

orders of candidate models become higher, the issue of significant computational burden would 

be severer, which often brings difficulty or extra investments in the corresponding hardware 

implementation. Nevertheless, this approach can achieve fast identification speed and acquire 

coefficient values of system models which can be directly used for controller auto-tuning. 

Moreover, parametric approaches using iterative schemes may iteratively update estimation 

results at sampling frequency during system operation. These merits make parameter estimation 

ideal tools for real-time applications such as controller auto-tuning, operation monitoring and 

fault detection [162], etc. Adaptive filters, using steepest-descent methods to minimize cost 

function, 𝐽(𝜔) in (3-1), to iterate an optimal parameter vector, have been diffusely utilized in 
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online SI (iterative parameter estimation) [179] of linear systems [15, 180-183]. Convergence 

time, computational cost and estimation accuracy are three main considerations to evaluate the 

performance of adaptive filters (recursive algorithms).  

𝐽(𝜔) 	= 𝐸|𝑦 − 𝑢𝜔|[                                                  (3-1) 

𝑦	is the output signal. 𝑢	is regression vector (regressor). 𝜔	is the updated vector guess of 

parameters.  

The simplest algorithm used for SI might be Least Mean Square (LMS) derived from 

steepest-descent methods of which correction term comprises of step-size parameter and 

direction vector, shown in (3-2). 

𝜔7 = 𝜔7�Z	 + 𝜇 𝑅VF − 𝑅F𝜔7�Z , 𝜔�Z = 𝑖𝑛𝑖𝑡𝑖𝑎𝑙	𝑔𝑢𝑒𝑠𝑠                        (3-2)       

Here, 𝜔7 is the updated estimation vector at the 𝑖𝑡ℎ iteration event, 𝜔7�Z	is the one at the 

(𝑖 − 1)𝑡ℎ iteration event. 𝜇 is a constant step size. 𝑅VF = E𝑦𝑢∗, which is the cross-covariance 

vector of 𝑦 (scalar-valued output) and u (regressor). 𝑅F = E𝑢𝑢∗, which is a positive-definite 

covariance matrix of 𝑢 . The updated direction vector, 𝑅VF − 𝑅F𝜔7�Z  in (3-2), equals the 

negative conjugate-transpose of the gradient vector of the cost function at ωÜ�Z, i.e., 

𝑅VF − 𝑅F𝜔7�Z = −[𝛻𝜔 ∙ 𝐽(𝜔7�Z)]∗                                         (3-3) 

By replacing the random variable with observations and approximating 𝑅VF  and 𝑅F  with 

instantaneous values, i.e. 𝑅VF = 𝑦 𝑖 𝑢7∗, 𝑅F = 	𝑢7∗𝑢7, the gradient vector 𝛻𝜔 ∙ 𝐽(𝜔7�Z) can be 

viewed as: 

− 𝛻𝜔 ∙ 𝐽 𝜔7�Z ∗ = 𝑦 𝑖 𝑢7∗ − 𝑢7∗𝑢7𝜔7�Z = 𝑢7∗[𝑦 𝑖 − 𝑢7𝜔7�Z]                (3-4) 

Then, the LMS algorithm can be described as: 

𝜔7 = 𝜔7�Z	 + 𝜇𝑢7∗ 𝑦 𝑖 − 𝑢7𝜔7�Z , 𝑖 ≥ 0, 𝜔�Z = 𝑖𝑛𝑖𝑡𝑖𝑎𝑙	𝑔𝑢𝑒𝑠𝑠                 (3-5) 

𝜇 is a positive step-size.  

Another algorithm in the LMS family is Step Adaptive Least Square (SALS), applied for SI 

of a single-phase buck converter in [184] and a two-phase converter in [26]. The two papers 

also selected Dichotomous Coordinate Descent (DCD)-RLS and Batch Least Square (BLS) for 

performance comparisons. It shows that SLAS features high noise insensitivity despite a longer 

convergence time than DCD-RLS [15]. However, SALS was applied in an open-loop and extra 

memory is needed for pre-processing sampled data.  

𝑓X =
�e áâã S��_� äâb(

��½�
� ½�

)��

��
                                              (3-6) 

𝜔7 = 𝜔7�Z	 + 2𝜇𝑢7∗ 𝑦 𝑖 − 𝑢7𝜔7�Z                                         (3-7) 



32 
 

𝑓X is the corner frequency, 𝑓> is sampling frequency, 𝑏Z and 𝑏[ are numerator coefficients of 

transfer function representing buck converters.  

For improved performance, the regularized Newton’s recursion with a constant 

regularization sequence, i.e.𝜖 𝑖 = 𝜖, and a constant step-size sequence, i.e.𝜇 𝑖 = 𝜇, can be 

applied in steepest-descent algorithms, shown as (3-8). 

𝜔7 = 𝜔7�Z	 + 𝜇 𝜖𝐼 + 𝑅F �Z 𝑅VF − 𝑅F𝜔7�Z                                   (3-8) 

By respectively replacing the quantities of (𝜖𝐼 + 𝑅F)  and (𝑅VF − 𝑅F𝜔7�Z)  with the 

instantaneous approximations, (𝜖𝐼 + 𝑢7∗𝑢7)  and 	𝑢7∗ 𝑦 𝑖 − 𝑢7𝜔7�Z , the corresponding 

stochastic-gradient recursion would be written as: 

𝜔7 = 𝜔7�Z	 + 𝜇 𝜖𝐼 + 𝑢7∗𝑢7 �Z𝑢7∗ 𝑦 𝑖 − 𝑢7𝜔7�Z                             (3-9) 

According to [185], 𝜖𝐼 + 𝑢7∗𝑢7 �Z𝑢7∗ =
Fp∗

å_ Fp � , Normalized Least Mean Square (NLMS) 

recursion is then described as  

𝜔7 = 𝜔7�Z	 +
æ

å_ Fp � 𝑢7∗ 𝑦 𝑖 − 𝑢7𝜔7�Z , 𝑖 ≥ 0, 𝜔�Z	 = 𝑖𝑛𝑡𝑖𝑎𝑙	𝑔𝑢𝑒𝑠𝑠               (3-10) 

𝜖 is a small positive parameter. 

NLMS, using a stochastic-gradient approximation of Newton’s method, is proofed to be 

more efficient in terms of the shorter convergence time in real-time SI than LMS [186]. 

However, as models/transfer functions of the commonly used SMPCs, such as buck/boost 

converters, are second-order systems that may contain four coefficients for identification, the 

afore-mentioned algorithms will take ages to update estimation results. Moreover, there is a risk 

of instability when identification processes encounter disturbances if the step size is not 

appropriately set up [184]. As such, other adaptive filters are investigated and introduced in 

parameter estimation of SMPCs, including Fast Affine Projection (FAP), Kalman Filter (KF), 

Recursive Least Square (RLS, the most classical one) and its different variants [15, 25, 26, 28, 

29], etc. 

In Affine Projection (AP), 𝑅F and 𝑅VF, shown in (3-8), are replaced by the mean of several 

previous instantaneous values rather than the current one only, i.e.,  

𝑅F =
Z
ç
( 𝑢è∗𝑢è7

èé7�ç_Z ), 	𝑅VF = 	
Z
ç
( 𝑦(𝑗)𝑢è∗7

èé7�ç_Z )                        (3-11) 

Thus, 𝑅F =
Z
ç
𝑈7∗𝑈7, 	𝑅8F = 	

Z
ç
𝑈7∗𝑌7 , 𝑈7 ≜

𝑢7
𝑢7�Z
:

𝑢7�ç_Z

, 𝑌7 ≜

𝑦 𝑖
𝑦 𝑖 − 1

:
𝑦 𝑖 − 𝑁 + 1

, where 𝑁  is a 

positive integer that defines the number of historical steps considered in the current iteration, 
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𝑀 is the number of coefficients that need to be identified. Therefore, 𝑈7 ∈ 𝑹ç×ñ, 𝑌7 ∈ 𝑹ç×Z, 

𝜔 ∈ 𝑹ñ×Z. Then Newton’s recursion (3-8) becomes  

𝜔7 = 𝜔7�Z	 + 𝜇 𝜖𝐼 + 𝑈7∗𝑈7 �Z𝑈7∗ 𝑌7 − 𝑈7𝜔7�Z                                (3-12) 

Given that 𝜖𝐼 + 𝑈7∗𝑈7 �Z𝑈7∗ = 𝑈7∗ 𝜖𝐼 + 𝑈7𝑈7∗ �Z [185], AP is described as follows: 

𝜔7 = 𝜔7�Z	 + 𝜇𝑈7∗ 𝜖𝐼 + 𝑈7𝑈7∗ �Z 𝑌7 − 𝑈7𝜔7�Z                              (3-13) 

FAP, as an improved variant of AP for computational burden alleviation, can be described 

as follows: 

𝑒7 = 𝑌7 − 𝑈7𝜔7�Z                                                     (3-14) 

𝐺7 = 𝑈7𝑈7�Z∗                                                      (3-15)       

𝛾7 = 𝑧7 + 𝐺7𝜀7 = 𝑈7𝜔7�Z	                                            (3-16)                                  

𝑧7 = 𝑈7𝜔7�[                                                        (3-17)       

𝑅7 = 𝜖𝐼 + 𝑈7𝑈7∗                                                     (3-18) 

𝜔7 = 𝜔7�Z	 + 𝜇𝑈7∗𝑅7�Z𝑒7                                              (3-19) 

𝐺7, 𝑅7 and 𝑧7 are intermediate matrix variables, derived for being repetitively used because 

in (3-13) some elements have been calculated in previous iteration events. As a result, 

computational burden per iteration is relieved and time spent on finishing per iteration process 

is shortened. In [179] and [187], FAP is adopted in adaptive control for performance 

comparison with RLS, in which a less convergence time of using FAP is presented.  

KF family mainly contains three versions: classical KF for linear systems, extended KF for 

nonlinear systems and unscented KF for improved performance. Due to its advantages of being 

efficient and robust anti-interference, this family has been applied in target tracking, dynamic 

positioning, digital image processing, pattern recognition and navigation [188], etc. In [189] 

the classical KF was proposed to estimate coefficients of a linear second-order transfer function 

expressing a synchronise buck converter. It turns out that KF can achieve a shorter convergence 

time and higher estimation accuracy than exponential RLS (ERLS) does. As another typical 

adaptive filter with the least-mean-square criteria, its iterative update process includes four 

steps: Kalman gain (𝐺7), new parameter guess (𝜔7),  estimation dispersion (𝑃7) and covariance 

matrix project (𝑃7_). The corresponding equations are listed below:  

𝐺7 = 𝑃7�Z_ 𝑢7∗ 𝑟 + 𝑢7𝑃7�Z_ 𝑢7
∗ �Z

                                      (3-20) 

𝜔7 = 𝜔7�Z	 + 𝐺7 𝑦 𝑖 − 𝑢7𝜔7�Z                                      (3-21) 

𝑃7 = 𝑃7�Z_ 𝐼 − 𝐺7𝑢7                                                 (3-22) 

𝑃7_ = 𝑃7 + 𝑇                                                      (3-23) 
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𝑃(0) = 𝑔×𝑰 and 𝜔�Z = 0,where I is an 𝑀×𝑀 identity matrix, 𝑔 is large number, 𝑟 is scalar 

> 	0, 𝑇 is 𝑑𝑖𝑎𝑔[𝑇ZZ, 𝑇[[, . . , 𝑇ññ] added in covariance matrix project (𝑃7_). As [190] suggests, 

these diagonal elements in 𝑇 are beneficial to random changes of numbers in 𝑃7_. In addition, 

an attribute of KF, the linear increase in 𝑃, may result in KF operating without perturbation 

effects for longer time than ERLS [189].  

Apart from the afore-listed adaptive filters, other algorithms that have been introduced in SI 

of buck converter include DCD-RLS [28, 141], Biogeographical Based Optimization (BBO) 

combined with RLS [25]. In summary, finding an ideal algorithm that can achieve one or more 

requirements (less convergence time, higher estimation accuracy, lower computational burden, 

stronger disturbance rejection ability and lower noise sensitivity, etc.) has been always one of 

the populist studies in parametric SI.  

3.2.3 Hybrid Approaches 

Hybrid identification approaches, combining parametric and non-parametric ways, may 

acquire both frequency responses and transfer function coefficients although open-loop tests 

are needed [167]. The differences within hybrid approaches are mainly the sequence of carrying 

out parametric and non-parametric processes. In [167], frequency response acquirement is 

firstly done while it starts after iterative parameter estimation completes in [16]. The application 

of hybrid techniques is the same as that of parametric and non-parametric approaches (health 

monitoring, adaptive control and system aging detections, etc.), however, they always suffer 

high computational complexity due to their combination instinct. 

3.2.4 Summary and Discussion 

This section reviews different SI approaches applied in SMPCs. As many studies 

investigated, although more comprehensive knowledge can be acquired through using non-

parametric approaches, these techniques require an open loop, extra data memories and cannot 

be well cooperated with real-time applications. Parametric approaches have the advantage of 

being instinctively iterative, ideally used for real-time applications, including adaptive control, 

operation fault detection, etc. Firstly, sampling and calculation capabilities of hardware 

equipment (FPGA, Digital Signal Processors, etc.) being upgrading are alleviating high 

computational cost issues suffered during algorithm implementation. Secondly, techniques that 

acquiring circuit component values according to estimated parameters of the transfer function 

are rapidly improving, which makes parametric SI an efficient tool for health monitoring. 

Besides, only on some particular occasions, hybrid ways can be used due to their tremendous 

computational complexity produced by compositing two identification approaches. Due to the 
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increased popularity of adaptive control techniques coping with frequent system variations 

during system operations, parametric SI has been widely used and the relative studies have 

become more comprehensive and deeper. Researchers have always urged to introduce or derive 

more efficient algorithms in terms of shorter convergence time, lower computational 

complexity and higher estimation accuracy. Algorithms that can be used for parameter 

estimation have not been fully explored. Correspondingly, RLS, as the most classic algorithm 

used in SMPCs due to its high stability and qualified performance, has been dominantly used 

in parameter estimation of linear models describing SWPCs. Besides, almost all new-algorithm 

investigation studies would compare their proposed algorithms with RLS to demonstrate 

improvements [15, 26, 179, 189]. Therefore, in this project, RLS will be selected for parameter 

estimation of multi-rail power converters to validate the proposed two computational reduction 

approaches. 

3.3 Steps of Iterative Parameter Estimation 

Due to the use of iterative parameter estimation in this project, its process would be 

specifically introduced in this section, which normally includes four steps: data collection, 

model selection, approach selection and hardware implementation [15]. 

3.3.1 Data collection 

Data collection refers to system excitation, sampling rate selection, sampled data filtering 

and storage. Before collecting/sampling data, typically the input and output of identified 

systems, systems would be excited by injecting a set of frequency-rich perturbation signals into 

the control loop of the identified system. Perturbation signals commonly used include pink/blue 

noise signals [10, 191], chirp signals [161], multi-tone sinusoid signals [174], inverse repeat 

binary sequence (IRS) [158, 170] and pseudo-random-binary-sequence (PRBS). Due to its 

spectral resemblance to white noises, implemental ease, less computational cost and rich 

frequency, PRBS has been widely applied in [15, 26, 179, 184, 189] and will be used in this 

project either.  

Sampling rate selection in SMPCs is often relevant to applications. the rate of SI, used for 

fault detection or lifetime prediction in which circuit component values (capacitors) should be 

estimated, is normally configured with high sampling frequency. For example, in [192-197], a 

sampling frequency, 10 times higher than switching frequency is selected for life-cycle 

monitoring, on-line fault detection, condition monitoring of power converters. This would bring 

a problem: Switching frequency is increasing recently as the power density requirement is 

becoming higher. If the switching frequency is as high as 100kHz in [193], it is difficult or 
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costly to set up the sampling frequency 10 times higher. In this case, [25] proposed a low 

sampling frequency fault detection method, BBO, which allows circuit components to be 

evaluated under a low sampling frequency. While for applications such as adaptive control, 

where only coefficients of mathematical models are required, low sampling frequency, typically 

equalling switching frequency, can be selected [22, 28, 179, 189]. However, if the sampling 

frequency is further lowered, effects of PRBS might be removed given that excitation signal 

frequencies are commonly equal to switching frequency as well.  

The amount of data sampled and saved depends on the convergence time of SI approaches 

affected by intrinsic properties of the applied algorithms, the complexity of identified systems 

and noise effects, etc. For example, systems described with higher-order transfer functions will 

spend a longer time to be identified and consequently, a larger number of sampled signals is 

needed. Or RLS, a classical algorithm used for SI, will be more time-consuming than FAP is, 

proved in [179].  

As SI is only based on the relation between the input and output signals, it is sensitive to 

noises that might be caused by poor connections, quantization in hardware implementation 

(ADC), the transformation between Laplace and digital domains, etc. Thus, filters should be 

carefully selected to remove unwanted noises. In [28, 179, 189], a 4-tap Moving Average Filter 

(MAF) is tested and applied while in [158], a low pass filter was mentioned to reduce 

measurement noises. Then filtered data should be stored in memories if it is necessary for some 

techniques, e.g. off-line or non-parametric, which may cause extra memory investments.  

3.3.2 Model Selection 

To realise typical grey box System Identification (SI), the mathematical models (transfer 

functions) of systems should be selected at first. Model selection of SI can be nonlinear, linear 

and hybrid. According to the small-signal modelling of buck converter described in Chapter 2, 

its model would be a linear one. The structure of a general-linear polynomial model is shown 

in Figure 3.2, in which 𝐴, 𝐵, 𝐶, 𝐷 and 𝐹 are polynomials that can be in both frequency domain 

or digital domain. As real-time parameter estimation is usually based on digital control 

techniques, discrete system transfer functions are required and expressed as (3-24).  

 
Figure 3.2 The Structure of a General-Linear Polynomial Model 
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𝐴 𝑧 𝑦 𝑘 = ÷ N
ø N

𝑢 𝑘 − 𝑛 + ; N
K N

𝑒 𝑘                                    (3-24) 
𝐴 𝑧 = 1 + 𝑎Z𝑧�Z + ⋯+ 𝑎úû𝑧

�úû                                     (3-25) 

𝐵 𝑧 = 𝑏g + 𝑏Z𝑧�Z + ⋯+ 𝑏ú½�Z𝑧
�(ú½�Z)                                (3-26) 

𝐶 𝑧 = 1 + 𝑐Z𝑧�Z + ⋯+ 𝑐ú·𝑧
�ú·                                      (3-27) 

𝐷 𝑧 = 1 + 𝑑Z𝑧�Z + ⋯+ 𝑑úª𝑧
�úª                                     (3-28) 

𝐹 𝑧 = 1 + 𝑓Z𝑧�Z + ⋯+ 𝑓úü𝑧
�úü                                      (3-29) 

where 𝑢 𝑘 , 𝑒(𝑘) and 𝑦(𝑘) respectively are system inputs, disturbances and system outputs in 

the discrete domain. 𝑛 indicates the number of sampling delays. 𝐴(𝑧), 𝐵(𝑧), 𝐶(𝑧), 𝐷(𝑧) and 

𝐹(𝑧) are polynomials in the digital domain built to express ratio relation among inputs, outputs 

and disturbances. Then SI can be achieved by estimating coefficients of these polynomials 

[𝑎, 𝑏, 𝑐, 𝑑 and 𝑓, with subscripts (𝑘), represented from (3-25) to (3-29)]. Based on this general 

linear model, many variations are derived. If 𝐶(𝑧), 𝐷(𝑧) and 𝐹(𝑧) are 1, the model becomes 

Autoregressive with Extra Input (ARX). If 𝐷(𝑧)  and 𝐹(𝑧)  are 1, Autoregressive Moving 

Average with Extra Input (ARMAX) is acquired. Output-Error (OE) model is the version that 

𝐴(𝑧), 𝐶(𝑧) and 𝐷(𝑧) are 1 [69, 198], and Box-Jenkins (BJ) model is the one when 𝐴 𝑧  equals 

1. These linear models, however, are not typically used for SI of SMPCs, particularly for 

buck/boost converters. Small signal average models of buck/boost converters are Single-Input 

Single-Output (SISO) but the afore-mentioned linear models all include disturbance terms, 

which are suitable for Multi-Input Single-Output (MISO). Thus, a model named Infinite 

Impulse Response (IIR) filter [or Autoregressive Moving Average (ARMA) model] is widely 

selected in SISO systems identification, for example in [15, 26, 97, 142, 179, 189], as well as 

applied in this project, of which structure is shown below: 

𝐴 𝑧 𝑦 𝑘 = 𝐵 𝑧 𝑢 𝑘 − 𝑛                                                  (3-30) 

Nonlinear models are usually combined with linear models to build hybrid models, which is 

also the classical model used in black box identification. For example, the Hammerstein model, 

which comprises a nonlinear static part and ARX part [158, 199], is applied to identify second-

order systems such as boost converters [200, 201] and a fourth-order system in [202]. 

Specifically, only in the linear part, PRBS was injected while the nonlinear part is identified 

based on varied duty cycles. In [203], a DC-DC converter with remote control is expressed by 

a hybrid (Wiener-Hammerstein) model, which can take large-signal behaviour such as inrush 

current and starting up into account and assess power consumption and system stability.  
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3.3.3 Algorithm Selection 

According to [15, 24-26, 189], algorithms investigated for being used in parameter 

estimation of SMPCs include FAP, DCD-RLS, KF, SALS, Biogeographical based optimization 

(BBO)-RLS, etc. They are all compared with the most classical one, RLS, and their 

performance can be evaluated in terms of convergence time, computational cost, estimation 

accuracy and robustness of disturbance rejection. 

Table 3-1 Computational Complexities of the Mostly Used Algorithms in Parameter 

Estimation 

Algorithms 
Computational Complexity 

+ × / 

SALS 
2𝑀 + 1, 

(9) 

3𝑀 + 2, 

(14) 
 

RLS 
4𝑀[, 

(64) 

6𝑀[ + 3𝑀 + 1, 

(109) 
1 

FAP 
1 + 𝑁 𝑀 +𝑁Ã + 2𝑁[ + 2𝑁 + 1, 

(68) 

1 + 𝑁 𝑀 +𝑁Ã + 2𝑁[ + 2𝑁 + 2, 

(69) 
 

AP 
𝑁[ + 2𝑁 𝑀 +𝑁Ã + 𝑁[ − 𝑁, 

(93)	

𝑁[ + 2𝑁 𝑀 +𝑁Ã + 𝑁[, 

(96)	
 

KF 
𝑀Ã + 2𝑀[ + 2𝑀, 

(104) 

𝑀Ã + 2𝑀[ + 4𝑀, 

(112) 
1 

𝑀;I  is the number of transfer function coefficients. 𝑁;S  is selected as 3 in this project, a positive 

integer that defines the number of historical steps considered in the current iteration.  
 

Table 3-1 lists computational complexity per iteration of the commonly used algorithms 

from the easiest to the most complicated. SALS, slightly different from LMS, features the 

lowest calculation cost, strong noise-proof ability but significantly slow identification speed 

[184]. It was adopted in the high-frequency estimation of a single-rail-multi-phases buck 

converter in [26]. RLS, in virtue of low computational burden and qualified estimation accuracy, 

have been dominantly applied in parameter estimation of power electronics. Moreover, its 

convergence time can be adjusted through manipulating the forgetting factor (specifically 

described in Chapter 4. Nowadays, RLS with variable-forgetting factor is proposed to improve 

tracking of real-time parameter variations, although the algorithm is computationally heavier 

than the classical version which owns a fixed forgetting factor [31]. FAP, as a computational 
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complexity alleviation version of AP, was proposed for on-line SI of power converters [15]. 

Results show that FAP performs better than RLS in terms of convergence time and estimation 

accuracy. KF, despite the highest computational burden shown in Table 3-1, is experimentally 

demonstrated to be superior in dealing with abrupt load changes. Besides, KF may keep normal 

operation for a longer time without excitation signal injection, which could minimize the 

perturbation effects brought to voltage/current outputs of power electronics. Methods not listed 

in Table 3-1 are DCD-RLS and BBO-RLS. DCD-RLS in which there is not multiplication is 

proofed to be more computationally efficient than the classical RLS [28, 30]. BBO, the most 

computationally costly one among all these mentioned methods though, could achieve the 

highly precise real-time evaluation of circuit component values of a buck converter, even 

including Equivalent Series Resistance (ESR) of inductors and output capacitors as well, based 

on transfer function coefficients [25]. 

Given that individual configurations of these algorithms and the setup and environmental 

situations of their experimental validation, such as value selections of forgetting factor and step 

size, filters for pre-processing sampled signals, the magnitude of perturbation signals and noise 

severities, etc., are different, it is difficult to rank the performances of these algorithms based 

on their estimation speed presented in the above-mentioned papers. However, it is known that 

most recursive algorithms normally contain a numerical factor that would affect convergence 

time, such as constant step size, 𝜇 , in FAP, AP and KF and forgetting factor, 𝜆 , in RLS. 

Increasing step size or decreasing forgetting factor to a reasonable extent may speed the 

identification process up while a large step size factor, or a very small forgetting factor, may 

also result in instability or severe fluctuations in recursive curves. 

Acceptable estimation accuracy, ±5% of real values suggested in [189], is achieved in all 

experimental validation sections in papers investigating the above-listed algorithms. 

Specifically, the identification results of applying KF are more accurate than those from RLS. 

There is no noticeable difference in converged values of AP, FAP and RLS.  

In summary, in virtue of its less computational consumption, less convergence time and 

qualified estimation accuracy, RLS is still dominantly applied in parameter estimation of 

SMPCs. Other adaptive filters are more likely to be used to satisfy one particular requirement. 

For example, KF might be selected due to a strict demand for estimation accuracy while 

computational efforts could be compromised.  

3.3.4 Hardware implementation of SI  

Iterative algorithms, typically combined with closed-loop control, are commonly 

implemented for real-time SI through digital signal processors (DSPs) and Field Programmable 
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Gate Arrays (FPGAs). In [26], to realise SALS estimation, an Altera Cyclone IV E series FPGA 

(EP4CE115) was utilised and the switching frequency of the identified converter reached 1MHz. 

Others (FAP, DCD-RLS, KF and BBO-RLS) are performed on a Texas Instruments DSP 

(TMS320F28335) to estimate transfer function coefficients of a buck converter with 20kHz 

switching frequency [24, 28, 189]. In [189], an adaptive control loop was built based on real-

time identification results through using KF, which indicates that the DSP (TMS320F28335) is 

computationally tolerable for the high complexity of KF, not to mention others suffering less 

calculation burden than KF. Meanwhile, with the continuous development of hardware 

equipment, their processing abilities have been upgraded and powerful enough to achieve a 

recursive algorithm-based online estimation of high order systems.  

3.4 Prioritization of Multi-Rail Architecture 

In multi-rail power conversion architectures, the number of rails can be varying on different 

occasions, and the importance of each rail may depend on the application, the magnitude of 

error signals, etc. of the rail. For instance, the rail providing regulated voltage to memory 

devices is often operationally superior to those for monitors, or rails bearing more frequent or 

periodic load changes should be paid more attention than those barely suffering abrupt system 

variations. Otherwise, when two rails are encountering disturbances at the same time, the one 

with a larger magnitude of its error signal, indicating a severer system change, should be coped 

with firstly. If these application-decided or error-signal-level-decided importance are 

considered in an adaptive control loop, some essential rails should be prioritized for real-time 

parameter estimation. As it typically takes a few milliseconds to get estimation results, when 

parameter estimation should take place in several rails at the same time, rails with low priority 

will wait for estimation-result update until ones with higher priority finish.  

For real-time parameter estimation of a multi-rail power converter, there is a high likelihood 

that the number of rails sending SI requests would be above the maximum capability of 

simultaneous parameter estimation. As such, without prioritization, execution systems would 

encounter SI request jam due to not being able to decide which request should be responded to 

first. Accordingly, Maher Al-Greer proposed a predetermined prioritization way, followed by 

sampled data storage, in [204]. All the necessary data from rails sending SI requests will be 

sampled. After these requests being ranked based on their predefined priorities, rails with higher 

priorities will be identified first while sampled data from lower priority rails are saved for later 

use. This approach features ease of implementation and low ranking cost, it, however, requires 

users’ rich experiences about multi-rail architectures they applied to conclude a well-predefined 
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ranking queue. Besides, the large amount of sampled data from rails whose SI requests are 

pending needs investments in storage equipment. Even worse, if system variations occur after 

sampled data storage in rails waiting for SI, the consequent estimation result would still be the 

one corresponding to the change which happened before data storage, instead of the newest one. 

As such, this paper would propose a hard-real-time SI allocation way allowing sampling only 

happens when SI is undergoing, i.e., there is not storage of sampled data.  

While, task/request prioritization is not only discussed in the power electronic area, but has 

now been considered in various fields in which as long as multiple tasks should be dealt with 

under limited time/financial/equipment resources. These areas include fault discovery of source 

codes [205], multi-case testing, management of robotic production cells, response optimization 

of sensors [206], of network packets and of memory requests in chips [207], fault severity 

estimation [208] and data packet scheduling in wireless sensor networks [206], etc. To raise 

operation efficiency and avoid information jams, all these applications would contain an 

optimized decision-making workflow to schedule the sequence of requests/tasks. A typical 

example is a heterogeneous prioritization framework, applied in chip multiprocessor fields 

[207], which includes a novel way proposed to queue network packets and memory requests 

particularly for the increase in workload diversity. When tasks which need to be ranked are SI 

of multi-rail power converters, since that there can be, as demonstrated in Chapter 4, three rails 

identified at the same time, it is rails ranked ‘first’, ‘second’ and ‘third’ that would be selected 

for SI instead of only the first one. Consequently, the ranking system can be more tolerant as 

even if one rail is ranked higher than another, they may still be identified together. However, 

this would increase the complexity of prioritization: a comprehensively-designed and efficient 

workflow is necessary, such as the execution system proposed in [209], featured of high 

operation efficiency, and the framework in [207] considering various circumstances, etc.  

There can be many ways of categorising scheduling approaches. Based on if tasks are 

interruptible, common scheduling approaches include pre-emptive (interruptible), Earliest 

Deadline First (EDF) (interruptible) and ‘First Come First Serve (FCFS)’ (uninterruptible) 

[210], etc. Apart from prioritizing simultaneous requests, execution system also need to deal 

with requests with high priorities sent when SI of rails with low priorities have already started. 

The solution can be to wait (FCFS) or to interrupt (Pre-emptive, EDF). A typical example of 

pre-emptive task assignment schemes, named ‘uC/OS-2’, is introduced in [211], under which 

new arrival tasks may interrupt ones being processed. Besides, a round-robin scheduling way 

to rank tasks with the same priorities is also mentioned in [211]. For comparison, the author of 

[210] specifically pointed out the features of the afore-mentioned three approaches: Non-pre-
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emptive ways, such as First Come First Serve (FCFS), are more likely to result in later-

requested-high-priority tasks pending for ages until earlier-requested-low-priority tasks finish. 

While using the pre-emptive method may lead to some tasks with lower priorities never can be 

dealt with during rush hours of request sending. As to EDF, which marks tasks, required by 

earlier completion deadlines, with higher priorities, it is, therefore, particularly in limited 

resources, possible that some tasks which share the same deadlines with others miss their 

opportunities of being coped with. Accordingly, to guarantee that more important rails can be 

identified earlier, this paper would apply the pre-emptive scheduling way. However, to avoid 

some low priority rails wait unreasonably long, there will be a window time set aside, only 

during which high-priority requests will be allowed to interrupt SI of low priority rails.  

Based on if priorities of tasks are editable during system operation, scheduling approaches 

can be distinguished as ‘dynamic’ (editable) and ‘predetermined’ (invariable) [212]. For wise 

decision-making, a predetermined scheduling system, in which each task is pre-ranked by 

existing knowledge [212], requires a large amount of historical information including experts’ 

experienced opinions and reference database, etc. Papers referring to typical predetermined 

ranking ways include [208, 213], which describe fuzzy logic, and [214], which introduces a 

pre-decided priority rule, etc. Accordingly, predetermined scheduling approaches gain their 

popularity due to the unnecessity of complicated mathematic calculation [215], cost-saving and 

ease of hardware configuration. However, the unchangeable priorities of tasks during system 

operation makes these approaches difficult to be applied in circumstances that task importance 

varies [216]. Oppositely, dynamic prioritization methods are often introduced as ‘particularly 

suitable for real-time systems’ [206, 211] by their high flexibility [215]. For example, to 

minimize recording age (time elapsed since a request occurs until its corresponding task has 

finished), dynamic prioritization schemes are both applied on surveillance task assignment in 

[206] and integrated service coordination in [217]. The author of [217] pointed out, the applied 

scheduler features typical merits of most dynamic prioritization methods. Being FPGA-based 

and being iterative make the applied scheduler highly flexible, readily programmable and 

customizable. Editable scheduling ideas also can be seen in [218], in which newly arrived data 

segments (low priority) can be allocated into the high-priority queue for being handled earlier. 

Likewise, there is a well-defined revisable workflow being able to revise priorities of tasks in 

[209]. Based on updated priorities, tasks which have been, or asking for being, managed will 

be re-ranked for making decisions that if the undergoing process should be interrupted. In the 

case of SI of multi-rail power conversion architectures, as the magnitude of control error signals 
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of rails will be compared in real-time for defining priorities, the dynamic approach, therefore, 

is particularly suitable.  

For an optimized scheme, there are various algorithms introduced to make ranking decisions. 

For example, in the cloud computing area, algorithms applied include FCFS [210] (a typical 

non-pre-emptive task allocation approach featured of being simple, error-free and able to 

automatically queueing tasks), ABC (Activity Based Costing, widely used in cloud computing), 

PSO (Particle Swarm Optimization, applied for the aim of processing-cost minimization), QoS-

driven (able to take many elements, such as user privilege, expectation, task length and the 

pending time, etc. into queueing consideration) and VMT [219] (Virtual Machine Tree, 

particularly for rising task execution efficiency) (VMT), etc. Moreover, Genetic Algorithms 

were also mentioned in [220, 221] and Meta-Heuristic algorithms, traditionally applied for 

optimization, in [205]. These algorithms can provide reasonable results indeed, but costly. In 

the fields where tremendous cases need to be scheduled, cloud computing, for example, these 

algorithms could effectively and robustly prioritise tasks, while the coordination burden of SI 

requests in power electronics is much less than that in these areas, where applying complex 

algorithms, therefore, will cause unnecessary investments. The author of [212] suggests that 

there is always a trade-off between prioritization preciseness and the cost of carrying out 

algorithms, and therefore proposes a simplified ranking approach for sensor management. 

Respects that mainly be considered are separately weighted by respect factors based on which 

targets can be ranked. This predetermined and complexity-free quantization way may guarantee 

both reasonable and cost-saving prioritization process, and therefore, will be applied for SI 

request prioritization in multi-rail power converters. The four steps described in [222] (1. 

Numerical representation and normalization of respects, 2. Weights assignment for respects, 3. 

Score calculation for each request, 4. Ranking) are followed in this paper for ranking SI requests.  

Various respects should be considered for task prioritization. In [223], only primary-user 

(PU) activities would priority rule design for cognitive radio (CR) transmission be based on. 

While, in [208] to rank probable faults in vital signs monitor, five relevant physiological 

variables, electrocardiogram, heart rate, respiratory rate, temperature and partial oxygen 

saturation, are quantitated and corporately considered. Likewise, [224] suggests three typical 

aspects (business, performance and technique) taken into consideration during optimization of 

prioritizing test cases. Conventionally, the design of the ranking rule should be based on 

difficulties in completing tasks. For example, in [210, 225], the tasks expected to spend less 

time to complete can get higher priorities. However, as task requests in this project are only SI, 

which is similar to the situation in [219, 226] (execution cost of tasks is uniformed), it is 
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unnecessary to compare the execution efforts of different tasks. Moreover, many ranking 

schemes are mainly based on the application importance of each task, such as those in [205, 

227-230]. Overall, the commonly and necessarily considered respects are well listed in [231]: 

the execution efforts of tasks (spending time, overhead and complexity, etc.), fault-occurrence 

odds, historical priority records, time spent on task ranking, and urgency levels decided by 

application and fault properties, etc. The most usual and simple way of corporately taking these 

respects into prioritization consideration is to quantitate them by different weights, such as 

Simple Additive Method (SAM) and Simple Weighted Product (SWP) [222, 231-233], etc. For 

example, in [234], three respects, source code information, application coverage and execution 

time, are quantitated with equally assigned weight, which is, however, doubted by the author 

of [205], who proposes to automatically allocate more weights to fault-prone software artefacts 

and to those important in applications. In this project, respects reflecting urgency levels of SI 

requests include the severity of errors that rails suffer, application importance and system-

variation odds, etc. 

Except avoiding task request jams, being reasonable and flexible, as references [205, 206, 

209, 235] suggest, other common objectives of ranking scheme design include cost-saving (cost 

constraint), execution time minimization (time constraint) and high efficiency, etc. For example, 

the ranking approach in [223] is proposed under route overhead limits, and in [225] FCFS and 

EDF are applied under time constraints. In [224] about fault discovery in source code, two 

pursuits, cost reduction and earlier completion, are separately called the business and technical 

criteria. As of [217], where a mix-criticality scheduling system is proposed with objectives 

including the shortened service time, high quality, flexible real-time control system, minimized 

scheduling computational cost, it is known that sometimes designing scheduling rule does not 

only follow a single objective but multiples [231]. As such, several multi-objective decision-

making models are proposed such as MOORA, AHP, TOPSIS, VIKOR, ELECTRE, 

PROMETHEE [205], etc. The corresponding performance comparisons among these models 

indicate that MOORA might be the best when computational time, simplicity and mathematical 

calculation complexity are the main objectives of decision making [236]. Another method of 

corporately following several criteria is to simply produce multiple ranking queues, then mixed 

[210]. As described in [237] and [238], two ranking queues are generated by applying EDF and 

Adaptive Double Ring Scheduling (ADRS), and in [210] three queues for both execution 

efficiency and flexibility in real time. Based on these previous studies, the objectives of the 

proposed scheduling approach in this paper can be to minimise the average pending time of SI 

requests, simplified and cost-saving ranking scheme.  
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Overall, the current ranking scheme for SI requests of multi-rail power converters is not able 

to decide priorities based on the severity of system variations in real-time, according to the 

prioritization approaches applied in various areas and their characteristics, a new task allocation 

way, derived from [209] and [219], will be proposed in this paper, required to: 1. dynamically 

update request priorities in hard-real-time to guarantee that SI can produce the newest 

estimation results, 2. be able to provide SI opportunity for both high and low priority rails, 3. 

comprehensively consider various respects to define priorities, 4. be cost-saving and efficient.  

3.5 Chapter Summary 

The chapter shows an overview of system identification techniques applied in SMPCs, 

including the introductions of non-parametric estimation and parametric estimation methods. 

Iterative parameter estimation, mainly applied in this project, is reviewed in a detailed way. The 

process of achieving parameter estimation is divided into four steps (data sampling and 

collection, model selection, algorithm selection and hardware implementation), specifically 

introduced in 3.3. Particularly, most algorithms commonly used in parameter estimation of 

SMPCs are listed and compared. Besides, to build a prioritization workflow for system 

identification of multi-rail power conversion architectures, various task ranking/sequencing 

workflow (or framework) proposed in other application areas are investigated. The optimization 

approaches of the parameter estimation process proposed in Chapter 4 and 5, and the 

prioritization workflow designed in Chapter 6 are both based on the background knowledge 

introduced in this chapter.  
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Chapter 4 Two Proposed Computational Burden Alleviation Approaches 

(Iteration Decimation and CMA/CT Reusing) 

4.1 Introduction 

According to pieces of literature, there have been many recursive algorithms, including RLS, 

AP (FAP) and KF, etc., performing well in real-time parameter estimation for single power 

converters [15, 24, 26, 29, 189]. However, the algorithm processing speed of the applied DSPs 

still limits the switching frequency of power electronics. With the development of the signal 

processing units, these algorithms can be easily implemented in DSPs with the minimized 

operation time. In [189], they will respectively take 37µs and 34µs to complete one iteration 

cycle when applying KF and RLS on a DSP (TMS320F28335). As such, the sampling 

frequency, equaling the switching frequency in that work, had to be as low as 20kHz to 

guarantee the sampling intervals being longer than 37µs. If a higher switching frequency is 

required, 50kHz for example, more advanced processors which could complete one iteration 

cycle in less than 20µs might be necessary. Otherwise, when the adaptive filters are applied in 

multi-rail architectures with a centralized single controller, the computational burden will 

become significantly heavy, increasingly proportionately with the addition of rails. For example, 

if the available computation time is 50µs, the employed processor should finish 64 additions, 

109 multiplications, and 1 division in 50µs for single-rail parameter estimation by using RLS 

(see Table 4-1). If three rails are simultaneously identified, the computational burden in the 

50µs will be increased to 192 additions, 327 multiplications, and 3 divisions. The significant 

increase in the computational burden could cause the need for advanced processors more 

computationally capable particularly, resulting in extra investments. As such, this paper 

considers two approaches to reduce the computational complexity of multi-rail converters and 

better facilitate centralized single processor control. These experimentally validated approaches 

are 1. Iteration frequency reduction. 2. Frequency reduction of updating Covariance Matrix 

Approximation (CMA), or Correction Term (CT) by re-using CMA/CT. RLS, AP and KF 

algorithms are employed to validate the proposed approaches, which can be more widely 

applicable to other recursive estimation algorithms though, in both simulation and practical. 

4.2 Parameter Estimation of SMPCs 

4.2.1 Introduction of Parameter Estimation of a buck converter 

There are various modelling ways reviewed in Chapter 2, and small signal modelling is 

selected in this project to mathematically express the power converter architectures. Equation 

(4-1) is the transfer function in z-domain of a single buck converter. 
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m(N)
K(N)

= S�N��_S�N��

Z_I�N��_I�N��
                                                   (4-1) 

Specifically, the relation between the sampled output voltage at 𝑖𝑡ℎ  iteration and the 

previously sampled signals, including the sampled output voltage and the sampled duty cycle, 

at (𝑖 − 1)𝑡ℎ and (𝑖 − 2)𝑡ℎ iteration can be shown as follows: 

𝑉 𝑖 = −𝑎Z𝑉 𝑖 − 1 − 𝑎[𝑉 𝑖 − 2 + 𝑏Z𝐷 𝑖 − 1 + 𝑏[𝐷 𝑖 − 2 ,                  (4-2) 

where 𝑉 is the voltage output, 𝐷 is duty cycle, 𝑎Z, 𝑎[, 𝑏Z, and 𝑏[ are the four parameters which 

need to be identified after every sampling action. 

Figure 4.1 shows the proposed real time parameter estimation process of a multi-rail 

architecture containing three rails. By superimposing a small frequency rich perturbation signal, 

here a Pseudo Random Binary Sequence (PRBS) [160], the resultant duty cycles, 𝑑^(𝑛), will 

momentarily excite the output voltage of the corresponding power rail. Then, the algorithm will 

process the sampled duty cycle and the voltage signals to estimate the parameters of the transfer 

function in (4-2) (a1, a2, b1, and b2).  

 

Figure 4.1 A Three-Rail Power Converter Architecture (Blue, Right Side) and the Real-Time 

System Identification Process (Red, Left Side) [28] 

4.2.2 Adaptive Filters Employed for Parameter Estimation 

As Section 3.2.2 shows, the steepest-descent methods iterate the optimal guess vector by 

minimizing the cost function, (3-1). In this project, the best fit of the parameter vector,  𝜔 ≜

[𝑎Z	𝑎[	𝑏Z	𝑏[], should be found. Most adaptive filters used for parameter estimation are based 

on Regularized Newton’s recursions, such as Least Mean Squares (LMS), RLS and Affine 

Projection (AP), etc., which update New Guess (NG) through adding Correction Term (CT) 

calculated in the current iteration cycle to the NG gotten from the last cycle. CT contains a 

direction part [Gradient Vector (GV)] and a magnitude part [Covariance Matrix Approximation 
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(CMA)/Kalman Gain (KG)]. Therefore, updating an NG typically includes 5 update steps: 1. 

Regressor, 2. the magnitude of CT, 3. the direction of CT, 4. Correction Term and 5. New Guess.  

A. Recursive Least-Square (RLS) 

Figure 4.2 indicates the process of one iteration cycle of RLS [239]. (The detailed derivation 

processes of RLS and AP are all collected in Appendix A) In Figure 4.2, the true values of the 

parameter vector, [𝑎Z	𝑎[	𝑏Z	𝑏[], multiplying the regressor, 𝑢7, may result in the output voltage 

signal, 𝑦(𝑖), while the iterated New Guess would produce the predicted output, 𝑦(𝑖). The 

difference between the sampled output and the prediction in the last iteration cycle, 𝑦 𝑖 − 𝑦(𝑖), 

is used for proceeding the next cycle.  

 
Figure 4.2 Block Diagram of the RLS Algorithm 

Table 4-1 The Update Sequence of an Iteration Cycle of RLS 

Step Updates RLS Formula 

Initialization 

𝑢g = 0, 𝑦(0) = 0, 0 < 𝜆 ≤ 1, 𝜔�Z = 0,	𝑃g = 𝑔𝑰, 

where I is an 𝑀×𝑀 identity matrix, 𝑔 is a large number. 

𝑖 is the current iteration instant and 𝑛 the current 

sampling instant, same in the following contents. 

1 Regressor 
𝑢7 ≜ −𝑉 𝑛 − 1 	− 𝑉 𝑛 − 2 		𝐷 𝑛 − 1 		𝐷(𝑛 − 2)  

𝑦(𝑖) ≜ 𝑉 𝑛  

2 CMA 𝑃7 = 𝜆�Z 𝑃7�Z −
𝜆�Z𝑃7�Z𝑢7∗𝑢7𝑃7�Z
1 + 𝜆�Z𝑢7𝑃7�Z𝑢7∗

 

3 GV 𝑒7 = 𝑢7∗ 𝑦(𝑖) − 𝑢7𝜔7�Z  

4 CT 𝑃7 ∙ 𝑒7 

5 NG 𝜔7 = 𝜔7�Z	 + 𝑃7𝑒7 

The mechanism of the four update steps – the magnitude of CT, the direction of CT, CT and 

NG – are respectively presented as Step 2, 3, 4 and 5 in Table 4-1: 
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1. the magnitude of CT (CMA in RLS, or 𝑃7, in Table 4-1): In RLS, 𝑃7, a matrix with the 

size of 𝑀 by 𝑀 (𝑀, the amount of the estimated parameters, is 4 here),  can be acquired when 

the last CMA (𝑃7�Z), Forgetting Factor (𝜆) and regressor are known. 𝜆 is a convergence-time-

related constant investigated in Section 4.3.1. 

2. the direction of CT (Gradient Vector in RLS, or 𝑒7, in Table 4-1): In RLS, the Gradient 

Vector is the multiplication of the regressor, 𝑢7, and the difference, 𝑦 𝑖 − 𝑦(𝑖).  

3. Correction Term: the multiplication of the direction part of CT and the magnitude part. 

4. New Guess: the sum of the last guess (𝜔7�Z) and the CT. 

The computational complexity of the aforementioned update steps is presented in Table 4-

2, which indicates CMA iteration spends more than half of the total computation costs.  

Table 4-2 The Computational Cost of RLS per Iteration 

Step Updates 
Computational Complexity (RLS) 

+ × / 

1 Regressor    

2 CMA 3𝑀[ −𝑀, (44) 5𝑀[ +𝑀 + 1, (85) 1 

3 GV 𝑀;I , (4) 2𝑀, (8)  

4 CT 𝑀[ −𝑀, (12) 𝑀[, (16)  

5 NG 𝑀, (4)   

 In Total 4𝑀[, (64) 6𝑀[ + 3𝑀 + 1, (109) 1 

 

B. Affine Projection (AP) 

Same with RLS, AP also includes five update steps in an iteration cycle (see Table 4-3), the 

computational costs of each step are listed in Table 4-4 [239]. As Figure 4.3 indicates, other 

than including the current instantaneous values – 𝑢7 [or 𝑦(𝑖)] – shown in RLS, the regressor of 

AP – 𝑈7	(or 𝑌7 ) – also comprises several previous ones – 𝑢7�Z , ⋯, 𝑢7�ç_Z  [or 𝑦 𝑖 − 1 , ⋯, 

𝑦(𝑖 − 𝑁 + 1)]. (𝑁 is the amount of the ‘𝑢’ used, or the row size of 𝑈7. The more the historical 

data are used which means the larger 𝑁 is, the more accurate the consequent CMA is while the 

heavier the computational burdens are.) As Step 2 of Table 4-3 shows, the magnitude of CT 

(∆7 ) in AP algorithm is acquired when the regressor, and the preconfigured regularization 

sequence (𝜖) and Step Size (𝜇) are known. Gradient Vector (𝑔𝑟𝑎𝑑7 in Table 4-3, the direction 

part of CT) of AP is the difference matrix between the actual output matrix (𝑌7) and the predicted 

ones (𝑈7𝜔7�Z ). The steps of updating CT and NG are the same with those in RLS: by 
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multiplying its direction and magnitude parts, CT is acquired and then added to the last guess 

(𝜔7�Z) for producing NG (𝜔7).  

 
Figure 4.3 Block Diagram of the AP Algorithm 

Table 4-3 The Update Sequence of an Iteration Cycle of AP 

Step Updates AP Formula 

Initialization 
𝑢g = 0, 𝑦(0) = 0, 𝑈g = 0, 𝑌g = 0, 𝜔�Z = 0, 𝜇 is a constant 

step-size sequence, 𝜖 is a constant regularization sequence. 

1 Regressor 

𝑢7 ≜ −𝑉 𝑖 − 1 	− 𝑉 𝑖 − 2 		𝐷 𝑖 − 1 		𝐷(𝑖 − 2) d 

𝑦(𝑖) ≜ 𝑉 𝑖  

𝑈7 ≜ 𝑢7		𝑢7�Z 	⋯	𝑢7�ç_Z d 

𝑌7 ≜ 𝑦 𝑖 	𝑦 𝑖 − 1 	⋯𝑦(𝑖 − 𝑁 + 1) d 

2 CMA ∆7= µ𝑈7∗ 𝜖𝐼 + 𝑈7𝑈7∗ �Z 

3 GV 𝑔𝑟𝑎𝑑7 = 𝑌7 − 𝑈7𝜔7�Z  

4 CT ∆7×	𝑔𝑟𝑎𝑑7 

5 NG 𝜔7 = 𝜔7�Z	 + ∆7	𝑔𝑟𝑎𝑑7 

Table 4-4 The Computational Cost of AP per Iteration 

Step Updates 
Computational Complexity (RLS) 

+ × 

1 Regressor   

2 CMA (N2+N-1)	M+N3,	(71)	 (N2+N)	M	+N3,	(75)	

3 GV NM,	(12)	 NM,	(12)	

4 CT N2-N,	(6)	 N2,	(9)	

5 NG M,	(4)	 	

 In Total (N2+2N)	M+N3+N2-N,	(93)	 (N2+2N)	M+N3+N2,	(96)	
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C. Kalman Filter (KF) 

Different from RLS and AP, Kalman Filer is not derived from Regularized Newton’s 

recursions, which therefore includes an additional update step: Kalman Gain (KG) update (Step 

3 in Table 4-5). Nevertheless, the recursive cycle of KF presented in Figure 4.4, based on the 

difference between the practical output and the prediction, 𝑦(𝑖) − 𝑦(𝑖), is the same with that of 

RLS/AP. The six update steps for acquiring NG and the computational costs of each step are 

respectively presented in Table 4-5 and Table 4-6. The specific deriving process of KF is 

presented in Chapter 3.  

The regressor of KF, 𝑢7, is the same of that of RLS as shown in Table 4-5 and Figure 4.4. 

The magnitude of CT in Kalman Filter is KG (𝐺7 in Table 4-5) before getting which the CMA 

(or 𝑃7) should be acquired according to the regressor, the last KG (𝐺7�Z) and 𝐸7 of which the 

definition equation is presented in Table 4-5. 𝐺7, then, could be calculated based on the pre-

configured 𝑟 (see Table 4-5), the regressor and 𝑃7. Gradient Vector (the direction of CT, or 𝑒7 

in Table 4-5) in KF is the difference between the sampled output and the prediction, 𝑦 𝑖 −

𝑦(𝑖). The way of updating CT and NG in KF is the same with that of RLS or AP. 

Table 4-5 The Update Sequence of an Iteration Cycle of KF 

Step Updates KF Formula 

Initialization 

𝑢g = 0, 𝑦(0) = 0, 𝜔�Z = 0,	𝑃g = 𝑔𝑰, where I is an 

𝑀×𝑀 identity matrix, 𝑔 is a large number. 𝑟 is a 

constant observation noise variance. 𝐸7 ≜

𝑑𝑖𝑎𝑔 [𝑎Z(𝑖 − 1)][. [𝑎[(𝑖 − 1)][. [𝑏Z(𝑖 −

1)][.		[𝑏[(𝑖 − 1)][ . 

1 Regressor 
𝑢7 ≜ −𝑉 𝑛 − 1 	− 𝑉 𝑛 − 2 		𝐷 𝑛 − 1 		𝐷(𝑛 − 2)  

𝑦(𝑖) ≜ 𝑉 𝑛  

2 CMA 𝑃7 = 𝑃7�Z(𝑰 − 𝐺7�Z𝑢7) + 𝐸7 

3 KG 𝐺7 = 𝑃7𝑢7∗[𝑢7𝑃7𝑢7∗ + r]�Z 

4 GV 𝑒7 = 𝑦(𝑖) − 𝑢7𝜔7�Z  

5 CT 𝐺7 ∙ 𝑒7 

6 NG 𝜔7 = 𝜔7�Z	 + 𝐺7𝑒7 
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Table 4-6 The Computational Cost of KF per Iteration 

Step Updates 
Computational Complexity (RLS) 

+ × / 

1 Regressor    

2 CMA 𝑀Ã +𝑀[, (80)	 𝑀Ã + 𝑀[, (80)	 	

3 KG 𝑀[, (16)	 𝑀[ + 2𝑀, (24)	 1	

4 GV 𝑀, (4)	 𝑀, (4)	 	

5 CT 	 𝑀, (4)	 	

6 NG 𝑀, (4)	 	 	

 In Total 𝑀Ã + 2𝑀[ + 2𝑀,	 (104) 𝑀[ + 2𝑀[ + 4𝑀,	(112)	 1	

 

 
Figure 4.4 Block Diagram of the KF Algorithm 

The three algorithms have been introduced in real-time parameter estimation of power 

electronics by virtue of different merits. RLS, as the most classic one, has been widely used and 

compared with its variants and other candidate algorithms [25, 26]. The KF is demonstrated to 

have advantages in estimation accuracy and dealing with abrupt load changes [189].  

4.3 Two Proposed Approach: Variable Iteration Frequency 

4.3.1 Introduction of the Iteration Decimation Approach (The First Approach) 

In the conventional iteration process (Figure 4.5(a)), the iteration frequency is chosen to 

equal the sampling frequency, which means iterations, 𝑖, 𝑖 ± 1, 𝑖 ± 2…., act after every 

sampling event (the dashed purple lines in Figure 4.5), 𝑛, 𝑛 ± 1, 𝑛 ± 2…. 

 
(a) 
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(b) 

Figure 4.5 The Comparison of Iteration Frequency between the Conventional Process (a) and 

Proposal (b) 

In this work, the computational cost is reduced by lowering the iteration frequency. The 

recursive algorithms no longer update NG after every sampling event, instead, there are several 

intermediary sampling time intervals between iterations (see Figure 4.5(b)). During these 

intermediary intervals, Step 2-5 in Table 4-1 and Table 4-3 (or Step 2-6 in Table 4-5) are 

eliminated/tailored after regressor updates. CMA, KG, GV, CT and NG will simply hold the 

most recent values until the next iteration phase completes. The regressor vectors, Step 1 shown 

in the three tables, however, need to update at every sampling instant to ensure the same 

parameter values are identified from the original identification process. For instance, if the 

sampling frequency is 40kHz, the iteration frequency can be decimated, but the regressor update 

frequency must be kept at 40kHz. A reduced regressor update frequency will result in estimated 

model parameters that do not match the 40kHz form (discrete models are sampling-frequency-

dependent).  

The option to flexibly change the iteration frequency is beneficial when attempting to reduce 

computational burden and filter the disturbances caused by abrupt system variations in the 

sampled signals. Therefore, a variable 𝐾 is included in the parameter estimation process to 

represent the number of sampling events which take place between those samples used to derive 

the next parameter estimation update. Thus, the iteration frequency can be defined as: 

𝑆𝐹 = 𝐼𝐹×	𝐾                                                         (4-3) 

where, SF represents the Sampling Frequency, IF represents the Iteration Frequency. 

In simple terms, 𝐾 can be chosen as a constant, serving as a decimating factor. However, to 

optimize the algorithm further, it is possible to dynamically vary 𝐾 based on the magnitude of 

the control error signal. In doing so, it is possible to prioritize the need to update the parameter 

estimation in the event of substantial system disturbances which are likely to perturb the 

controller error. While, there is no need to particularly set up which sampled data will be 

skipped or kept, as long as the iteration frequency is reduced and iteration events of rails are 

stagger with each other instead of happening together. The sampling frequency depends on the 
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computational complexity of the parameter-estimation-used algorithm and the processing 

capability of the employed processor. Once the algorithm and the processor were selected, the 

time spent on the processor finishing one iteration cycle can be estimated. Then there would be 

an upper limit of the iteration frequency to guarantee that the whole iteration cycle can complete 

in an iteration interval. In the conventional way in which the iteration frequency equals the 

sampling frequency, the upper limits of the two frequencies are the same. However, if the 

proposed iteration decimation approach was applied, the sampling frequency can be defined as 

long as the decimation factor, 𝐾 in (4-3), is known. Meanwhile, the limit on the sampling 

frequency will lead to the same limit on the switching frequency of SMPCs, as the two 

frequencies are typically configured to be equal. 

Reducing iteration frequency may achieve computational burden alleviation in every 

sampling interval, however, may also prolong the time spent on parameter estimation. To solve 

this, the forgetting factor (λ) in RLS (see Table 4-1) is investigated. As the factor also affects 

the identification speed, carefully tuning λ may shorten the prolonged estimation time caused 

by the reduced iteration frequency. Furthermore, to demonstrate the effects brought by the 

proposed approach on estimation performance, three commonly-used indices (convergence 

time, estimation error and variance of estimated results) expressing estimation performance are 

introduced (see Figure 4.6). In Figure 4.6, the estimation process is divided into two stages. In 

Stage 1, the guesses of the estimated parameters are being iterated to acquire the optimal values, 

which therefore cannot be used for adaptive controller tuning (recursive curves indicating 

estimation results have not converged to the true values). In Stage 2, recursive curves have 

converged to the true values (the optimal guesses have been found) and kept the values for 

0.01s to complete the controller parameter update. Based on Figure 4.6, the three indices 

describing estimation performance are: 

 
Figure 4.6 The Two Stages of Parameter Estimation Process 
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1. Convergence Time: the duration of Stage 1 in Figure 4.6, starting at the beginning of 

parameter estimation and ending at the time when the recursive curves have entered and 

remained within their error bands ±5% of real values [189].  

2. Estimation Error: Stage 2 (see Figure 4.6) begins with the end of Stage 1 and ends with 

0.01s after. The average value of the curves in Stage 2 is usually the identified model parameter 

taken into adaptive control account. The difference between this average value and True Value 

is known as the estimation error which implies estimation accuracy. 

3. Variance of Estimated Results: the variance of Stage 2 (Figure 4.6). Variance is another 

way to reflect the estimation accuracy in case the average is affected by extreme values. 

To shorten the prolonged convergence time caused by lowering iteration frequency, by 

manipulating Forgetting Factor (λ) of RLS, the relation among 	𝐾 , λ,	 and estimation 

performances are investigated (see Figure 4.7). Here, convergence time is shown in Figure 

4.7(a), variance in Figure 4.7(b), and estimation error in Figure 4.7(c). The Y-axis values in 

Figure 4.7 are shown on a self-defined “per unit” scale. where the convergence time, estimation 

error and variance at λ= 0.8	and 𝐾 = 1	is considered ‘unity’ or ‘1’. As such, all other points on 

the graphs are reference values with respect to the per-unit case. For example, when 𝜆 =

0.82	and 𝐾 = 3 the convergence time is 3 times longer than that when 𝜆 = 0.8	and 𝐾 = 1. 

From Figure 4.7(a), it can be observed that: 

1. Increasing 𝐾 leads to a longer convergence time of RLS, about inversely proportional to 

the iteration frequency. if the iteration frequency is reduced to a third, its corresponding 

convergence time will be about three times longer.  

2. Decreasing λ will reduce the convergence time, but the larger 𝐾 would make it more 

difficult to reach an acceptable convergence time. The solid blue line in Figure 4.7(a) shows 

the convergence time when 𝜆 = 0.99	and 𝐾 = 1 and the dashed blue line is convergence time 

when 𝜆 = 0.8	and 𝐾 = 2, so within the two blue lines, when a larger 𝐾 is adopted for saving 

computational complexity, a small 𝜆 (Curves depicted in pink) can then be selected to guarantee 

the convergence time of the larger 𝐾 is always the same with that of its 𝐾 = 1 counterpart 

(Curves depicted in red). 
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(a) 

 
(b)  

  
(c) 

Figure 4.7 Performance Comparison of Parameter Estimation under Different Iteration 

Frequency and Forgetting Factor for RLS 

According to Figure 4.7(b), larger λ and 𝐾  are preferred as they produce less variance. 

converged curves have less fluctuations. In Figure 4.7(c), the estimation error when	𝐾 = 1 is 

less than that of others, and the errors when 𝐾	= 5 or 6 are significantly higher. 5 or higher 
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values may not be suitable selections of 𝐾, but even if 𝐾	equals 2 or 3, the lower estimation 

accuracy cannot be ameliorated unless a larger λ is applied which negatively influences 

convergence time. Therefore, adaptive λ, which is adjustable in different estimation stages, is 

proposed here. At stage I (Figure 4.7), 𝜆 is selected as a smaller value for fast estimation speed. 

In Stage II, starting at the end of Stage I to the end of parameter estimation process, λ is 

increased to ensure stability in curves. Theoretically, this approach can be applied in most 

stochastic-gradient based algorithms. Typically, they always include a factor directly affecting 

transient behaviours, e.g. Step Size (µ) in AP and Least-mean Square (LMS), Observation 

Noise Variance (𝑟) in KF, Forgetting Factor (λ) in RLS, etc. 

With the same groups of the sampled data, there is no obvious relation between the 

estimation performance and the two convergence-time-related factors in both KF and AP 

acquired. However, it has been known that a smaller µ would prolong the convergence time of 

AP with a higher estimation accuracy. Conversely, a smaller 𝑟 may shorten the convergence 

time of KF and result in a larger estimation error. As such, through carefully tuning the values 

of 𝑟 and µ in different estimation stages, the proposed iteration decimation approach can also 

be employed on KF and AP without noticeable compromises of estimation performances. In 

Figure 4.6 the factors would be ‘µZ > µ[’ and ‘𝑟Z < 𝑟[’ when AP and KF are separately applied. 

4.3.2 Load Change Rejection by Filtering Transient Responses 

Figure 4.8 demonstrates the impact of temporarily reducing iteration frequency to cope with 

abrupt disturbances (resistance load changes here). RLS is exampled here. Because the load 

change occurs in Stage 2, λ is normally a large value such as 0.98. With a reduced iteration 

frequency, the proposed approach would spend longer time to update the estimation results. 

Reducing λ for shortening convergence time, however, may not be suitable for disruption 

rejection, as it will assign more weights to recently updated regressors. Therefore, 𝐾  is 

temporarily increased to 10 (decreasing the iteration frequency) to dispose disturbances in 

sampled signals. Figure 4.8 demonstrates the iteration arrangement when an abrupt disturbance 

occurs in one rail of a three-rail architecture, in which no iteration will be allocated when 

sampled signals are transient responses dealing with system variations. Likewise, this 

disturbance disposal approach can also be applied on other adaptive filters, e.g. AP and KF, etc. 

The corresponding performance comparisons are both shown in Section 4.6 (simulation results) 

and Chapter 5 (experimental results), which indicate that the recursive curve of 𝐾 = 10 (the 

sampled transient responses are filtered) enters the accuracy tolerance range, ±5% of real values, 

faster than the other ways do and features the most moderate transient behaviour.  
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Figure 4.8 The Disturbance Disposal with Sampled Signals 

4.3.3 Introduction of the CMA/CT Reusing Approach (The Second Approach) 

According to Tables 4-1, 4-3 and 4-5, the computational costs of CMA updates in both RLS 

or KF, and of CT updates in AP, are higher than the sum of the costs spent on other steps. 

Therefore, reducing the CMA/CT update frequency is one clear way to reduce computational 

burdens. Between updates, the same CMA/CT value might be re-used. As such, investigations 

of the magnitudes of CMA/CT were taken in this project.  

  
(a) 

   
 (b) 

Figure 4.9 Reduction of CMA of RLS and CT of AP in the First 200 Iteration Cycles 

Figure 4.9 presents the magnitude changes of CMA in RLS and CT in AP in the first 200 

iterations of parameter estimation, acquired by implementing RLS and AP on practical data for 

real-time system identification. In Figure 4.9 CMA reduced by 450 and CT reduced by 0.08. 

Then, the difference between two consecutive CMAs in RLS [see Figure 4.11(a)] and CTs in 

AP [see Figure 4.11(b)] are investigated. Figure 4.11(a) indicates the values of 𝐶𝑀𝐴2 −

𝐶𝑀𝐴1, 𝐶𝑀𝐴3 − 𝐶𝑀𝐴2, 𝐶𝑀𝐴4 − 𝐶𝑀𝐴3 ,…, shown in Figure 4.10, and Figure 4.11(b) the 

values of 𝐶𝑇2 − 𝐶𝑇1, 𝐶𝑇3 − 𝐶𝑇2, 𝐶𝑇4 − 𝐶𝑇3, ….. Given that the values of forgetting factor, 

λ, of RLS and Step Size, µ, of AP would affect the magnitude of CMA/CT, different values of 

λ or µ are also presented in Figure 4.11. 
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Figure 4.10 The Relation between CMAs and Iterations in the Conventional Parameter 

Estimation 

 
(a) 

 

(b) 

Figure 4.11 The Magnitude of CMA of RLS (a) and CT of AP (b) when 𝑄 = 2 

 
Figure 4.12 The Iteration Distribution of Reusing CMA in a Two-Rail Architecture 

As of Figure 4.11, a smaller λ would result in a larger magnitude of the CMA Difference, 

and a smaller µ a smaller magnitude of the CT Difference. Besides, the maximum fluctuation 

amplitude, about 80, in Figure 4.11(a), is merely about 17% of CMA magnitude reduction (450 

in Figure 4.9(a)), which suggests the two consecutive CMAs in RLS are almost the same. 

Similarly, the insignificant CT Difference magnitude in Figure 4.11(b) indicates the CTs of AP 

between two consecutive iterations are almost the same. Therefore, it is assumed that the CMA 

calculated in the last iteration is a reasonable substitution for the current iteration cycle for RLS, 

and CT is suitable for AP. 
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As such, the proposal of CMA/CT substitution allows a reduction of computational burden 

per iteration if two rails are identified simultaneously (see Figure 4.12). A variable 𝑄	 is 

introduced to indicate how many times a CMA/CT will be used in the iteration process. In 

Figure 4.12, as the CMA/CT calculated from the last iteration is only once reused (into the 

current one), 𝑄	equals 2. ‘Flag’ indicates which converter/rail should take CMA/CT update 

after a sampling event. Here, ‘Whole iteration’ is stipulated to stand for conducting all steps of 

an iteration cycle and ‘Partial Iteration’ doing all steps apart from Step 2 (CMA/CT updates) in 

Table 4-1 and 4-3. As such, after every sampling event, one rail will conduct ‘Whole Iteration’ 

and the other one takes ‘Partial Iteration (see Figure 4.12). Then the computational consumption 

is reduced from how much two times a ‘Whole Iteration’ costs to how much a ‘Whole Iteration’ 

and one ‘Partial Iteration’ cost, which saves more than half of the computational efforts of the 

conventional estimation way (see Table 4-7).  

 
(a) 

 
(b) 

Figure 4.13 The Magnitude of CMA of RLS (a) and CT of AP (b) when 𝑄 = 3 

To alleviate computational burdens further, the CMA/CT calculated at the last iteration is 

reused twice for both the current and the next iteration cycles. Figure 4.13 shows the difference 

between the next CMA/CT and the last one respectively, with λ = 0.96 and 0.99 or µ = 0.002 

and 0.02. Figure 4.13(a) indicates the values of 𝐶𝑀𝐴3 − 𝐶𝑀𝐴1, 𝐶𝑀𝐴4 − 𝐶𝑀𝐴2, 𝐶𝑀𝐴5 −

𝐶𝑀𝐴3 ,…, shown in Figure 4.10, and Figure 4-10(b) the values of 𝐶𝑇3 − 𝐶𝑇1, 𝐶𝑇4 −

𝐶𝑇2, 𝐶𝑇5 − 𝐶𝑇3,…. 𝑄 equals 3 now. As the magnitude differences of CMA when 𝑄 = 3 are 

very similar to those when 𝑄 = 2 [compare Figure 4.11(a) and Figure 4.13(a)], it is assumed 

reusing CMA/CT twice is also a feasible option to further reduce the computational complexity, 

which may be applied into simultaneously identifying three rails (see Figure 4.14). After every 
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sampling event, one rail conducts ‘Whole Iteration’ and the other two take ‘Partial Iteration’. 

The significantly reduced computational consumption is listed in Table 4-7. 

As shown in Figure 4.14, after every sampling event, one rail will conduct ‘whole iteration’ 

and the other two take ‘partial iteration’. Thus, the computational consumption is reduced from 

three times of a ‘whole iteration’ costs to a ‘whole iteration’ and two ‘partial iteration’ cost, 

which also saves more than half of the computational efforts of the conventional estimation 

way (see Table 4-7). 

 
Figure 4.14 The Iteration Distribution of Reusing CMA in a Three-Rail Architecture 

4.3.4 Summary of Two Proposed Approaches 

To conclude contributions of the two proposed approaches, computational burdens of 

parameter estimation of a three-rail power converter in different scenarios, using or not using 

the proposed approaches, are compared in Table 4-7. As the first two rows list, the 

computational costs of finishing a ‘Partial Iteration’ are even less than half of those of finishing 

a ‘Whole Iteration’. If a three-rail power conversion architecture is being identified in the 

conventional way (𝐾 = 1 or 𝑄 = 1), after every sampling event, all the three rails would 

conduct ‘whole iterations’. The corresponding computational costs would be three times the 

costs of a ‘Whole Iteration’ (see Table 4-7). However, using the iteration decimation approach 

(𝐾 = 3) there is only one rail conducting a ‘Whole Iteration’, whilst one rail conducts ‘Whole 

Iteration’ and the other two take ‘Partial Iterations’ using the CMA substitution approach (𝑄 =

3). The computational costs of 𝐾 = 3 and 𝑄 = 3 are both listed in Table 4-7.  

Accordingly, if the sampling frequency is 20kHz, the employed processor should complete 

192 additions, 327 multiplications and 3 divisions in every sampling interval (50us) for not 

using either of the two proposed approaches. This heavy computational burden may cause that 

all iteration tasks not to be able to finish in a given sampling event. The solution can be to 

replace the currently used processor with another more computationally capable one. This may 

guarantee a shorter computation time though, would cause extra hardware investments. 

However, the proposed approaches may alleviate the burdens in a cost-exempt way. The 
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computational burden during each sampling interval would be almost halved by using the CMA 

re-using approach (𝑄 = 3), and even be less than halved by staggering iteration actions among 

the three rails (𝐾 = 3). As such, neither the extra processor costs nor the reduction of the 

sampling frequency are needed. 

Table 4-7 The Computational Cost of Different Iteration Strategies of the Three Algorithms 

Iteration Event 

Computational Complexity 

RLS AP KF 

+ × / + × + × / 

a ‘whole’ iteration 64 109 1 93 96 104 112 1 

a ‘partial’ iteration 20 24  4  24 32 1 

𝐾 = 1	or 𝑄 = 1 of three rails 

(Three ‘whole’) 
192 327 3 279 288 312 336 3 

𝐾 = 3/2 of three rails 

(One ‘whole’, One ‘partial’) 
84 133 1 97 96 128 144 2 

𝐾 = 3 of three rails 

(One ‘whole’) 
64 109  93 96 104 112 1 

𝑄 = 3 of three rails 

(One ‘whole’, Two ‘partial’) 
104 157 1 101 96 152 176 3 

 

4.4 Simulation Results 

To verify the performance of the proposed approaches, a three-rail power conversion 

architecture, containing three single buck converters, is simulated using Simulink/Matlab. 

Moreover, RLS and AP algorithms are implemented to estimate transfer function coefficients 

of a DC-DC buck converter in (4-1). 

Table 4-8 The Circuit Component Values of Each Rail  

Parameters Rail 1 Rail 2 Rail 3 

𝐂(µ𝐅) 470 330 220 

𝐑(Ω) 5 5 10 

𝐕𝒐𝒖𝒕(𝐕) 1.8 3.3 5 

 

According to the small signal modelling method and the further discretion way introduced 

in Chapter 2, the four coefficients of the digital transfer function of each rail, 𝑎Z, 𝑎[, 𝑏Z and 
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𝑏[ in (4-1), are listed in Table 4-9. The three rails share the same values of circuit components 

apart from the output voltage, capacitors, and resistance loads, listed in Table 4-8. The circuit 

components of the converter are designed as: 𝑉7C = 10V, 𝐿 = 220	µH, 𝑅; = 25	mΩ, 𝑅< =

68	mΩ, 	𝑓¢ = 20	kHz. 

Table 4-9 The Transfer Function Coefficients of Each Rail 

Parameters 
Initial Values 

Rail 1 (5𝛀) Rail 2 (5𝛀) Rail 3 (10𝛀) 

𝒂𝟏 -1.9348 -1.9163 -1.9066 

𝒂𝟐 0.9586 0.95 0.9572 

𝒃𝟏 0.1759 0.2258 0.3099 

𝒃𝟐 0.0624 0.1118 0.1955 

 

4.4.1 The First Approach 

Conventionally, iteration events occur in all three rails after every sampling action whereas 

in the proposed method after the update of regressors of the three rails, only one rail will take 

the iteration cycle. The distribution of iteration events of each rail is presented in Figure 4.15, 

where the iteration frequency of each rail in the proposal is three times lower than the sampling 

frequency. Here, a Flag is allocated to indicate which rail is taking places to process with the 

iteration action. 

 
Figure 4.15 The Iteration Distribution of Lowering the Iteration Frequency in a Three-Rail 

Architecture 

Figure 4.16 and Figure 4.17 respectively present the recursive curves of RLS and AP used 

to estimate the parameters of the three-rail power conversion architecture in different scenarios: 

in the conventional way (𝐾 = 1, λ = 0.98	or	µ = 0.3), in the proposed iteration frequency 

reduction way without the adjustment of λ or µ (𝐾 = 3, λ = 0.98	or	µ = 0.3) and in the 

proposed way with a lower λ or µ in Stage 1 (𝐾 = 3, λ = 0.9 − 0.98	or	µ = 0.9 − 0.3). 



64 
 

 
(a) 

 
(b) 

 
(c) 

Figure 4.16 The Estimation Curves in Different Iteration Frequencies Using RLS 

As mentioned in Section 4.3, the number of iterations for the estimated parameters to 

converge is dependent on the performance of the applied algorithms and the complexity of the 

circuit model identified. It is found that the classical RLS algorithm iterates for about 200 times 

to come out with reliable coefficient values of a second order linear transfer function (4-1). As 

shown in Figure 4.16, with the same forgetting factor (λ) value, 0.98, the speed of minimizing 

the error when iteration frequency (IF) equals sampling frequency (SF), the scenario of 𝐾 = 1, 

is three times faster when IF is one third of SF (𝐾 = 3). According to the proposed approach, 
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after reducing λ only in Stage 1 of the low IF identification processes from 0.98 to 0.9, the 

convergence times are correspondingly shortened and estimation error keeps the same level 

with that of 𝐾 = 1 in all the three rails (see Figure 4.16). In Figure 4.17, the step size, µ, of AP 

also should be tuned larger in Stage 1 to shorten the prolonged convergence time by 𝐾 = 3 

from 0.3 to 0.9, and the estimation error would not be influenced. Therefore, through being 

demonstrated in both AP and RLS, the proposed approach of reducing IF and adjusting λ or µ 

outperforms the conventional way in terms of two third less computational cost without 

compromises in convergence time and estimation accuracy. 

 
(a) 

 
(b) 

 
(c) 

Figure 4.17 The Estimation Curves in Different Iteration Frequencies Using AP 
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4.4.2 The Second Approach 

The iteration distribution arrangements of reusing CMA/CT once (𝑄 = 2) and twice (𝑄 =

3) are separately presented in Figure 4.18 and Figure 4.14. The Flag value indicates which 

converter is to be identified after a sampling event. The experimental validation of reusing 

CMA/CT once is a combination between ‘Reducing Iteration Frequency’ and ‘Recycling 

CMA/CT’. Shown in Figure 4.18, in every sampling interval, one rail accepts the ‘Whole 

Iteration’, whilst the other one takes ‘Partial Iteration’ and the left one is not allocated with 

iterations which therefore holds its results until Flag indicates its updates. Because the iteration 

frequency is 2/3 of the sampling frequency now, this scenario is described as 𝐾 = 3/2 rather 

than 𝑄 = 2. As Table 4-7 shows, the computational costs of 𝐾 = 3/2 is reduced from three 

times of a ‘Whole Iteration’ costs to a ‘Whole Iteration’ and a ‘Partial Iteration’ cost, which 

saves more than half of the computational effort of using the conventional estimation way (𝑄 =

1). With lowering the iteration frequency, in simulation λ	is lowered from 0.98 to 0.92 (RLS) 

and µ	is increased from 0.3 to 0.6 (AP) in Stage 1 to shorten the prolonged convergence time.  

 
Figure 4.18 The Iteration Distribution of Reusing CMA in a Three-Rail Architecture 

As shown in Figure 4.14, re-using CMA/CT twice (𝑄 = 3 ) indicates that after every 

sampling event one rail conducts ‘Whole Iteration’ and the other two take ‘Partial Iteration’, 

the corresponding computational cost becomes a ‘Whole Iteration’ and two ‘Partial Iteration’ 

cost (see Table 4-7). 

 
(a) 
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(b) 

 
(c) 

Figure 4.19 Estimation Curves in Different CMA Reusing Strategies Using RLS 

Figure 4.19 (RLS) and Figure 4.20 (AP) highlight the iteration update sequence for each rail 

when 𝐾 = 3/2 (re-using CMA/CT once) and 𝑄 = 3 (re-using CMA/CT once). In both cases, 

the sequence is benchmarked against the default of 𝑄 = 1. Apart from Rail 2 using AP [see 

Figure 4.20(b)], under the same convergence-time-related factors ((λ =0.98 in RLS and µ = 0.3 

in AP)), the convergence of recursive curves of 𝑄 = 3 is slightly slower than that of 𝑄 = 1. By 

reducing λ in RLS or increasing µ in AP only in Stage 1, the convergence time of 𝐾 = 3/2 is 

shortened and the estimation accuracy would not be affected as λ or µ is still large/small enough 

in Stage 2 to guarantee their percentage estimation error keeping the same level with that of 

𝑄 = 1. As shown in Table 4-7, the computational complexities at 𝑄 = 3 or 𝐾 = 3/2 is only 

slightly higher than those at 𝐾 = 3 , whilst the scenario of 𝐾 = 3  needs a significant 

decrease/increase of λ or µ. Overall, reusing CMA/CT, which may be also combined with the 

iteration decimation approach, will be acceptable for some applications where computational 

complexity and cost may be the main barrier to implementation. 
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(a) 

 
(b) 

 
(c) 

Figure 4.20 Estimation Curves in Different CMA Reusing Strategies Using AP 

4.4.3 Load Changes Rejection 

When system variations, such as frequent and/or periodic load changes in SMPCs, occur 

during system identification processes, the ability to reject abrupt system changes to make 

recursive curves quickly updating new results is important [240]. To validate the disturbance 

rejection ability of locally reducing the iteration frequency, load changes are configured in Rail 

1 (the output current changes from 0.36A to 1.8A), Rail 2 (from 0.66A to 3.3A), and Rail 3 
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(from 0.5A to 2A) at 15ms. After the load variations, the four model coefficients of the three 

rails change to the values listed in Table 4-10. Figure 4.21 (RLS) and Figure 4.22 (AP) present 

the estimation curves with or without locally removing the sampled transient responses coping 

with abrupt load changes. As all iterated New Guess (NG) when the recursive curves are 

converged might be considered (averaged) to acquire the estimation results, the transient 

responses in recursive curves caused by the disturbances in the sampled output voltage and duty 

cycle should be as insignificant as possible. Compared with the scenarios of 𝐾 = 1 and 𝐾 = 3, 

the recursive curve of temporarily decreasing K to 10 during the disturbance (𝐾 = 3 − 10) 

enters the accuracy tolerance range, ±5% of real values, faster than other ways do and features 

the most moderate transient behaviour. 

Table 4-10 The Transfer Function Coefficients of Each Rail after Load Changes 

Parameters After Load Change 
Rail 1 (1𝛀) Rail 2 (1𝛀) Rail 3 (2.5𝛀) 

𝒂𝟏 -1.8591 -1.8117 -1.8454 
𝒂𝟐 0.8827 0.8447 0.8949 
𝒃𝟏 0.1761 0.2234 0.3063 
𝒃𝟐 0.0603 0.1058 0.1887 
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(c) 

Figure 4.21 Estimation Curve Comparisons of 𝐾 = 1, 𝐾 = 3 and 𝐾 = 3 − 10 (RLS) 

 
(a) 

 
(b) 

 
(c) 

Figure 4.22 Estimation Curve Comparisons of 𝐾 = 1, 𝐾 = 3 and 𝐾 = 3 − 10 (AP) 
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(a) 

 
(b) 

 
(c) 

Figure 4.23 Estimation Curve Comparisons of 𝑄 = 1, 𝑄 = 3 and 𝐾 = 3/2 − 10 (RLS) 

Figure 4.23 (RLS) and Figure 4.24 (AP) present the comparison between reusing CMA/CT 

and locally decreasing the iteration frequency to deal with sudden load changes. CMAs/CTs 

respectively calculated from two consecutive iterations contain differences already, the 

transient responses of voltage and duty cycle signals to reject load changes would make the 

differences larger. Consequently, the CMA/CT updated in the last iteration cycle will not be 

usable for the current one, proved by the severely fluctuated transient behaviour in the recursive 
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curve of 𝑄 = 3. Therefore, iteration frequency is also locally reduced as 𝐾 = 10, here for 

removal of sampled disturbances (see Figure 4.23 and Figure 4.24), both convergence time and 

transient behaviours are improved. 

 
(a) 

 
(b) 

 
(c) 

Figure 4.24 Estimation Curve Comparisons of 𝑄 = 1, 𝑄 = 3 and 𝐾 = 3/2 − 10 (AP) 
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conventionally equalling to the sampling frequency, is proposed to be reduced. However, this 

approach would cause the convergence time of parameter estimation longer than that of using 

the conventional way, consequently, delicate adjustments of the convergence-time-related 

factors of the applied algorithms (µ in AP, r in KF and λ in RLS) are necessary. Estimation 

accuracy will not be significantly affected as long as the factors are tuned for speeding the 

estimation up only when the recursive curves have not been converged yet. Besides, through 

locally decrease the iteration frequency, the transient responses coping with abrupt load changes 

in the sampled data will be removed, which could avoid the recursive curves suffering severe 

transient behaviours during parameter estimation. The second proposed approach is to reuse the 

CMA/CT calculated in the last iteration cycle to the current, or even in the next one, as the 

computational costs spent on updating CMA/CT are more than half of those spent on 

completing an entire iteration cycle. A three-rail power conversion architecture is simulated 

and estimated to demonstrate that the two proposed approaches can be applied on various 

adaptive filters (AP and RLS here).  According to the simulated results, there is no noticeable 

compromises of estimation performances when the two approaches are applied, compared with 

the results acquired in the conventional way.  
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Chapter 5 Experimental Validation 

5.1 Introduction 

To verify the two proposed approaches in Chapter 4, the hardware employed includes three 

synchronous DC-DC buck converters operating in parallel (a three-rail power conversion 

architecture), a Digital Signal Processor (DSP) where individual digital controllers are 

programmed to build the closed-loop control systems of each rail (a single buck converter). If 

the parameter estimation section is implemented in the DSP, i.e. realising real-time estimation, 

the algorithms should be coded in the DSP where recursive processes take place, which would 

result in an overburdened computation tasks for DSP. Specifically, if RLS was applied, to 

achieve the result comparison between the proposed approach and the conventional one, in one 

sampling interval (50µs) the iteration of RLS should execute five times, that the DSP of 

TMS320F28335 – would spends 170µs – is inadequate to complete. Real time estimation also 

encounters a concurrent collection of a large amount of data, as not only the input and the output 

of three converters are sampled, but the recursive results of every iteration cycle are collected. 

There are 36 groups of the results (3 comparison groups, 3 rails and 4 parameters of each rail), 

that should be concurrently stored. The two tremendous computation and data 

collection/storage burdens need a processor more capable, with a higher cost certainly, than the 

DSP (TMS320F28335). Therefore, a cost-efficient way, that conduct identification algorithms 

off-line with the real-time sampled voltage and duty cycle signals, adopted in most existing 

studies, could make TMS320F28335 being computationally sufficient to complete the 

experiment verification of this project. As such, the only data that need to be processed by the 

DSP is the input and output signals of converters. Changing the execution place of the 

estimation algorithms from the DSP to Matlab blocks would avoid the two afore-pointed tasks, 

but would make no difference of the practical results. This chapter contains the detailed 

introduction of the experimentally employed prototype hardware, the DSP code development 

tool and the specific experimental setups, such as component parameters of buck converters, 

initial coefficient configurations of algorithms and filter selections, etc. Most importantly, this 

chapter presents the practical validation of the two novel computational complexity alleviation 

approaches on different adaptive filters used for real time parameter estimation. 

5.2 Hardware 

5.2.1 The Employed DSP 

Digital Signal Processors (DSPs) have been dominantly used in building control systems of 

various power conversion topologies and motor drives for operation optimization. Their 
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delicate design brings the great convenience into system programming, enabling various 

advanced algorithms to be implemented. The DSP employed in this project is a floating point 

processor, TMS320F28335 [a member of DelfinoTM C2000 DSP series from Texas Instruments 

(TI)], of which the operation frequency can be as high as 150MHz. Before this project, it has 

been selected by many researchers into the experimental verification work of real-time 

parameter estimation [28, 179, 189].  

Figure 5.1 shows the Harvard-architecture-based TMS320F28335 platform. This platform 

contains a 512KB flash memory, a 68KB RAM and a 6-channel Direct Access Memory (DMA). 

The core of the processor comprises Arithmetic Logic Unit (ALU), 32×32-bit multipliers, 32-

Bit Floating Point Unites (FPU) and 32-bit Timers. Serially-communicated peripherals with the 

processor include General Purpose Input/output (GPIO), 6-channel/32-bit enhanced Capture 

Input (eCAP), 12-bit/16-channel ADC, 18-output-channel ePWM and several communication 

interface circuits, such as the Enhanced Controller Area Network (eCAN), Serial Peripheral 

Interface (SPI) and Serial Communication Interface (SCI), etc. In these modules ADC and 

ePWM are the two most frequently used peripherals.  

 
Figure 5.1 TMS320F28335 eZdsp Architecture [241] 

The ADC is used to measure the analogue voltage signals (𝑉4CIHE5F­) and convert them to 

digital numbers which can be processed in the processor, e.g. control signal computation. The 

range of the analogue voltage sampled by the ADC of TMS320F28335 is from 0 to 3V. In each 
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sampling instant, the converted digital voltage (𝑉K757GIH), suffering low-quantization effects due 

to the internal 12-bit resolution, is computed as (5-1) shows: 

𝑉K757GIH =
m6kû7j8n9×[��

4CIHE5F­	mEHGI5­	uIC5­
= m6kû7j8n9×�g¿Ç

Ã
                             (5-1) 

In TMS320F28335, the ADC includes its independent clock [12.5 Mega Samples per Second 

(MSPS)], a built-in dual sample-and-hold (S/H) circuit (12-bit core), 16-channel, multiplexed 

inputs and 16 result registers for storage of the converted data. It features a quite rapid 

conversion speed (25MHz) and two sampling modes (simultaneous or sequential mode).  

There are two 8-state sequencers in the ADC of TMS320F28335, which may independently 

operate and also be connected in series as a 16-state sequencer. To start the conversion 

operations, a trigger signal is typically generated by event manager model (there are two 

independently-worked ADC triggering events: EVA and EVB), or an external trigger signal 

can be set up through the GPIO module. 

The 16-bit enhanced PWM module of TMS320F28335, as the tool of control signal 

computation, is essential in almost all control applications, e.g. controls of digital motor, Switch 

Mode Power Supply (SMPS), and uninterruptable power supplies (UPS), etc. Opposite to the 

function of the ADC, PWM typically converts the analogue duty cycle signals to ePWM signals, 

through comparing the associated control signal with the timer registers in compare registers.  

 The PWM module of TMS320F28335 contains 6 independently-programmed dual channels 

for symmetric/asymmetric PWM signal generation. Besides, there is a 16-bit purpose timer in 

each event manager module, which may be configured as up/down counters for PWM operation 

emulation. In this project, the timer is 150MHz, the carrier signal (PWM frequency) is 20kHz 

and the counting mode is up-down (symmetric carrier waves), then the Time-Base Period 

Register (TBPRD) should be configured as 3750. Besides, the start of sampling actions of ADC 

is triggered when Time-Base counter equals the pre-configured TBPRD, the middle point (the 

upper peak) of the triangle carrier wave, to circumvent the switching sparkling disturbances. 

As most of electric topologies include switch bridge circuits, e.g. DC-DC converters, etc., to 

avoid both switches to concurrently conduct [241], the dead-band configuration is prepared for 

each PWM output pair in the PWM module of TMS320F28335 with the minimum duration of 

6.67ns (a device clock cycle). In this project, the deadtime is 1µs. For extension, the eCAP 

module may also produce 6 PWM channels in the TMS320F28335 processor. 

5.2.2 A Multi-Rail Power Conversion Architecture 

There are three single-phase synchronous DC-DC buck converters connected in parallel to 

build up a multi-rail power conversion architecture. Figure 5.2(b) presents the prototyped DC-
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DC buck converter, which comprises DC-input voltage source with decoupling capacitors, a 

power stage filter (LC circuit) and output load resistors, and of which the switching devices are 

two N-channel MOSFETs (STS8DNH3LL). Apart from the circuit which realises the basic 

function of a buck converter, the corresponding PCB board also comprises two signal 

measurement circuits for the measurements of the regulated voltage outputs and inductor 

currents. The measurement circuit includes a voltage output divider circuit for ADC (or DSP) 

protection, a Schottky-Diodes (BAT 85) to guarantee that the sampled voltage would not exceed 

the full scale of the ADC, and a unity-gain Fast Operational Amplifier (OPA376) as a buffer 

protection circuit. The output voltage of the buck converter will be scaled down to be half of its 

original value by the divider circuit firstly, and then pass through the diode and amplifier before 

being sampled by the ADC. The inductor current measurement, employing a series shunt 

resistor with a fast instrument amplifier (IN111BP) rather than adding a Hall-effect transducer, 

follows a similar process. As a result, both the space and the costs of the printed circuit board 

are saved.  Nevertheless, the current measurement section is not used as the parameter 

estimation process in this project only needs duty cycle and voltage signals.  

 
(a) 
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(b) 

Figure 5.2 The Circuit Diagram of the Single Buck Converter (a) and The PCB Board of 

Buck Converter with DSP (b) 

There are two load branches connected in parallel with the output of the buck converter. 

Each branch has two chip resistors of 5Ω for fast heat dissipation as Figure 5.2(a) shows [133]. 

Originally, the normal operation is to use all the four resistor slots to produce an equivalent load 

resistance equalling 5Ω. Thus, the load can be varied to 2.5Ω and 3.3Ω for validating the 

proposed approaches under the scenario of abrupt load changes. However, only one load branch 

is used in this project to realise more load variations. In Rail 1 and Rail 2, two resistance loads 

with 4Ω and 1Ω are linked in series, and in Rail 3, both the two branches are applied to change 

the load from 10Ω to 2.5Ω. 

5.3 DSP Code Development Tool and Experiment Setups 

5.3.1 DSP Code Development Tool 

To implement and experimentally validate the proposed iteration decimation approach and 

CMA/CT reusing approach on the TMS320F28335 eZdsp, Texas Instruments Code Composer 

Studio (CCS) based Integrated Development Environment (IDE) is employed on the host PC 

as it may achieve programming (C language), code compiling and download the compiled files 

to the target DSP. For the input/output module (ePWM, ADC and SCI peripherals, etc.) 

configurations, rather than programming in the CCS, the Embedded Coder Support package for 

C2000 in which these modules are available for configuration, developed by Matlab/Simulink, 

is used as it can convert Simulink blocks to executable C code for CCS.  

Furthermore, External Mode in Matlab allows the configured Simulink blocks 

synchronously running with the operation of DSP, as long as an RS232 communication SCI_A 

is used to connect Simulink and DSP. In this mode, users may supervise and adjust the 

parameters of experimental setups, such as algorithm factors and controller coefficients, etc., in 

real time without the need to interrupt the code operation. Besides, the Scope block from 
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Simulink Library can be used for real-time signal monitoring and display. As such, the deep 

integration among simulation, experiment design/operation, and real-time amendments/control 

can be realised. Consequently, the efficiency of the experiment preparation are significantly 

improved.  

5.3.2 Experimental Setups 

Figure 5.3(a) shows the control process of a single buck converter, similar with that of multi-

rail power conversion architectures in which only two extra channels of these control-loop-

related modules should be further developed. The input signals of the DSP (the output voltage 

of the buck converter) is sampled by the built-in ADC firstly. The sampled data is then 

processed by the control algorithms pre-downloaded from CCS for producing duty-cycle signal, 

which would be converted to the ePWM signal in PWM module. After passing through a dual 

buffer circuit (SN74LVC2G17), delicately selected to generate an output-matching level to the 

DSP-PWM output voltage for PWM channel protection, the buffered PWM signal would be 

amplified in the isolated Date Drives (HCPL-3180). The dynamic load circuit is activated by 

two GPIO pins. Figure 5.4 shows the PWM signals (controlling the MOSSFET of the upper 

bridge of the buck converter) and the steady-state output voltage signals of each rail in the three-

rail power conversion architecture used for experimental validation. The duty cycles of each 

rail are 18%, 33% and 33% respectively. 
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(a)  

 
(b) 

Figure 5.3 The Parameter Estimation Process Diagram [133] (a) and The Experiment Rigs (b) 
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Figure 5.4 The PWM Signals and the Steady-State Output Voltage Signals of Each Rail in the 

Three-Rail Power Conversion Architecture  

As shown in Figure 4.1 in Chapter 4, each rail (Buck Converter) is controlled by 

independently tuned digital PI controllers. The transfer function of the controller is shown 

below: 

𝐺X 𝑧 = g.�Z�g.�N��

Z�N��
                                                      (5-1) 

System excitation is necessary for real time parameter estimation. An 11-bit PRBS of which 

the total data length is 2047 and the sequence length is 102ms under the sampling frequency 

equalling 20kHz, therefore, is injected in the control (duty-cycle) signal for 100ms. The 

magnitude of the injected PRBS is ±0.025. The perturbation in output voltages of three rails 

caused by PRBS injection are shown in Figure 5.5. At the perturbation period, 800 samples of 

the control signals and the output voltages for the three rails are collected at the sampling 

frequency equalling 20kHz. 

The measured data from the ADC is stored in the DSP memory, and exported to MATLAB 

for post-processing after the full test sequence of PRBS has been applied to the power converter. 

Before going into algorithm blocks, sampled duty cycle and voltage signals should be filterd to 

remove unwanted high frequency measurement noises and be only in the estimation-relevant 

frequency range. here Moving Average Filters (MAFs) are used for this purpose (the specific 

filter selection process is collected in Appendix B). Accoding to pieces of literetures and 

previous work, there is an accuracy tolerance band, ±5% of expected results, is introduced, in 

which the estimated results can be considered as acceptable. From the measured data, the three 

applied algorithms, RLS, AP and KF, perform the cycle-by-cycle parameter estimation 

algorithm previously descibed to estimate the tap-weights of the transfer functions of each rail 
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and minimise the prediction error signals. The experimental parameters and setups, including 

iteration distribution arrangements, initial value configurations of the employed algorithms, etc., 

are chosen to be the same with the simulation setups. 

 
Figure 5.5 The Three Output Voltages from The Multi-Rail Power Converter with PRBS 

Effects 

5.4 Experimental Validation 

The experimental validation includes performance comparisons, in terms of estimation 

accuracy, computational costs and Convergence Time, of 1. Two iteration frequencies 

respectively equalling to the sampling frequency and one-third of it. 2. The same CMA being 

once, twice and thrice used in consecutive iteration intervals. 3. Abrupt disturbance rejection 

with or without locally and temporarily disposing of transient responses caused by sudden load 

changes. 

5.4.1 The Iteration Decimation Approach 

The iteration event distribution of each rail is the same with that used for simulation 

validation in Chapter 4 (see Figure 4.12 in Chapter 4).  

To clearly analyse the estimation accuracy, estimation errors are considered in two ways 

described as ‘Average Error (AE)’ and ‘Process Error (PE)’. AE means the offset between the 

true value of power converters’ parameters and the average, averaging estimated results from 

the point that recursive curves start to enter and remain in the accuracy tolerance band (±5% of 

real values) to the end of the estimation process (here, at 0.03s). As this average is typically the 

results that controller retuning is based on, AE could express the performance of adaptive 

control. PE stands for fluctuations of recursive curves, which can indicate the 

stability/robustness of the estimation process, so does the Variance of recursive curves. 
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Therefore, an estimation approach very capable of noise rejection would feature recursive 

curves with low PE and small variations. 

 
(a) 

 
(b) 

 
(c) 

Figure 5.6 Recursive Curves (Denominators) of Three Rails with Different Iteration 

Frequencies Using RLS 
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(a) 

 
(b) 

 
(c) 

Figure 5.7 Recursive Curves (Numerators) of Three Rails with Different Iteration Frequencies 

Using RLS 

Figure 5.6 (denominators) and Figure 5.7 (numerators) show the convergence time and the 

estimation error of the coefficients of the three converter rails when RLS is applied for 

parameter estimation with 𝜆 = 0.98. Like simulation results, decreasing the iteration frequency 

3 times leads to the convergence time increasing about 3 times in experimental results. In Rail 

1 it is more than three times while in Rail 3 the two rates, acquired from the conventional way 

(𝐾 = 1) and the proposed approach (𝐾 = 3), are almost the same. As such, λ of each rail when 

𝐾 = 3 are respectively adjusted, after which the prolonged convergence time is shortened (see 

Figure 5.6). In both simulation and experiment, λ in Stage 1 is only reduced by 0.08 to 0.9. As 
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Figure 5.6 shows, PEs when 𝐾 = 1 and 𝐾 = 3	in three rails are all under ±5% of the real values 

(within the accuracy tolerance band), same with simulated results. Table 5-1 lists estimation 

error (AE), the convergence time, and variance of recursive curves when 𝐾 = 1 and 𝐾 = 3 of 

each rail. The biggest difference of the convergence time between 𝐾 = 1 and 𝐾 = 3	is 1.55ms 

in Rail 2, whereas there is barely compromise of identification speed in other rails. Besides, 

apart from Rail 2, the approach of reducing iteration frequency and λ features the highest 

estimation accuracy (see AE) and the strongest stability (see Variance). Nevertheless, the most 

contribution of this work is in computational cost-saving (see Table 5-2). The overall 

computational cost of 𝐾 = 3 throughout Stage 1 is even less than half of it of 𝐾 = 1. Therefore, 

the proposed method can be reliably applied on, and quite suitable for, online system 

identification of multi-rail architectures, as it achieves the computational costs on concurrently 

identifying multi-rails equals that on doing single rail, without noticeable compromises on other 

performances.  

Table 5-1 Performance Comparisons of Parameter Estimation with Different Iteration 

Frequencies 

Rails Iteration Frequency 
Convergence 

time (ms) 

Estimation 

Error (e-4) 

Variance 

(e-4) 

Rail 1 

𝐾 = 1	(𝜆 = 0.98) 3.05 119 5.7215 

𝐾 = 3	(𝜆 = 0.98) 11.45 167 11 

𝐾 = 3	(𝜆 = 0.9) 3.95 102 3.3989 

Rail 2 

𝐾 = 1	(𝜆 = 0.98) 2.3 155 9.976 

𝐾 = 3	(𝜆 = 0.98) 6.85 0.577 6.6944 

𝐾 = 3	(𝜆 = 0.89) 3.85 190 8.5467 

Rail 3 

𝐾 = 1	(𝜆 = 0.98) 3 46 5.9641 

𝐾 = 3	(𝜆 = 0.98) 3.75 128 2.4643 

𝐾 = 3	(𝜆 = 0.9) 3 14 3.6318 

Table 5-2 Computational Cost in Total Using RLS 

Iteration Frequency Iteration Times 
Computational Complexity 

+ × / 

𝐾 = 1 167 10688 18203 167 

𝐾 = 3	(𝜆 = 0.9 − 0.98) 72 4608 7848 72 
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Compared with the recursive curves in simulation results, that precisely converge to the true 

values in all scenarios, there are consistent deflections from the true values to the estimated 

numerator values in the practical results. The difference between the simulated buck converters 

and the practical prototype is that the sampled signals from the practical ones include noises to 

which the parameter estimation process is very sensitive. Besides, the manufacturing or 

soldering defects, component tolerances, etc., may also contribute to true values acquired from 

SSA modelling not exactly equalling the actual ones. In addition, the frequently happened 

degradations of the output capacitor would influence the tap weights of the transfer functions 

of buck converter. This effect on the numerators are more significant than on the denominators, 

according to (2-30). 

 
(a) 

 
(b) 

 
(c) 

Figure 5.8 Recursive Curves (Denominators) of Three Rails with Different Iteration 

Frequencies Using AP 
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Figure 5.8 (denominators) show the estimation performances of the coefficients of the three 

converter rails when AP is applied with 𝜇 = 0.02. As analysed in Chapter 4, under the same 

step size (𝜇) value, the iteration frequency 3 times lower than the sampling frequency results in 

a longer convergence time, even more than 3 times in Rail 1 and Rail 2 different from the 

simulation results demonstrated in Chapter 4. After increasing 𝜇 in Stage 1, the speed of the 

estimation curves of 𝐾 = 3 converging to the real values is almost the same with that of 𝐾 = 1 

in all the three rails. In both simulation and experiment, 𝜇 in Stage 1 is 3 times enlarged. As 

Figure 5.8 shows, apart from Rail 1 in which PEs of both 𝐾 = 1 and 𝐾 = 3 are under ±5% of 

the real values, the converged curves in Rail 2 (𝐾 = 1) and Rail 3 (𝐾 = 3) are above the 

accuracy tolerance band. This might be caused by insufficiently filtering noises in the sampled 

data, although strictly filtering might attenuate the PRBS effects. According to Figure 5.8, the 

biggest difference of the convergence time between 𝐾 = 1 and 𝐾 = 3	occurs in Rail 3, whereas 

in all the three rails the lowered identification speed caused by the reduced iteration frequency 

is well-compensated. Besides, apart from Rail 3, the estimation results of reducing the iteration 

frequency and increasing µ feature the estimation accuracy and the stability as high as those of 

K equalling 1 does. The alleviation of computational costs in each sampling event has been 

presented in Table 4-7 in Chapter 4, which suggests that, similar with being applied on RLS, 

the proposed iteration decimation approach may also reduce 2/3 computational burdens when 

AP is used. 

The estimation performances of the iteration decimation approach demonstrated on KF are 

shown in Figure 5.9(denominators) and Figure 5.10 (numerators).  In the default setup (𝐾 = 1), 

the convergence-time-related factor (Observation Noise Variance), 𝑟 , is 0.001. Unlike the 

results of RLS and AP which suggests that the convergence time is proportionally prolonged 

with the reduction in the iteration frequency, it seems the estimation speed is not significantly 

influenced by changing the value of 𝑟. It has been know that under the same iteration frequency, 

the smaller 𝑟 is, the faster the estimation curves converge. However, when 𝐾 = 3, even if 𝑟 is 

decreased to 0.0005, the resultant curves still share the same identification speed with 𝑟 

equalling 0.001. As described in Chapter 4, based on the currently collected data, it is not 

enough to build up a conclusive figure (Figure 4.4 alike) suggesting the relation among the 

iteration frequency, the value of 𝑟, and the experience-based convergence time. As such, a 

broader and accurate data collection and discussion of the relation is necessary. Fortunately, 

according to Figure 5.9 and Figure 5.10 in which the convergence time and the estimation 
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accuracy of 𝐾 = 3 are all as same good as those of 𝐾 = 1, it might also be reliable to apply the 

iteration decimation approach on KF for computational burden relief.  

 
(a) 

 
(b) 

 
(c) 

Figure 5.9 Recursive Curves (Denominators) of Three Rails with Different Iteration 

Frequencies Using KF 
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(b) 

 
(c) 

Figure 5.10 Recursive Curves (Numerators) of Three Rails with Different Iteration 

Frequencies Using KF 
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the convergence time of 𝐾 = 3/2 should be compensated by decreasing the value of λ in Stage 

1 as its iteration frequency is 2/3 times lower than the sampling frequency. However, as the 

estimation speed is not significantly lowered in practice, all results are still acquired with the 

same λ equaling 0.98. For all the three rails, there is no noticeable difference of convergence 

time in 𝑄 equaling 1 and 3 and of 𝐾 equalling 3/2. As shown in Figure 5.11, PEs at 𝑄 = 1, 𝐾 =

3/2 and 𝑄 = 3 of each rail are all in the same level (within the accuracy tolerance band). 

Besides, AE or Variances, all in the same level, implies that in practical work, in the presence 

of noises, the differences of CMA in two, or even in three consecutive iterations would be small 

enough for reusing CMA. The total computational costs of each scenario are also compared in 

Table 5-4, which suggests that the proposed approaches may alleviate more than half of the 

computational burdens of the conventional way. 

Table 5-3 Estimation Performance Comparison of Reusing CMA of RLS 

Rails  
Iteration 

Strategies 

Convergence 

Time (ms) 

Estimation 

Error (e-4) 

Variance 

(e-4) 

Rail 1 

𝑄 = 1 2.95 97 6.1205 

𝑄 = 3 1.75 68 5.5957 

𝐾 = 3/2 2.45 60 5.4385 

Rail 2 

𝑄 = 1 2.7 180 7.7182 

𝑄 = 3 2.8 92 9.5067 

𝐾 = 3/2 2.75 104 9.8121 

Rail 3 

𝑄 = 1 2.2 46 5.818 

𝑄 = 3 2.5 4.8968 5.3967 

𝐾 = 3/2 2.5 22 4.9184 

Table 5-4 Computational Cost in Total Using RLS 

Iteration 

Frequency 

Iteration Times 

in Total 

Computational Complexity 

+ × / 

𝑄 = 1 157 ‘whole’ 10048 17113 157 

𝑄 = 3 45‘whole’, 96’half’ 4800 7209 45 

𝐾 = 3/2 53‘whole’, 51’half’ 4412 7001 53 
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(a) 

 
(b) 

 
(c) 

Figure 5.11 Recursive Curves (Denominators) of Reusing CMA in Three-Rail Architecture 

Using RLS 
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(b) 

 
(c) 

Figure 5.12 Recursive Curves (Numerators) of Reusing CMA in Three-Rail Architecture 

Using RLS 

Figure 5.13 show the estimated parameter curves of each rail using AP under the three 

scenarios: 𝑄 = 1 (the conventional way), 𝐾 = 3/2 (reusing CT once) and 𝑄 = 3 (reusing CT 

twice). Different from the convergence-time-related factor adjustment in RLS, for the case of 

𝐾 = 3/2, the step size (µ) of AP is increased from 0.02 to 0.035 to speed the prolonged 

convergence process up. As a result, although there are still slight differences in the 

convergence time of the three cases in Rail 1, the recursive curves of the other two rails enter 

the accuracy tolerance band at the same time. As mentioned before, the filtered data might not 

be smooth enough for AP so that the corresponding validation results suffer the severer 

fluctuations than those of using RLS. µ in Stage 2 of the two reusing CT scenarios, therefore, 

is decreased to 0.01 in all three rails. As a consequence, the estimation errors of 𝑄 = 1 and 𝐾 =

3/2 can be in the same level, as well as their stability (see Figure 5.13). However, the estimation 

accuracy of 𝑄 = 3 is still not as high as that of the other two cases. Reusing CT twice may 

enlarge the noise effects which leads to the recursive curves that have been converged exceed 

the accuracy tolerance band ((±5% of real values). Nevertheless, as there is no significant 

compromise on estimation performances when the CT reusing approach is applied on AP, it 

0 0.005 0.01 0.015 0.02 0.025 0.03
Time(s)

-1

0

1

2
N

um
er

at
or

 o
f R

ai
l 2

b1
b2

Q=1
Q=3
K=3/2

0 0.005 0.01 0.015 0.02 0.025 0.03
Time(s)

-3

-2

-1

0

1

N
um

er
at

or
 o

f R
ai

l 3

b1

b2

Q=1
Q=3
K=3/2



93 
 

still can be considered as being reliable to be employed on AP. After all, according to the total 

computational cost comparison of each scenario listed in Table 4-7 in Chapter 4, reusing CT 

may alleviate almost two third of the computational burdens of the conventional way. 

 
(a) 

 
(b) 

 
(c) 

Figure 5.13 Recursive Curves (Denominators) of Reusing CMA in Three-Rail Architecture 

Using AP 
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(a) 

 
(b) 

 
(c) 

Figure 5.14 Recursive Curves (Denominators) of Reusing CMA in Three-Rail Architecture 

Using KF 
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(b) 

 
(c) 

Figure 5.15 Recursive Curves (Numerators) of Reusing CMA in Three-Rail Architecture 

Using KF 
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5.4.3 Abrupt Load Change Rejection 

To validate the disturbance rejection ability of locally reducing the iteration frequency, load 

changes are configured in Rail 1 (output current changes from 0.36 A to 1.8 A) and Rail 2 (from 

0.66 A to 3.3 A) at 10ms, and in Rail 3 (from 0.5 A to 2 A) at 15ms. The coefficients that should 

be identified of each rail after load changes are the same with those in simulation setups (see 

Table 4-10 in Chapter 4). Figure 5.16 shows the transient response of the output voltage from 

Rail 2 coping with an abrupt load change during being estimated (PRBS is being injected), 

same with those in the other two rails. 600 data including transient responses of output voltage 

coping with abrupt load change are sampled and estimated. For the space limit, only one 

parameter curve, 𝑎Z, is presented to show the effects of load changes on estimation curves.  

 
Figure 5.16 The Transient Response of the Output Voltage from Rail 2 

During oscillations (transient behaviours dealing with load changes), for performance 

comparison of disturbance rejection, the iteration frequency is differently configured. Figure 

5.17 shows the transient convergence behaviours for new result updates of the iteration 

frequency equalling the sampling frequency (𝐾 = 1), of lowering the iteration frequency 

throughout the entire estimation process (𝐾 = 3) and of locally and temporally lowering the 

iteration frequency (𝐾 = 10) only for the 0.5ms in which oscillations exist. Accordingly, the 

recursive curves of 𝐾 = 10 features the fastest update speed and barely contain fluctuations, 

same as simulated results. At 𝐾 = 1 and 𝐾 = 3, however, oscillations of the sampled data, 

taken into algorithm recursion account, result in severer fluctuations of recursive curves. 

Meanwhile, as the convergence time also depends on the performance of the employed 

algorithm, the reduced iteration frequency, (or the lowered iteration density), of 𝐾 = 3 

prolongs the convergence time consequently. However, at 𝐾 = 10 , removing sampled 
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oscillations out from iterations avoids noticeable fluctuations in recursive curves, and 

consequently, there is no need to consume time on coping with oscillations. 

 
(a) 

 
(b) 

 
(c) 

Figure 5.17 Recursive Curves Comparisons between Locally Disposing Disturbance Signals 

and Fixed Iteration Frequency Approaches (RLS) 
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(a) 

 
(b) 

 
(c) 

Figure 5.18 Recursive Curves Comparisons between Locally Disposing Disturbance Signals 

and Fixed Iteration Frequency Approaches (KF) 

The estimation curves of KF rejecting abrupt load changes are collected in Figure 5.18. The 

load change setups in the three rails for KF validation here are the same as those for RLS 

validation. Figure 5.18 shows the transient convergence behaviours for new result updates of 

three iteration processes. In Rail 1, there is a deflection in both the updated recursive curves 

from the two reduced iteration frequency cases, although their percentage errors are still in the 

tolerance band. In Rail 2 and Rail 3, the recursive curves of locally and temporally lowering 

the iteration frequency (𝐾 = 10) may update the new results as accurate as those of 𝐾 = 1. In 

all rails the estimation curves of 𝐾 = 3 fail to accurately converge to the new real values after 
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load changes. the unfiltered transient responses in the sampled data influences/deflects the 

updated results and the reduced iteration times makes the recursive curves not being able to 

converge to the true values any more.  

 
(a) 

 
(b) 

 
(c) 

Figure 5.19 Recursive Curve Comparisons between Locally Disposing Disturbance Signals 

and Fixed Iteration Frequency Approaches (RLS) 

Figure 5.19 shows the convergence behaviours of respectively using the conventional way 

(𝑄 = 1), the CMA reusing approach (𝑄 = 3) and locally lowering iteration frequency approach 

(𝐾 = 3/2 − 10). Here, the iteration frequency is significantly lowered only for the 0.5ms where 

oscillations exist. It turns out that the experimental results are almost the same as simulation 
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ones. In 𝑄 = 3, when the sampled transient behaviour of rejecting abrupt system changes is 

considered in recursive algorithms, two CMAs respectively calculated in the last iteration and 

the next, next one, are hugely different, which means CMA gotten from the last might not be a 

suitable replacement for the current or the next iteration events. Even worse, these inappropriate 

substitutions could bring more fluctuations in recursive curves and then prolong the estimation 

duration, demonstrated in Rail 2 (see Figure 5.19(b)). 

As Figure 5.19 shows, the proposed approach of 𝐾 = 10 performs best for disturbance 

rejection. However, 𝐾 equaling 10 may be only suitable in this case as the value selection of 𝐾 

for transient response removing depends on the disturbance severity and the sampling frequency. 

A severer disturbance may cause a transient response with a larger overshoot and a longer 

settling time, 𝐾, therefore, should be adjusted larger. A high sampling frequency may lead to 

more transient response signals being sampled, which will be removed, 𝐾, therefore, should be 

adjusted larger. For a broader discussion of the selection of 𝐾, the magnitude of control error 

signals can be tracked to investigate the severity of variations and disturbances suffered by 

systems. Then a larger magnitude of the error signal may decide a larger 𝐾 to guarantee the 

sampled transient responses being removed. Better than simulation, in practical work, only the 

recursive curves of Rail 2 [in Figure 5.19(b)] are slightly excess the accuracy tolerance band 

(±5% of real values) in rejecting disruptions, which suggests the proposed approach may 

provide acceptably accurate results throughout estimation process even under disruption 

occurrences. 

The estimation curves of KF rejecting abrupt load changes are collected in Figure 5.20. The 

load change setups in the three rails for KF validation here are the same as those for RLS 

validation. Here, the CMA of KF is reused. Different from the proposed approach being applied 

in RLS, there is no need to remove transient responses of the sampled signals for KF. Although 

all of the recursive curves after load changes are still in the accuracy tolerance band, that of 

reusing CMA twice (𝑄 = 3) after load changes suffer severer fluctuations, which might suggest 

that CMA calculated in the last iteration cycle may be an inappropriate substitution for the next 

one. To reduce computational costs with high estimation accuracy, CMA is preferred to be 

reused only once.  
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(a) 
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(c) 

Figure 5.20 Recursive Curves of the CMA Reusing Approach in Dealing with Load Changes 

(KF) 

5.5 Chapter Summary 

The chapter presents the experimental validation of the iteration decimation approach and 

the CMA/CT reusing approach introduced in Chapter 4. Through conducting a complete real-

time parameter estimation platform, the two proposed approaches are implemented and verified 

on three algorithms (RLS, AP and KF). The experimental results of the two computational cost-

saving approaches are in very good accordance with the simulation results presented in Chapter 

4, suggesting the applicability of the two approaches in a broad kind of adaptive filters. Besides, 
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the estimation performances, in terms of the convergence time, estimation accuracy and 

stability, of employing the approaches on algorithms are compared with the case of not using 

them. The comparison validates that the approaches could save two third of the computational 

burden suffered in the conventional cases, and their results are as reliable as the conventional 

way, or even features the higher stability. In addition, the most moderate recursive curves, as 

the results of the iteration decimation approach, during abrupt load change rejection, indicate 

that the proposed transient response removing way performs well in coping with sudden system 

variations.  
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Chapter 6 Prioritization of System Identification Tasks in Multi-Rail 

Architectures 

6.1 Introduction 

To cope with simultaneously-occurred events, such as requests, tasks and problems, etc., 

under resource limit, ranking these events is unavoidable. According to the importance, urgency 

and severity, etc. of events, they are separately labelled with a unique priority which with higher 

priority will be dealt with sooner. As to system identification of multi-rail power conversion 

architecture, it is SI (System Identification) request from each rail that should be ranked due to 

the likelihood of multiple rails sending SI requests at the same time. In adaptive control loop, 

it typically takes a few milliseconds to finish real time SI. Given that the maximised capability 

of simultaneous parameter estimation if only 3, validated in Chapter 4, when the number of 

rails sending SI request is above 3, rails with low priorities should wait until ones with higher 

priorities finish. Based on recent researches about prioritization and characteristics of this case, 

the requirements of prioritization approaches can be concluded as follows: 

Firstly, many respects should be considered during SI request ranking, such as application 

of each rail, severity of system variation and the possible frequency of rails suffering from 

sudden changes, etc. In application respect, the rail providing the regulated voltage to memories 

is often operationally superior to those for monitors which would, therefore, be assigned with 

higher priority. As to the likelihood of system changes, rails containing more frequent or 

periodic changes (in load for instance) should be paid more attention than those rarely suffering 

variations. Otherwise, when two rails are encountering disturbances at the same time, the one 

with larger magnitude of its error signal, indicating a severer system change, should be 

identified first. Consequently, for reasonable prioritization, respects taken into consideration 

should be comprehensive.  

Secondly, as the severity of system changes which trigger SI requests, user’s needs and even 

the number of rails, etc. would vary during converter operation, a dynamic scheduling strategy, 

which allows priorities of rails flexibly updating, is needed rather than a pre-determined ranking 

way unchangeable.  

Thirdly, other general requirements for prioritization include minimisation of scheduling 

cost and make span of tasks (the average duration from SI request starts to SI completion should 

be as short as possible).  

To the above-listed requirements, this paper proposed a ranking approach which features 

that: 1. the frequency of updating ranking results equals the iteration frequency of recursive 
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algorithms applied for SI, to match the requirement of being dynamic. 2. in terms of being 

quantitated with weights, multiple respects are able to be readily considered into ranking rails. 

3. SI process is divided into ‘interruptible’ stage and ‘uninterruptible’ stage to avoid rails with 

low priorities waiting unreasonably long time which could prolong the average pending time 

of all rails. 4. the intermediate results, corresponding to an interrupted SI process, would be 

saved instead of be thrown away, for being continuously used once the SI process recovers, to 

save prioritization cost.  

6.2 The Proposed Workflow 

6.2.1 Features 

As described in [235], a request management framework can be divided into two parts: 

ranking rails and allocating tasks into the selected rails. The proposed variable iteration 

frequency approach in Chapter 4 have validated that the capability of simultaneous SI of multi-

rail power converters is three. only three rails can be identified at the same time. As such, 

designing ranking scheme for system identification of multi-rail systems is under a limited 

resource condition.  

This prioritization approach is featured of being dynamic, selectively pre-emptive, cost 

saving and multi-respects: 

1. Dynamic: Firstly, control error signals of rails are monitored at the sampling rate. If 

system variations which could trigger SI requests occur within more than three rails, the severity 

of system variations will be considered for prioritization by comparing magnitude of errors of 

rails in real time. Secondly, the proposed prioritization approach is programmable and editable 

even if SI requests have been in the pending queue. Thirdly, there are various user-defined 

configurations (see in 6.2.2A) that may match individual performance requirements.  

2. Selectively Pre-emptive for cost-saving and make-span minimization: In conventional 

pre-emptive scheduling, the high-priority tasks can be coped with first by interrupting the low-

priority ones. In this approach SI process is divided into two stages, pre-emptive way only 

works in Stage 1. The SI processes in Stage 2 are uninterruptable even if there are the higher 

priority tasks waiting for SI. This way may avoid almost finished SI processes being interrupted 

by the higher priority requests. If they do not stop, estimation results could be updated soon. If 

interrupted, however, the corresponding rails might wait ages for re-get SI opportunity in rush 

hours to start over. Nevertheless, the time ratio between Stage 1 and 2 should be carefully 

configured. The longer the Stage 2 is, the more similar to FCFS the approach is. In opposite, a 

longer Stage 1 would result in the scheduling way performing more ‘pre-emptive’ alike. (If 
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Stage 2 equals the whole period of SI, the proposed approach becomes FCFS, while if Stage 1 

equals the whole SI period of SI, the approach becomes pre-emptive based on each rails’ 

urgency coefficient). 

3. Cost-saving: Firstly, only if the number of SI requests are above three, the module of 

severity comparison of system changes will work for ranking. Otherwise, the module is idle for 

reduce computational efforts. Secondly, conventional pre-emptive approaches may lead to 

some rails, of which SI were interrupted, throwing away uncompleted iterative results from the 

previously-interrupted SI processes when they re-get chance of SI. To avoid it, in this approach, 

these intermediate iteration results will be saved so that the last interrupted SI processes may 

continue by recovering these results, unless new system variations occur during interruption 

periods (the intermediate iteration results will be disposed and SI process start over in this case). 

4. Multi-Respects: There should be various respects (two essential ones in this paper) 

considered in ranking SI requests. In each respect a ranking queue will be produced and in this 

paper the number of ranking queues is two consequently. One of the two queues is default 

ranking queue in application respect and the other one based on the severity of system variations. 

In application respect, rails with different importance in applications are featured of different 

priorities. For example, rails providing the regulated voltages to core processors are more 

functionally important than those for monitors. The default setup of priority is that the smaller 

a rail number is, the higher priority the rail has. In variation severity respect, the rails suffering 

a severer system variation, expressed as a higher magnitude of control error signals, could gain 

a higher priority as they should be identified sooner.  

6.2.2 Initialization, Tracked Signals and Flowcharts (Nassi-Shneiderman Diagram) of the 

Proposed Workflow 

A. Initial Setups 

As of the afore-described sequence and allocation way, before carrying out the workflow, 

there are some initial setups before taking place the workflow:  

1. Rail Number (𝑛 in flowcharts from Figure 6.1 to 6.4): the number of rails in a multi-rail 

power conversion architecture, used to define Priority Coefficient Decrement and the matrix 

sizes of Priority Coefficient Matrix (PCM) and Urgency Coefficient Vector (UCV). 

2. Priority Coefficient Decrement (see Decrement in Figure 6.3): A constant that equals 1/𝑛, 

used to calculate PCM.  

3. Number of Consideration Respects [𝑚 in (6-2)-(6-5)]: the number of respects considered 

for prioritization, used to define the size of Importance Coefficient Vector [see (6-3)].   
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4. Importance Ratio of Consideration Respects [𝑟Äin (6-2)]: the criticality degree of each 

consideration respect, used to calculate percentage Importance Coefficients [𝑏Äin (6-2)]. 

5. Threshold 1: A value, above which the corresponding rails should be identified, is 

configured based on experienced error signal magnitude during noticeable system variations. 

6. Threshold 2: When a particular number of error signals of a rail, sampled in the most 

recent iterations, are lower than Threshold 2, the rail has been in steady state and ready for 

system identification. This value is just slightly higher than control error signal under PRBS 

effects.  

7. Sampled Numbers of Checking Steady State: The number of error signal values, sampled 

and recorded in the most recent iterations, used to check if rails with system variations have 

been in Steady State. 

8. Steady State Indication Threshold: The proposed prioritization system would count the 

number of recently sampled error signals lower than Threshold 2. When the number is larger 

than Steady State Indication Threshold, the corresponding rail has been in steady state. 

9. Nominal Voltage Outputs: Used to calculate percentage error magnitudes.  

10. Time Length of Stage 1 and 2: Stage 1 is the period, in terms of the assigned times of 

iteration, during which SI of the corresponding rail can be interrupted by others with higher 

priority, while in Stage 2 the task of the rail is unstoppable even if other rails have larger 

Urgency Coefficients. The longer the Stage 1 is, the workflow performs more pre-emptive alike. 

Otherwise, it is more similar to FCFS. Besides, the SI duration (𝑁>7 in Figure 6.2) is the sum of 

Stage 1 and Stage 2. 

B. Tracked signals 

1. 𝑒: Control Error Signal, sampled for detection of system variations. 

2. 𝑝𝑐𝐸𝑟𝑟: Percentage form of 𝑒, calculated for severity evaluation of system variations.  

3. 𝑒𝑅: the part of 𝑝𝑐𝐸𝑟𝑟 above Threshold 1, recorded to trigger the error-magnitude-based 

prioritization process. 

4. 𝐸𝐺 : the highest value of 𝑒𝑅 , held to indicate and compare the severities of system 

variations of rails.  

5. 𝑁𝑜𝑠𝑠: the number of error signals, sampled in the most recent iterations, below Threshold 

2. 

6. Steady State Indicator (𝑆𝑆𝐼): a signal indicating the corresponding rail is/has been ready 

for SI. If an abrupt change occurs in a rail being identified, the rail would still be ‘ready for SI’, 
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while when it occurs in rails not being identified, the rails would be viewed as ‘being ready’ 

until they operate in steady state. 

7. 𝐴𝑝𝑝: Application coefficients 

8. 𝑁𝑜𝐸𝑟𝑟: the number of rails which need to be/is under SI 

9. 𝐸𝑟𝑟𝑜𝑟: Priority coefficient vector, acquired based on the system variation severities of 

rails and listed from Rail 1 to Rail n.  

10. 𝑂𝑟𝑑𝑒𝑟𝑚𝑎𝑔: Urgency Coefficients of rails [see (6-5)] that SI task allocation is based on. 

11. 𝑞: the vector of rail numbers listed from the one with the highest urgency coefficient to 

the lowest. 

12. 𝐸𝐼: Waiting & Processing indicator, its ‘On’ state starts from the SI request of a rail 

produced and ends when the SI process finishes. 

13. 𝑁𝑜𝑆𝐼: the number of rails being identified. its highest value is 3.   

14. 𝑆𝐼: System Identification demand signal, the SI task will be allocated to the rail of which 

SI is on. 

15. SI process Counter (𝐼): the iteration Counter of a SI process. 

16. 𝑅𝑒𝑠𝑒𝑡: when 𝐼 equals 𝑁>7(the assigned iteration times for a SI process), the SI process 

finishes and there will be an impulse signal for resetting.  

C. Flowchart (Nassi-Shneiderman Diagram) of One Prioritization Cycle 

The workflow of prioritization includes four sections (the first three are about Ranking rails 

and the last one task allocations): 1. the maximum error value collection, 2. error-respect 

ranking decision, 3. ranking rails based on Urgency Coefficient calculation, 4. allocating system 

identification procedure to rails with high priorities. Due to the space limit, the Nassi-

Shneiderman diagram, as an alternate of flowcharts, is used to present the proposed 

prioritization approach.  

1. The maximum error value collection: The diagram in Figure 6.1 and Figure 6.2 

specifically demonstrate the procedure of this section. Control error signals (𝑒) of each control 

loop of each rail are monitored (STEP 1 in Figure 6.1) and the corresponding percentage error 

magnitudes (𝑝𝑐𝐸𝑟𝑟 ) are calculated (STEP 2 in Figure 6.1). Once the 𝑝𝑐𝐸𝑟𝑟  is above an 

experience-based and predefined threshold (Threshold 1 in STEP 3 in Figure 6.1), the 

maximum value of percentage error (𝐸𝐺) will be recorded and kept for comparison with those 

of other rails (STEP 4a and STEP 5 in Figure 6.1). In STEP 5a, if Reset is 1, indicating the 

completion of the SI process of the corresponding rail, the maximum percentage error signal 

would not be recorded which means the SI request has been coped with (see STEP 6b in Figure 
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6.1). STEP 5b checks whether the rail being examined is being identified. If the SI process has 

entered Stage 2, it would start from the beginning of Stage 2 due to the error caused during SI 

(see STEP 7), while it is unnecessary to start over if the process is in Stage 1. If the rail is not 

being identified, the SI process Counter (𝐼) should be reset to 1 (see STEP 6d).  

The rail with larger percentage error will be assigned with higher priority for being quicker 

identified. The reason of setting up Threshold 1 is that not all system variations are significant 

enough to be identified. For example, as STEP 4b in Figure 6.1 shows, load changes, which 

lead to the 𝑝𝑐𝐸𝑟𝑟 being smaller than Threshold 1, might be too insignificant to be worth being 

identified. System identification results contain accuracy tolerance. Even if small load changes 

are marked and the corresponding rail get estimated, if the unnoticeable changes in coefficients 

of a transfer function brought by system variations are within tolerance band of the old results, 

SI might be not sensitive enough to update the exact values of new results. In this case, the old 

results are still usable. To avoid this section to be influenced by excitation signals of SI, 

Threshold 1 should be highly larger than PRBS magnitudes.  

STEP	6a:												
EG(i)=Max[eR(i)]

EG(i)>0
1=>EI(i)

STEP	6b:												
0=>EG(i)
0=>EI(i)

STEP	5a:
Reset(i)=1 YesNo

STEP	5b:	
SI(i)=1

STEP	6c:	Stage	1<I(i)<	Stage	2

STEP	7:				Stage	1+1=>I(i)

Yes No

Yes No

STEP	6d:												
1=>I(i)

STEP	4a:												pcErr(i)=>eR(i),	eR(i)>0

Yes
STEP	3:							pcErr(i)≥Threshold	1(i)

No

STEP	4b:												
0=>eR(i)

i+1=>i

Until	i>n

STEP	1:												Input	e(i)

								1=>i

STEP	2:												pcErr(i)	Acquired

 

Figure 6.1 Flowchart of Maximum Error Value Collection 

Besides, there will be transient responses in the voltage outputs of power converters dealing 

with abrupt system changes. System identification should take place after these transient 

behaviours, so another threshold (Threshold 2 in Figure 6.2) is introduced to detect whether the 

rail which indicates errors is ready for being ranked. Therefore, once there is an error signal 

magnitude which is above threshold 1 in a rail, several latest sampled error signals of the rail 

(the amount is pre-configured in 6.2.2A) will be stored (STEP 1 in Figure 6.2). If the amount 
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of these sampled data (𝑁𝑜𝑠𝑠) below Threshold 2 are above Steady State Indication Threshold, 

the rail will be viewed as ‘have been in steady state/ready for being ranked’, after which 

prioritization takes place (see STEP 2, 3, 4a, 5a and 5b in Figure 6.2). Meanwhile, the rails 

being identified already are still available for being ranked, examined in STEP 4b of Figure 6.2. 

INITIALIZATION:						1=>i,	0=>Noss(i)

i+1=>i
Until	i>n
1=>i

STEP	4a:	
Noss(i)≥Indication	

Threshold(i) No Yes NoYes

i+1=>i
Until	i>n

STEP	4b:	
I(i)<Nsi(i)

1=>m
STEP	1:		pcErrLast(i,m+1)=>pcErrLast(i,m)

Yes No

m+1=>m

STEP	2:		pcErrLast(i,m)<Threshold	2(i)

STEP	3:	Noss(i)+1=>Noss(i)

Until	m>(Sampled	Number	of	Checking	SS-1)

STEP	5a:
1=>SSI(i)

STEP	5c:
1=>SSI(i)

STEP	5b:
0=>SSI(i)

STEP	5d:
0=>SSI(i)

 
Figure 6.2 Flowchart of Checking the Availability of System Identification 

2.Error-respect ranking decision: Figure 6.3 is the diagram showing the process of this 

section. If there are more than three rails which should, and have been ready to, be identified, 

error consideration module would be taken into use. Otherwise, the priority of each rail would 

follow the default rank based on application importance (see STEP 1, 2, 3 and 4b in Figure 6.3). 

Once error signal ranking module is switched on, the recorded maximum value of error signals 

of the rails which are ready for ranking (STEP 4a in Figure 6.3) will be compared. The larger 

the value of a rail is, the higher its priority is (STEP 5, 6 and 7 in Figure 6.3).  

In a ranking queue, priorities of rails will be quantitated with numerical weights. As to the 

rail with the highest priority, its weight will be assigned as 1, and the weight decrement, from 

one rail to another one only one order lower, is the number of rails of the multi-rail power 

converter divided by 1. For example, if there are 5 rails in a multi-rail power converter, the 

weight decrement will be 1/5. Then weights of the five rails from the highest priority to the 

lowest would separately be 1, 0.8, 0.6, 0.4 and 0.2. These numerical weights based on error 

magnitude is named as ‘error magnitude coefficient’, of which Rail 𝑖 is represented by ‘𝑎7’. If 

there are 5 rails in a multi-rail power conversion architecture, and the rank of rails from the 
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highest to the lowest is: Rail 3, Rail 1, Rail 5, Rail 2 and Rail 4, the error magnitude coefficient 

matrix, ‘𝐸𝑟𝑟𝑜𝑟’ in STEP 8 of Figure 6.3, will be written as: 
𝑎Z 𝑎[ 𝑎Ã 𝑎� 𝑎Â = 0.8 0.4 1 0.2 0.6                            (6-1) 

This priority quantization strategy is also applied in the default ranking queue based on 

applications (see STEP 2b in Figure 6.3) and these coefficients describing priority are named 

as ‘priority coefficients’. 

1=>i	
STEP	1a:			EG(i)>0	

OR	SI(i)=1
STEP	1b:			SSI(i)=1

Yes YesNo No

STEP	2a:
NoErr+1=>NoErr

STEP	2b:
CYC=>App(i)

CYC-decrement=>CYC
i+1=>i
Until	i>n

STEP	3:	NoErr>3

1=>i

STEP	4a:		SSI(i)=1

STEP	5a:			EG(i)=>eg(i) STEP	5b:			0=>eg(i)

Yes No

Yes No

i+1=>i
Until	i>n

STEP	4b:
[0,0,...,0]=>Error

1=>i	

1=>m
STEP	6:			eg(m)<eg(m+1)

Error(m)=>h
Error(m+1)=>Error(m)

h=>Error(m+1)

Yes No

m+1=>m
Until	m>n-i

i+1=>i
Until	i>n

STEP	9:			[the	number	of	the	highest	rail,...,	the	lowest]=>q

STEP	2C:
0=>App(i)

eg(m)=>p
eg(m+1)=>eg(m)
p=>eg(m+1)

INITIALIZATION:				0=>NoErr,	1=>CYC,	[Rail	1,	Rail	2,	...	,Rail	n]=>Error	

STEP	7:

STEP	8:				ICError*Error+ICApp*App=>Ordermag

 
Figure 6.3 Flowchart of Updating of Importance Coefficients and Urgency Coefficient 

3. urgency coefficient calculation (see STEP 8 in Figure 6.3): Elements what ranking rails 

is based on are not limited in application or error magnitude, others include the different 

frequencies of fault occurrence and requirements, etc. Rails featured of higher likelihood of 

suffering faults, or higher power density requirements, might be assigned with higher priority. 

Therefore, the number of ranking queues would equal how many elements considered. The 

priority of each rail in different queues might be different. the rail not suffering from load 
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change might be highly fault-prone and its application importance is moderate, then its position 

in the corresponding ranking queues will separately be the last, in the front and middle. After 

listing ranking queues of all elements, these queues will be mixed together to build a waiting 

queue, which suggests the sequence of rails going to be identified.  

The specific way of deriving the waiting queue is also quantitation, same as the way 

numerically representing priorities in ranking queues. Elements are differently weighted in ratio 

way to indicate the importance of each element. For example, if the ratio of elements is 

‘application: error magnitude: fault likelihood=2:1:1’, ‘application’ is double important than 

the other two are. After users configuring these ratio weights indicating element criticality 

degrees of elements, they would be transferred to percentage coefficients named as ‘importance 

coefficient’. If the ratio value of the 𝑞𝑡ℎ  element is 𝑟Ä , and there are 𝑚  elements under 

consideration, the importance coefficient of the 𝑞𝑡ℎ element, 𝑏Ä, is: 

𝑏Ä =
¬;
¬;<

;=�
                                                              (6-2) 

Then by adding up each product of ‘Priority Coefficient’ and ‘Importance Coefficient’ of a 

rail in different ranking queues, urgency coefficient, introduced to represent priorities of each 

rail in waiting queue, can be calculated. The larger the urgency coefficient of a rail is, more 

urgent the rail should be identified, and consequently the higher priority the rail is assigned.  

𝐼𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒	𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡	𝑉𝑒𝑐𝑡𝑜𝑟	(𝐼𝐶𝑉) = 𝑏Z 𝑏[ ⋯ 𝑏Ä ⋯ 𝑏>               (6-3) 

𝑃𝑟𝑖𝑜𝑟𝑖𝑡𝑦	𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡	𝑀𝑎𝑡𝑟𝑖𝑥	(𝑃𝐶𝑀) =

𝑎ZZ 𝑎Z[ ⋯ 𝑎Z7 ⋯ 𝑎ZC
𝑎[Z 𝑎[[ ⋯ 𝑎[7 ⋯ 𝑎[C
⋮ ⋮ ⋱ ⋮ ⋱ ⋮
𝑎ÄZ 𝑎Ä[ ⋯ 𝑎Ä7 ⋯ 𝑎ÄC
⋮ ⋮ ⋱ ⋮ ⋱ ⋮

𝑎>Z 𝑎>[ ⋯ 𝑎>7 ⋯ 𝑎>C

           (6-4) 

𝑈𝑟𝑔𝑒𝑛𝑐𝑦	𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡	𝑉𝑒𝑐𝑡𝑜𝑟	(𝑈𝐶𝑉) = 𝐼𝐶𝑉×𝑃𝐶𝑀 = 𝑏Z 𝑏[ ⋯ 𝑏Ä ⋯ 𝑏> ×

𝑎ZZ 𝑎Z[ ⋯ 𝑎Z7 ⋯ 𝑎ZC
𝑎[Z 𝑎[[ ⋯ 𝑎[7 ⋯ 𝑎[C
⋮ ⋮ ⋱ ⋮ ⋱ ⋮
𝑎ÄZ 𝑎Ä[ ⋯ 𝑎Ä7 ⋯ 𝑎ÄC
⋮ ⋮ ⋱ ⋮ ⋱ ⋮

𝑎>Z 𝑎>[ ⋯ 𝑎>7 ⋯ 𝑎>C

=

𝑏Z𝑎ZZ + 𝑏[𝑎[Z + ⋯+ 𝑏Ä𝑎ÄZ + ⋯+ 𝑏>𝑎>Z
𝑏[𝑎Z[ + 𝑏[𝑎[[ + ⋯+ 𝑏Ä𝑎Ä[ + ⋯+ 𝑏>𝑎>[

⋮
𝑏Z𝑎Z7 + 𝑏[𝑎[7 + ⋯+ 𝑏Ä𝑎Ä7 + ⋯+ 𝑏>𝑎>7

⋮
𝑏Z𝑎ZC + 𝑏[𝑎[C + ⋯+ 𝑏Ä𝑎ÄC + ⋯+ 𝑏>𝑎>C

       (6-5) 

Here, 𝑛 is the number of rails, 𝑚 is the number element under consideration, so in Priority 

Coefficient Matrix (PCM). The 𝑞𝑡ℎ row represents the rank of each rail considering the 𝑞𝑡ℎ 

element and the 𝑖𝑡ℎ column the rank of the 𝑖𝑡ℎ rail in different elements. Therefore, in Urgency 

Coefficient Vector (UCV), the 𝑖𝑡ℎ row is the urgency coefficient of Rail 𝑖, and the whole vector 

would indicate the rank of all rails. 
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The number of elements can be multiple while only two are considered here (𝑞 = 2): 

application and error magnitude. The importance ratio of two respects is Application (𝑟Z): Error 

Magnitude ( 𝑟[ ) = 3:2, so 𝑏Z = 0.6  and 𝑏[ = 0.4 . In application respect, of which the 

corresponding rank is default, the number of each rail indicates its rank in the queue. Rail 𝑖 

ranks 𝑖𝑡ℎ. In error magnitude respect, the rank from highest to lowest is: Rail 4, Rail 5, Rail 3, 

Rail 2 and Rail 1. Accordingly, the Urgency Coefficient Vector (UCV) can be calculated as (6-

5) shows and the rank of waiting queue would be: Rail 1, Rail 2, Rail 4, Rail 3 and Rail 5. When 

the urgency coefficients of two or above rails are the same, it does not matter which rail is in 

front of/behind others in the waiting queue because: 1. they have same priorities. 2. the 

maximum capacity of simultaneous system identification is three, the rails which have same 

urgency coefficients and would be definitely consecutively ranked in the waiting queue have 

significant chances to be simultaneously identified.  

𝑈𝑟𝑔𝑒𝑛𝑐𝑦	𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡	𝑉𝑒𝑐𝑡𝑜𝑟	 𝑈𝐶𝑉 = 𝐼𝐶𝑉×𝑃𝐶𝑀 = 𝑏Z 𝑏[ ×

𝑎ZZ 𝑎Z[ 𝑎ZÃ 𝑎Z� 𝑎ZÂ
𝑎[Z 𝑎[[ 𝑎[Ã 𝑎[� 𝑎[Â = 0.6 0.4 × 1 0.8 0.6 0.4 0.2

0.2 0.4 0.6 1 0.8 =

0.68
0.64
0.6
0.64
0.44

         (6-6) 

 

1=>i	

Yes No
STEP	1:		Stage	1<I(i)<Stage	2

STEP	2b:			0=>SI(i)NoSI+1=>NoSI
1=>SI(i)

i+1=>i

Until	i>n
1=>i

Yes No

Yes No
STEP	4:	EI[q(i)]=1	&	SI[q(i)]=0	&	SSI[q(i)]=1

i+1=>i
Until	i>n

STEP	6:	SIv	acquired

1=>SI[q(i)]
1+NoSI=>NoSI

STEP	5b:
0=>SI[q(i)]

STEP	3:	NoSI<3

INITIALIZATION:									0=>NoSI,	[0,	0,	0]=>SIv	

STEP	2a:

STEP	5a:

 
(a) 
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1=>i

STEP	1:							SI(i)=1
No

STEP	2:			One	Iteration	Cycle	for	Rail	i

STEP	3:												I(i)+1=>I(i)

STEP	5a:												
0=>Reset(i)

1=>Reset(i)
0=>I(i)

Yes
STEP	4:		I(i)+1<Nsi(i)

No

Yes

i+1=>i

Until	i>n

STEP	5b:			

 
(b) 

Figure 6.4 Flowchart of Task Allocation of System Identification to Rails 

4. allocating system identification procedure to rails (see Figure 6.4): Based on the urgency 

coefficients, a waiting queue made of rails which should be identified with different priorities 

(𝒒 in the last step of Figure 6.3) is acquired. Consequently, tasks will be assigned sooner into 

rails with higher priorities. 

In this paper, the task assigned to rail is real time system identification, including PRBS 

injection, relevant signals sampling and filtering and iteration of recursive algorithms. 

Allocating tasks into rails contain two steps: 1. Rails of which system identification process has 

been in Stage 2 will still be accolated with the task [see STEP 1 & 2 in Figure 6.4(a)]. 2. If the 

number of rails in Stage 2 is less than 3 (STEP 3 in Figure 6.4(a)), which means there is spare 

capability of simultaneous system identification, the rail with the highest priority among all 

rails which has not been assigned with system identification procedure will be selected for 

system identification until the capability is maximised to 3 [STEP 4&5 in Figure 6.4(a)]. Figure 

6.4(b) is the iteration cycle flowchart for these task-assigned rails. The specific iteration process 

can be seen in Chapter 4, an Iteration Counter (𝐼) would count the iteration times of all rails 

until it equals the pre-configured upper limit (𝑁>7  in Figure 6.4(b)), then an impulse signal 

(𝑅𝑒𝑠𝑒𝑡) generates to reset the pending SI requests (𝐸𝐼 in Figure 6.1).  

6.3 Simulation results 

This section verifies the proposed prioritization workflow through two investigations: Firstly, 

the workflow is compared with FCFS and pre-emptive strategies, to show that the proposed 

way would neither result in important rails waiting long time as FCFS does, nor lead to low-
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priority rails losing identification chances in rush hours as ‘pre-emptive’ does. Secondly, results 

of the proposed workflow acquired from different respect ratio configurations are compared, 

which demonstrate that this workflow can be flexibly adjusted to satisfy different prioritization 

requirements. Before testing the workflow, the initial setups introduced in 6.2.2A are 

configured as Table 6-1 shows.  

Table 6-1 Initial Setups for Simulation Preparation 

No. Items Values No. Items of Initial Setups Values 

1 𝒏 5 7 Sampled Numbers of Checking SS 20 

2 Decrement 0.2 8 Steady State Indication Threshold 19 

3 𝒎 2 9 Nominal Voltage Output (Volts) 1.8, 3.3, 5, 4, 2.5 

4 𝒓𝒒 3:7 10 Stage 1 (Times of Iteration) 60 

5 Threshold 1 1.5% 11 Stage 2 (Times of Iteration) 140 

6 Threshold 2 1.5% 12 𝑵𝒔𝒊 (Times of Iteration) 200 

 

6.3.1 Comparison among the Proposed Workflow, ‘FCFS’ and ‘Pre-Emptive’ 

There are five rails that will be prioritized when three above of them produce SI requests. 

The five rails are started at 0s, and then Rail 1, Rail 2 and Rail 3 would encounter sudden load 

changes respectively at 49ms, 35ms and 38.7ms. All the percentage errors (𝑝𝑐𝐸𝑟𝑟) changes in 

the three rails are larger than Threshold 1, the correspondingly triggered SI requests would be 

used to interrupt SI processes of others. 

As the magnitude of 𝑒𝑅 is much higher than that of system variations, for space limits, 

Figure 6.5 presents 𝑒𝑅, control error signals above Threshold 1, in terms of 𝑙𝑛	(𝑋 + 1) rather 

than 𝑋 (𝑋 is the magnitude of control error signals). 

 
Figure 6.5 Percentage Error above Threshold 1 (𝑒𝑅) that can trigger SI requests 
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(a) 

 
(b) 

 
(c) 

Figure 6.6 Steady State Indicator (SSI) and Waiting/Processing signal (𝐸𝐼) of each rail 
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Figure 6.6 shows Steady State Indicator (𝑆𝑆𝐼) and waiting/processing signal (𝐸𝐼). According 

to the descriptions afore about waiting/processing signal and Steady State Indicator, the 

duration of ‘on’ of waiting/processing signal comprises that of ‘on’ of Steady State Indicator 

and that of transient responses coping with system variations. In Figure 6.6, dashed lines 

represent waiting/processing signals and solid ones Steady State Indicator, the areas that arrows 

suggest are transient responses. Therefore, Steady State Indicator shows time elapsed since rails 

being ready for SI until the end of the SI. The shorter the time length of its 'on' is, the higher 

efficiency of the proposed prioritisation approaches could achieve.  

Table 6-2 lists the average time length of Steady State Indicator of each rail under different 

SI task allocation approaches (FCFS, pre-emptive and selectively pre-emptive). As Rail 1, 2 

and 3 encountered SI requests two times, and the second one, in all three rails, occurred after 

the completion of the first SI processes, Steady State Indicator becomes 'on' two times. Hence, 

the average time length is the mean of the two 'on' of Steady State Indicator. While Rail 4 and 

5 have only one SI request separately, the average time length is the 'on' time of Steady State 

Indicator corresponding to the only-one SI request.  

According to Table 6-3 and descriptions of SI processes among five rails, using 'FCFS' may 

result in the shortest average waiting time, 45.36ms, of all approvers. As to individual rails, 

approvers with higher priorities can only be identified first when several rails request SI at the 

same time, while if they ask during others' SI processes, there is not advantages on being 

identified quicker. Therefore, compared with pre-emptive ways, the variance among the five 

rails’ pending/processing time, which expresses the difference of the average 

pending/processing times between rails with higher priorities and those with lower priorities, 

of FCFS is the smallest.  

However, in pre-emptive way, since that SI request from rails with higher priorities are able 

to interrupt SI processes of rails with lower priorities, Rail 4 and 5 will be pending longer and 

variance among rails’ average pending/processing times is the largest, compared with that in 

the other two ways. Besides, the average pending/processing time (51.08ms) of being purely 

pre-emptive is the longest. Consequently, although rails with higher priorities could be 

identified with minimized waiting time, Rail 4 and 5 could be wait for unreasonably long. In 

circumstances that SI requests of Rail 1, 2 and 3 are highly frequent, Rail 4 and 5 might rarely 

get a chance to be identified.  

As the proposed way is featured with being selectively pre-emptive, there are both chances 

for SI requests from Rails with higher priorities interrupting SI processes of lower priority rails 

and for SI processes of rails with lower priorities keep taking placing without interruption. 
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Therefore, compared with those of being purely pre-emptive or following ‘FCFS’ rule, the 

average pending/processing time among the five rails of being ‘selectively pre-emptive’ is 

moderate, as well as the variance is. Furthermore, as the proposed way allows users to flexibly 

change stage length ratio (Stage 1: Stage 2), if Stage 1 becomes longer, the chance of SI requests 

from higher priority rails interrupting SI processes of lower priority rails will become larger. 

the proposed SI task allocation approach will be more ‘pre-emptive’ alike. Otherwise, when 

Stage 2 is longer, the likelihood of SI requests from rails not being identified falling into Stage 

2 of rails being identified raises, and SI processes of any rails are uninterruptible in their Stage 

2, this scenario, therefore, is more ‘FCFS’ alike.  

Overall, there is a trade-off between minimizing overall pending time and shortening 

pending time for higher priority rails only. Applying the proposed approach, users may flexibly 

manipulate the length ratio between Stage 1 and Stage 2 to match their case-by-case 

requirements and make reasonable balances between being ‘FCFS’ and being pre-emptive. 

Table 6-2 Time Records for Each Rail Dealing with SI Requests 

Strategy Records 

Rail 1 (ms) Rail 2 (ms) Rail 3 (ms) Rail 

4 

(ms) 

Rail 

5 

(ms) 
First Second First Second First Second 

FCFS 

Start 3.65 50.15 3.4 36.1 4.2 39.8 3.6 3.55 

end 33.65 92.75 33.4 66.1 34.2 93.4 62.8 63.05 

Duration 30 42.6 30 30 30 53.6 59.2 59.5 

Proposal 

Start 3.65 50.15 3.4 36.1 4.2 39.8 3.6 3.55 

end 33.65 92.75 33.4 66.1 34.2 69.8 62.8 89.55 

Duration 30 42.6 30 30 30 30 59.2 86 

Pre-

emptive 

Start 3.65 50.15 3.4 36.1 4.2 39.8 3.6 3.55 

end 33.65 80.15 33.4 66.1 34.2 69.8 79.15 93.35 

Duration 30 30 30 30 30 30 75.55 89.8 

Table 6-3 Average Processing Duration of Each Rail 

Strategy 
Rail 1 

(ms) 

Rail 2 

(ms) 

Rail 3 

(ms) 

Rail 4 

(ms) 

Rail 5 

(ms) 

Overall 

(ms) 
Variance 

FCFS 36.3 30 41.8 59.2 59.5 45.36 180.543 

Proposal 36.3 30 30 59.2 86 48.3 588.47 

Pre-emptive 30 30 30 75.6 89.8 51.08 858.392 
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Figure 6.7 The Difference between ‘Time Delay’ (the solid circle) and ‘Phase Differences’ 

(the dashed circles) 

As durations of transient responses of rails are different, even if rails start to operate at the 

same time, they might reach steady state at slightly different time. Consequently, the 

simultaneous SI among three rails might not be precisely synchronised. Besides, as abrupt 

changes, which trigger the starts of SI, occur in different time among rails, and it is highly 

possible that rails being identified would be interrupted by others with higher priorities, there 

will be ‘phase differences’, pointed out by the dashed circles, among rails being identified.  

However, compared with the phase differences caused by various occurrence time of system 

variances, interruptions of SI processes, etc., time delays, implied with the solid circle, led by 

reaching steady states at different time are normally insignificant and will not be discussed here.  

  
Figure 6.8 The Prioritization and SI Task Allocation Processes by Using Different 

Coordination Strategies 

Table 6-4 The Coordination Records of the Proposed Workflow 
Points              a b c d e f g h  

Events  1, 2, 3 
start 

1, 2, 3 end, 
4, 5 start 2 starts 3 interrupts 

5 none 1 starts 
as 4 ends 

5 continues 
as 2 ends 3 ends  

Processing none 1, 2, 3 4, 5 2, 4, 5 2, 3, 4 2, 3, 4 1, 2, 3 1, 3, 5 1, 5 
Waiting none 4, 5 none none 5 1, 5 5 none none 
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Table 6-5 The Coordination Records of ‘Pre-emptive’ 
Points              a b c d e f g h  

Events  1, 2, 3 
start 

1, 2, 3 end, 
4, 5 start 2 starts 3 interrupts 

5 
1 interrupts 

4 none 4 continues 
as 2 ends 

5 continues 
as 3 ends 

 

Processing none 1, 2, 3 4, 5 2, 4, 5 2, 3, 4 1, 2, 3 1, 2, 3 1, 3, 4 1, 4, 5 
Waiting none 4, 5 none none 5 4, 5 4, 5 5 none 

Table 6-6 The Coordination Records of ‘FCFS’ 
Points  a b c d e f g h  

Events  1, 2, 3 
start 

1, 2, 3 end, 
4, 5 start 2 starts none none 1, 3 start 

as 4, 5 end 2 ends none  

Processing none 1, 2, 3 4, 5 2, 4, 5 2, 4, 5 2, 4, 5 1, 2, 3 1, 3 1, 3 
Waiting none 4, 5 none none 3 1, 3 none none none 

 

In Figure 6.8 there are some time points labelled as ‘a, b, …, h’ indicating starts, completions, 

interruptions and continuations of SI processes of the five rails, the specific events happened at 

these points are explained in Table 6-4 to Table 6-6. Before SI, the default priority of rails from 

the highest to the lowest is: Rail 1, 2, 3, 4 and 5. In the three tables, numbers are the numbers 

of rails. Points locate some important moments in SI processes among five rails in the 0.1s, and 

‘Events’ describe the changes at these moments. ‘Processing’ lists the rails being identified 

between two consecutive moments. The rails waiting for being identified from highest priority 

to the lowest are listed in ‘Waiting’.  

At Point a, all five rails have reached steady state and ready for SI, as the first three rails 

have higher priorities than Rail 4 and 5, their parameters are estimated first.  

At Point b where SI processes of the first three rails end, Rail 4 and 5 start to be identified.  

At Point c, after suffering from an abrupt load change, Rail 2 is getting steady state and 

identified. Its SI process does not interrupt any others since that until this period, the capability 

of simultaneous SI has not fully exploited. The maximum capability is three and only two rails 

(Rail 4 and 5) are being identified.  

At Point d where Rail 3 gets load change and ready for SI, the differences among the three 

approaches, being selectively pre-emptive, being purely pre-emptive and FCFS, are expressed. 

Here, four rails, Rail 2, 3, 4 and 5 should be identified while the only three of them can be 

fulfilled first. Following the ‘First Come First Served’ rule, Rail 3, which has higher priority 

than Rail 4 and 5 though, should wait until the earliest one of the other three finishes. Oppositely, 

being pre-emptive results in the SI request of Rail 3 interrupting the SI process of Rail 5 which 

has the lowest priority. The same interruption will occur in ‘being selectively pre-emptive’, as 

at this moment the SI processes of Rail 4 and 5 are both in Stage 1, which means they are 

interruptible. Consequently, after Point d, SI are fulfilling among Rail 2, 3 and 4 in being pre-

emptive scenarios, while in FCFS routine, SI processes still carry out among Rail 2, 4 and 5.  
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At Point e, there is a load change in Rail 1. In ‘being selectively pre-emptive’ routine, as SI 

processes of Rail 2, 3 and 4 have all entered Stage 2 uninterruptible at this moment, they 

continue even if Rail 1 has the highest priority.  In ‘being purely pre-emptive’, the SI request 

of Rail 1 stops Rail 4 from being identified while under FCFS rule, SI processes being fulfilling 

will not be influenced by others. Therefore, after Point e, apart from the rails being estimated 

are updated to be Rail 1, 2 and 3 with ‘being purely pre-emptive’, they using the other two 

approaches would not change.  

At Point f, in ‘being selectively pre-emptive’, when SI of Rail 4 ends, Rail 1 starts given that 

it has the highest priority in the waiting queue in which Rail 1 and 5 are. As to FCFS, SI 

processes of Rail 4 and 5 end, followed by the two rails, Rail 1 and 3, in waiting queue. There 

is not variation of rails being identified in ‘being pre-emptive’. 

At Point g, the SI process in Rail 2 in all three scenarios complete.  Consequently, in ‘being 

selectively pre-emptive’, Rail 5, the only rail in waiting queue, continues after the pending 

duration from Point d to g, while in ‘being pre-emptive’, Rail 4 continues as the pending rails 

are Rail 4 and 5 and Rail 4 has higher priority.  

At Point h, in ‘being pre-emptive’, the completion of SI of Rail 3 triggers the SI continuation 

of the last rail, Rail 5, pending in the waiting queue. From now on, the waiting queue of all 

three scenarios become empty and no rail would require SI except those are being identified. 

Therefore, these ongoing SI processes will continue until they complete at different moments.  

In summary, according to the SI task coordination processes among the five rails, and Table 

6-2 which lists the average existing times for SI requests, ‘FCFS’ may achieve the shortest 

average waiting/processing time for SI requests while high-priority rails won’t be coped with 

earlier. In controversy, ‘pre-emptive’ could guarantee important rails being identified sooner, 

although these low-priority rails would wait ages, which causes the longest average 

waiting/processing time. The most contribution of the proposed workflow is that it could well 

balance the SI needs from either high-priority rails or low ones, which results in the mediate 

average waiting/processing time consequently. By manipulating the time length ratio between 

Stage 1 and Stage 2, the proposed approach can work either ‘FCFS’ (𝑵𝑺𝑰 equals the entire SI 

length) or ‘Pre-emptive’ (Stage 1 equals the entire SI length) alike. 

6.3.2 Comparison of the Proposed Workflow with Different Importance Ratios 

This section presents comparisons of simulation results under different Importance 

Coefficients (IC). When the respects considered for ranking rails in waiting queue are only 

Application and Error Magnitude, if the importance ratio of Application and Error Magnitude 

is 3:7, rails which suffer the severer system variations might be scored with higher Urgency 
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Coefficient (UC) and, therefore, ranked higher in a waiting queue for being identified quicker. 

Otherwise, if the ratio is Application: Error Magnitude=7:3, the application importance of rails 

would be mainly considered during ranking rather than the magnitude of error signals. Then the 

more important fields rails are used in, the frontier they are likely to be ranked in waiting queue. 

Overall, different importance ratio setups might result in a rail being differently ranked in 

waiting queue. This section also demonstrates the plan for coping with abrupt system changes 

during SI processes.  

The configurations of times, types and magnitudes of system variations of each rail, as well 

as transfer function coefficients after these changes, are introduced in Table 6-7. Tracked 

signals include 𝑒𝑅 , 𝐸𝐺 , 𝑆𝑆𝐼 , Output voltages, iteration counters and identification 

results/recursive curves.  

   
Figure 6.9 Percentage Error above Threshold 1 that can trigger SI requests 

Table 6-7 Transfer Function Coefficients before/after Load Changes of Each Rail 

Rail Time 
Variation Types and 

Resistance Load Values 

Transfer Function Coefficients 

a1 a2 b1 b2 

Rail 1 

0s Initiation (5Ω) -1.9348 0.9586 0.1759 0.0624 

7ms Load Change (2.5Ω) -1.9150 0.9387 0.1759 0.0619 

50ms Load Change (5Ω) -1.9348 0.9586 0.1759 0.0624 

Rail 2 
0s Initiation (5Ω) -1.9163 0.9500 0.2258 0.1118 

35ms Load Change (2.5Ω) -1.8886 0.9221 0.2252 0.1103 

Rail 3 

0s Initiation (10Ω) -1.9066 0.9572 0.3099 0.1955 

14ms Load Change (5Ω) -1.8856 0.9358 0.3087 0.1932 

39ms Load Change (10Ω) -1.9066 0.9572 0.3099 0.1955 

Rail 4 0s Initiation (10Ω) -1.9596 0.9756 0.1176 0.0420 

Rail 5 0s Initiation (1.8Ω) -1.9414 0.9527 0.1138 -0.0004 
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 𝑒𝑅, the absolute value of percentage control error signals above Threshold 1, is presented 

in Figure 6.9, in terms of 𝑙𝑛	(𝑋 + 1) (X is the magnitude of control error signals), which shows 

that the error magnitude of converter initiation is much higher than that of load changes. Both 

of them, however, are able to trigger SI requests.  

  
(a) 

 
(b) 

Figure 6.10 The Highest Error Magnitude (𝐸𝐺) of Each Rail 

𝐸𝐺 , indicating the maximum value of 𝑒𝑅 , is collected in Figure 6.10 to define system 

variation severity. Accordingly, 𝐸𝐺 led by rail initiation of all five rails are the same, 100, while 

when loads are changed in Rail 1, 2 and 3 by 50%, 𝐸𝐺 are respectively 2.7, 3.4 and 2.46. 

Consequently, if Importance Coefficients (IC) in error magnitude respect are the same (𝐸𝐺s are 

the same), rail prioritization is mainly based on IC in application respect. However, when ICs 

in error magnitude respect are different, Urgency Coefficients, deciding priorities of each rail, 

would be affected by importance coefficients of both error magnitude and application. 
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𝑆𝑆𝐼  and 𝐸𝐼 , reflecting time elapsed since SI request has arrived to SI completion, are 

recorded in Figure 6.11. Figure 6.12, presenting output voltages of five rails, indicates that 

PRBs are only injected in rails being identified so that rails with pending SI request would not 

be affected by perturbations (PRBS). Different from [204], which proposes sampling and 

storing signals with PRBS into a place when the corresponding SI request is still pending in 

advance for later usage, this strategy, featured of real time PRBS injection, sampling and 

sampled signal usage (SI), may save memory spaces as it does not require places for storage. 

Besides, it also avoids the situation that system changes occur after storing signals, which means 

that the stored signals without update may not produce newest identification results. 

 
(a) 

 
(b) 

Figure 6.11 Steady State Indicator (SSI) and Waiting/Processing signal (EI) of each rail 
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(a) 

 
(b) 

Figure 6.12 Voltage Outputs of Each Rail under PRBS Effects 

 
Figure 6.13 The Prioritization and SI Task Allocation Processes from Different Respect 
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Figure 6.13 shows the iteration processes of the five rails following the prioritization and SI 

task allocation rules indicated from Figure 6.1 to Figure 6.4. Same as result demonstrations in 

6.3.1, starts, completions, interruptions and continuations of SI processes of each rail are 

marked as Point a, b, …, k in Figure 6.13, the events that occur at these time points are 

explained in Table 6-10 and 6-11. As the magnitudes of control error signals caused by system 

variations are various, the Importance Coefficient of each rail in ‘error magnitude’ respect will 

be dynamically varying throughout the simulated 0.1s, so is Urgency Coefficient (UC) 

consequently. Table 6-8 and 6-9 list the UCs of each rail in different periods, as well as their 

ranks.  

At Point a, all rails are ready for SI after initiations. As the five rails are featured with the 

same value of EG (100), their IC (Importance Coefficients) in ‘error magnitude’ respect are 

respectively their rail numbers, same as those in ‘application’ respect (default setup). 

Consequently, the first three rails get identified due to their highest priorities (see Figure 6.13 

and Table 6-10), while Rail 4, with higher priority than Rail 5, is listed in front of Rail 5 in 

waiting queue until Point d.  

At Point b, at which a load change occurs in Rail 1, since that its SI process is in Stage 1, 

iteration counter kept accounting without any intervention in Rail 1. While at Point c where SI 

process of Rail 3 has been in Stage 2 (iteration counter is 66 now and Stage 2 is configured 

from iteration counter equalling 61), the proceeding SI process would be back to the beginning 

of Stage 2 (iteration counter becomes 61) and continue when load of this rail varies (see Figure 

6.13). As a result, SI of Rail 1 and 2, at Point d, completed in advance of Rail 3, and then Rail 

4 and 5 start to be identified. As of prioritization rules indicated in Figure 6.3, SI completions 

of Rail 1 and 2 lead to their ICs in ‘error magnitude’ respect becoming 0.4 and 0.2 respectively 

and in ‘application’ respect both 0. Hence, during the period from d to e, the five rails are ranked 

from highest to lowest as: Rail 3, Rail 4, Rail 5, Rail 1, Rail 2. At Point e, Rail 3 finishes SI. 

From now on there is spared simultaneous SI capability allowing one rail to be identified, and 

the rank of the five rails are further changed as shown in Figure 6.13.  

At Point f, after raising a SI request due to encountering a load change, Rail 2 is ready to be 

identified. Then, without considering priorities of each rail, SI process of Rail 2 starts, as the 

process is now taking the spared SI capability that occurred from Point e. At Point g, when the 

number of rails being able to simultaneously identified has been maximised and Rail 3 suffers 

a load change again, UCs-based priorities of rails would be taken back into account. Now, there 

are four rails (Rail 2, 3, 4 and 5) containing undertaking or pending SI requests. EG of these 

rails are respectively 3.4116, 2.4556, 100 and 100, then their corresponding ICs in ‘Error 
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Magnitude’ respect are 0.6, 0.4, 1 and 0.8 separately (see Table 6-8). If the respect ratio between 

‘Application’ and ‘Error Magnitude’ (written as ‘App: Err’) equals 3:7, as a result of the IC 

(Importance Coefficient) from ‘Error Magnitude’ respect occupying more weights for UC 

calculation, the four rails would be ranked by their UCs, from the highest priority to the lowest, 

as: Rail 4, Rail 2, Rail 5 and Rail 3 (the corresponding UCs are listed in Table 6-8). Therefore, 

with the lower priority, Rail 3 would not interrupt the SI process of Rail 5. While when App: 

Err=7:3, at which IC of ‘application’ respect has more weights, the priority of Rail 3 would be 

higher than that of Rail 5 (see Table 6-9). Besides, the SI process of Rail 5 is now in Stage 1, 

stoppable, therefore, interrupted by SI request of Rail 3. 

At Point h, corresponding to a load change which causes EG equalling 2.7364, Rail 1 is 

ready for SI, while rails being identified are all in Stage 2, uninterruptible. Hence, regardless of 

the priority of Rail 1 at this stage, the SI request of Rail 1 would not interrupt SI processes of 

the three rails (Rail 2, 4 and 5 in ‘App: Err=3: 7’, Rail 2, 3 and 4 in ‘App: Err=7: 3’). In ‘App: 

Err=3: 7’ SI requests of Rail 1 and 3 are pending, as ICs of Rail 1 in both ‘error magnitude’ and 

‘application’ respects is higher than the two ICs of Rail 3, Rail 1 ranks higher than Rail 3 in 

waiting queue, it could be identified first once simultaneous SI system is available. While in 

‘App: Err=7: 3’ Rail 3 and 5 are waiting for SI. According to their UCs in Table 6-9, Rail 3 is 

featured with higher priority.  

At Point j, in ‘App: Err=3: 7’, with the SI completions of Rail 4 and 5, two available places 

of simultaneous identification occur so that rail 1 and 3 start to be identified. In ‘App: Err=7: 

3’, by the end of identifying Rail 4 only one available place is provided. The rail with highest 

priority in waiting queue (Rail 1), therefore, get the place and start to be identified. Rail 5 still 

wait until Point k, at which a spare place comes out due to the SI completion of Rail 2. 

Table 6-8 Urgency Coefficient Changes from ‘App:Err=3:7’ 

 Rail 1 Rail 2 Rail 3 Rail 4 Rail 5 Queue 

a-d 1, 1, 1 0.8, 0.8, 0.8 0.6, 0.6, 0.6 0.4, 0.4, 0.4 0.2, 0.2, 0.2 1, 2, 3, 4, 5 

d-e 0, 0.4, 0.28 0, 0.2, 0.14 1, 1, 1 0.8, 0.8, 0.8 0.6, 0.6, 0.6 3, 4, 5, 1, 2 

e-f 0, 0, 0 0, 0, 0 0, 0, 0 1, 0, 0.3 0.8, 0, 0.24 4, 5, 1, 2, 3 

f-g 0, 0, 0 1, 0, 0.3 0, 0, 0 0.8, 0, 0.24 0.6, 0, 0.18 2, 4, 5, 1, 3 

g-h 0, 0.2, 0.14 1, 0.6, 0.72 0.8, 0.4, 0.52 0.6, 1, 0.88 0.4, 0.8, 0.68 4, 2, 5, 3, 1 

h-j 1, 0.4, 0.58 0.8, 0.6, 0.66 0.6, 0.2, 0.32 0.4, 1, 0.82 0.2, 0.8, 0.62 4, 2, 5, 1, 3 

j-k 1, 0, 0.3 0.8, 0, 0.24 0.6, 0, 0.18 0, 0, 0 0, 0, 0 1, 2, 3, 4, 5 
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Table 6-9 Urgency Coefficient Changes from ‘App:Err=7:3 

 Rail 1 Rail 2 Rail 3 Rail 4 Rail 5 Queue 

a-d 1, 1, 1 0.8, 0.8, 0.8 0.6, 0.6, 0.6 0.4, 0.4, 0.4 0.2, 0.2, 0.2 1, 2, 3, 4, 5 

d-e 0, 0, 0 0, 0, 0 1, 0, 0.7 0.8, 0, 0.56 0.6, 0, 0.42 3, 4, 5, 1, 2 

e-f 0, 0, 0 0, 0, 0 0, 0, 0 1, 0, 0.7 0.8, 0, 0.56 4, 5, 1, 2, 3 

f-g 0, 0, 0 1, 0, 0.7 0, 0, 0 0.8, 0, 0.56 0.6, 0, 0.42 2, 4, 5, 1, 3 

g-h 0, 0.2, 0.06 1, 0.6, 0.88 0.8, 0.4, 0.68 0.6, 1, 0.72 0.4, 0.8,0.52 2, 4, 3, 5, 1 

h-j 1, 0.4, 0.82 0.8, 0.6, 0.74 0.6, 0.2, 0.48 0.4, 1, 0.58 0.2, 0.8, 0.38 1, 2, 4, 3, 5 

j-k 1, 0.6, 0.88 0.8, 0.8, 0.8 0.6, 0.4, 0.54 0, 0.2, 0.06 0.4, 1, 0.58 1, 2, 5, 3, 4 

Table 6-10 The Coordination Records of ‘App:Err=3:7’ 
Points  a b c d e f g h j k  

Events  1, 2, 3 
start 

1 
changes 

3 
changes 

4, 5 start as 
1, 2 end 

3 
ends 

2 
starts 

3 
changes 

1 
changes 

1, 3 start as 
4, 5 end 

2 
ends  

Processing none 1, 2, 3 1, 2, 3 1, 2, 3 3, 4, 5 4, 5 2, 4, 5 2, 4, 5 2, 4, 5 1, 2, 3 1, 3 
Waiting none 4, 5 4, 5 4, 5 none none none 3 1, 3 none none 

Table 6-11 The Coordination Records of ‘App:Err=7:3’ 
Points  a b c d e f g h j k  

Events  1, 2, 3 
start 

1 
changes 

3 
changes 

4, 5 start as 
1, 2 end 

3 
ends 

2 
starts 

3 
changes 

1 
changes 4 ends 2 ends  

Processing none 1, 2, 3 1, 2, 3 1, 2, 3 3, 4, 5 4, 5 2, 4, 5 2, 3, 4 2, 3, 4 1, 2, 3 1, 3, 5 
Waiting none 4, 5 4, 5 4, 5 none none none 5 1, 5 none none 

 

 
(a) 

0 0.02 0.04 0.06 0.08 0.1
-2

0
1

Ra
il 

1

Recursive Curves (App:Err=3:7)
a1 a2 b1 b2

0 0.02 0.04 0.06 0.08 0.1
-2

0
1

Ra
il 

2

0 0.02 0.04 0.06 0.08 0.1
-2
01

Ra
il 

3

0 0.02 0.04 0.06 0.08 0.1
-2

0
1

Ra
il 

4

0 0.02 0.04 0.06 0.08 0.1
Time(s)

-2

0
1

Ra
il 

5



128 
 

            
(b) 

Figure 6.14 System Identification Results of Each Rail 

According to Figure 6.14, showing the SI processes of each rail under different prioritization 

configurations, the proposed workflow is verified to be able to work as it originally designed: 

Firstly, with different respect ratios, SI processes of lower-priority rails in Stage 1 would be 

interrupted by SI requests from higher-priority rails. Secondly, the intermediate results during 

the suspending periods could be saved for later use, instead of being disposed. 

6.4 Chapter Summary 

This Chapter proposed a dynamic prioritization approach, which can be flexibly adjusted to 

work both ‘FCFS’ and ‘Pre-emptive’ alike. In addition, it could consider various respects for 

decision-making and save the intermediate results from an interrupted SI process for cost saving. 

The simulation results verify that the proposed workflow could result in different task allocation 

ways to match individual requirements. 
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Chapter 7 Conclusion and Future Work 

7.1 Conclusion 

Multi-Rail power conversion architectures, in virtue of their flexibility and ease of 

configuration, have been widely employed in industries. Due to the increasingly complicated 

working conditions and loads, there have been plenty of studies on adaptive control techniques, 

applied to achieve robust control of SMPCs suffering from unexpected, frequent or abrupt 

system variations. Real-time parameter estimation, as a useful tool that adaptive control is based 

on, has been investigated in many publications, in which the performance evaluation of 

parameter estimation is typically based on the estimation speed (the convergence time), the 

estimation accuracy, the computational efforts and the ability of abrupt disturbance rejection. 

Researchers are inclined to select an ideal algorithm (adaptive filters) used for parameter 

estimation which can result in the highest estimation accuracy, the shortest convergence time 

with the least computational costs and the strongest disturbance rejection ability, compared with 

those algorithms that have been introduced in system identification of power electronics. These 

algorithms are all investigated in single buck converters so far. When an algorithm is applied 

on multi-rail architectures with a centralized single controller, the convergence time, estimation 

accuracy and the disturbance rejection ability would not change, however, the computational 

burdens will become heavy, increasing proportionately with the addition of rails. For example, 

if the available computation time is 50µs, the employed processor should finish 64 additions, 

109 multiplications, and 1 division in 50µs for single-rail parameter estimation by using RLS. 

If three rails are simultaneously identified, the computational burden in the 50µs will be 

increased to 192 additions, 327 multiplications, and 3 divisions. The significant increase in the 

computational burden in one sampling event could cause the need for advanced processors more 

computationally capable particularly, resulting in extra investments. Therefore, rather than 

introducing other algorithms in parameter estimation areas, this paper focuses on the 

optimization of the estimation processes of multi-rail structures.  

The iteration decimation approach is firstly proposed. Through decreasing the iteration 

frequency of the applied recursive algorithms, e.g. RLS, AP and KF, etc., the iteration cycles 

of each rails would take place alternatively. After every sampling event, the iteration action is 

arranged in only one rail instead of in the all rails. However, as the reduced iteration frequency 

would prolong the estimation time, the convergence-time-related factors will be appropriately 

adjusted after the investigation of the relation among these factors, the convergence time and 

the iteration frequency. These factors include the forgetting factor (λ) in RLS, the step size (µ) 
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in AP and the observation noise variance (𝑟) in KF, etc., and it is known that decreasing λ or 𝑟 

in RLS or KF could raise the estimation speed while a smaller µ would lead to a longer 

convergence time. Moreover, as the variations of these factors also affect estimation accuracy 

and the stability of the converged curves, the estimation process is divided into two stages and 

the factor adjustment caused by the iteration frequency reduction only conducted when the 

recursive curves have not been converged. Consequently, the computational cost spent on the 

simultaneous parameter estimation of a multi-rail power architecture during every sampling 

event can be alleviated from ‘the cost of one iteration cycle of a single rail multiplied by the 

number of rails’ to ‘the cost of one iteration cycle of a single rail’, without compromises of the 

convergence time and the estimation accuracy.  

Moreover, the iteration decimation approach may also enhance the disturbance rejection 

ability of parameter estimation. As the New Guess in the current iteration is affected by the 

previously updated ones, the sampled signals including transient responses would result in the 

New Guesses remotely deflecting from the real values, which would be considered in the next 

several iterations. As such, removing the transient responses of the sampled data through locally 

decimating the iteration actions during disturbance rejection could contribute to the moderate 

recursive curves of parameter estimation.  

The CMA/CT reusing approach is secondly proposed for computation burden alleviation, 

by which the New Guess update, including 5 or 6 update steps in total, is partially conducted. 

It is noted that updating CMA/CT accounts for more than half of the computational complexity 

of applying the recursive algorithm. Therefore, re-using the CMA/CT over more than one 

iteration can reduce the computational efforts, as well as the iteration frequency reduction 

approach does. Before carrying out this approach, the magnitude difference between the two 

consecutive CMAs/CTs, and the difference between every other CMAs/CTs are both 

investigated, which are small enough for the adoption of the substitution. Compared with the 

iteration decimation approach which needs a careful balance between the convergence-time-

related factor and the decimation factor, no adjustment is necessary in the CMA/CT reusing 

method, which may still save about two third of the computational costs spent in the 

conventional way. Particularly for the AP, there is almost no difference in computational efforts 

between the two proposed approaches.  

The two approaches can also be combined and Chapter 4 shows how this can be managed, 

whilst taking stability issues and response to abrupt system variation into consideration. Overall, 

applying a combination of both methods, it is shown that the computational effort can 
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effectively be reduced to that observed in a single power converter system, whilst preserving 

the overall transient behaviour of all converters in a multi-rail structure. 

In this project, the two approaches, including their combination, are successfully validated 

with simulation results by MATLAB/SIMULINK and experimental ones through a platform 

comprising a Texas Instruments TMS320F28335 DSP and a prototype of a three-rail power 

conversion architecture.  

Another problem existing in System Identification (SI) of multi-rail power conversion 

architectures is about SI request ranking and responding. When there are multiple rails sending 

SI requests to the centralized single controller, an efficient request ranking and SI task 

allocation system is essential. Besides, this system should be able to make the most reasonable 

priority decisions under a comprehensive consideration. As such, a workflow including 

prioritization and SI task allocation is proposed in this work which can flexibly configure the 

respects taken into consideration. The features of the proposed prioritization approaches can be 

concluded as: 1. Being dynamic (The ranking update frequency equals the iteration frequency 

of recursive algorithms applied for SI). 2. Being comprehensive (Multiple respects are able to 

be readily considered into ranking rails in terms of being quantitated with weights). 3. Being 

selectively ‘pre-emptive’ (The SI process is divided into ‘interruptible’ stage and 

‘uninterruptible’ stage to avoid rails with low priorities waiting unreasonably long time which 

could prolong the average pending time of all rails). 4. Being cost-saving (The intermediate 

results, corresponding to an interrupted SI process, would be saved instead of be thrown away, 

for being continuously used once the SI process recovers). 

7.2 The Future Work 

Both the two computation burden relief approaches and the prioritization workflow, 

proposed in this thesis, are trying to improve and simplify the process of parameter estimation 

of multiple buck converters. These methods can also be applied on system identification of any 

other electronic topologies as long as the topologies can be accurately described with linear 

models. Furthermore, rather than only being limited in parameter estimation of power 

converters, the three approaches may be validated in more occasions in which the algorithms 

(RLS, AP and KF) are employed in the future work. 

The limits of the iteration decimation approach include the necessity of carefully tuning the 

convergence-time-related factors of the applied recursive algorithms, that requires fully 

investigations about the effects brought by changing the factor on estimation performances and, 

consequently, heavily restricts the application of the approaches. Therefore, the wider 
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approaches saving the computational complexity should be continuously proposed for 

parameter estimation of multi-rail power conversion structures. 

Parameter estimation techniques is still mainly used for adaptive control so far, it would be 

interesting to make estimation results useful in other applications, e.g. health monitoring. 

Acquiring circuit components based on the transfer function coefficients of the converters is 

definitely a more efficient way compared with the current approaches to achieve so, and it 

would be a useful breakthrough in precise control and operation monitoring of converters.  
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Appendix A: Derivation Processes of RLS and AP Algorithms 

RLS is a typical descent-based algorithm that starts from the regularized Newton’s recursion. 

Therefore, (𝑅VF − 𝑅F𝜔7�Z ) in (3-2) is still replaced by 𝑢7∗ 𝑦 𝑖 − 𝑢7𝜔7�Z , while 𝑅F  is 

substituted with a better estimate, the exponentially weighted sample average. 

𝑅F =
Z
7_Z

𝜆7�è𝑢è∗𝑢è7
èég , 𝑓𝑜𝑟	𝑠𝑜𝑚𝑒	𝑠𝑐𝑎𝑙𝑎𝑟	0 ≪ 𝜆 ≤ 1                     (A-1) 

Assume that 𝜆=1, the above expression for 𝑅F amounts to average all past regressors up to 

time 𝑖. Step-size is further assumed as follows: 

𝜖 𝑖 = 𝜆7_Z å
7_Z

, 𝑖 ≥ 0                                               (A-2) 

Therefore, the regularized Newton’s recursion becomes 

𝜔7 = 𝜔7�Z	 + 𝜆7_Z𝜖𝐼 + 𝜆7�è𝑢è∗𝑢è7
èég

�Z𝑢7∗ 𝑦7 − 𝑢7𝜔7�Z                  (A-3) 

According to [185], 

𝛷7 ≜ 𝜆7_Z𝜖𝐼 + 𝜆7�è𝑢è∗𝑢è7
èég                                       (A-4) 

It satisfies the recursion that 𝛷7 = 	𝜆𝛷7�Z + 𝑢7∗𝑢7, 𝛷�Z = 𝜖𝐼. 

Then if 𝑃7 = 	𝛷7�Z = 𝜆�Z 𝑃7�Z −
K��²p��Fp∗Fp²p��
Z_K��Fp²p��Fp∗

, 𝑃�Z = 𝜖�Z𝐼 , RLS algorithm can be 

described as follows: 

𝜔7 = 𝜔7�Z	 + 𝑃7𝑢7∗ 𝑦7 − 𝑢7𝜔7�Z , 𝑖 ≥ 0                                 (A-5) 

AP is another descent-based algorithm derived by replacing the required gradient vector, 

(𝑅VF − 𝑅F𝜔7�Z) in (3-2) [or (A-6)], and Hessian matrices by different suitable approximations. 

𝜔7 = 𝜔7�Z	 + 𝜇 𝑅VF − 𝑅F𝜔7�Z , 𝜔�Z = 𝑖𝑛𝑖𝑡𝑖𝑎𝑙	𝑔𝑢𝑒𝑠𝑠                         (A-6) 

For better performance, the regularized Newton’s recursion with a constant regularization 

sequence, i.e.𝜖 𝑖 = 𝜖, and a constant step-size sequence, i.e.𝜇 𝑖 = 𝜇, are applied in (A-6), 

then it can be described as:  

𝜔7 = 𝜔7�Z	 + 𝜇 𝜖𝐼 + 𝑅F �Z 𝑅VF − 𝑅F𝜔7�Z                                (A-7) 

Instead of replacing 𝑅F and 𝑅VF with only current instantaneous values, several previous 

instantaneous values are required to calculate the mean of these instantaneous values, used for 

approximation in AP, i.e.,  

𝑅F =
Z
ç
( 𝑢è∗𝑢è7

èé7�ç_Z ), 	𝑅VF = 	
Z
ç
( 𝑦(𝑗)𝑢è∗7

èé7�ç_Z )                     (A-8) 

𝑅F =
Z
ç
𝑈7∗𝑈7, 	𝑅VF = 	

Z
ç
𝑈7∗𝑌7, 𝑈7 ≜

𝑢7
𝑢7�Z
:

𝑢7�ç_Z

, 𝑌7 ≜

𝑦(𝑖)
𝑦(𝑖 − 1)

:
𝑦(𝑖 − 𝑁 + 1)

, where the size of 𝑈7 is 

𝑁×𝑀, of  𝑌7 is 𝑁×1 and of ω 𝑀×1, therefore Newton’s recursion becomes  
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𝜔7 = 𝜔7�Z	 + 𝜇 𝜖𝐼 + 𝑈7∗𝑈7 �Z𝑈7∗ 𝑌7 − 𝑈7𝜔7�Z                                (A-9) 

Given that 𝜖𝐼 + 𝑢7∗𝑢7 �Z𝑢7∗ = 𝑢7∗ 𝜖𝐼 + 𝑢7𝑢7∗ �Z [185], AP is described as follows: 

𝜔7 = 𝜔7�Z	 + 𝜇𝑈7∗ 𝜖𝐼 + 𝑈7𝑈7∗ �Z 𝑌7 − 𝑈7𝜔7�Z                               (A-10) 

When 𝑁 = 1, AP can be viewed as ϵ-NLMS. The larger 𝑁 is (more historically sampled data 

would be considered in the current iteration cycle), the more accurate the approximation is. 

However, the computational complexity would increase. 
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Appendix B: Filter Selection and Test 

To reduce electromagnetic interference in SMPCs, additional harmonic filters should be 

implemented prior to system identification procedure [242]. As the sampling frequency equals 

the switching frequency, ideally, the sampled output voltages without PRBS effects should be 

a constant which equal reference values. 

 
Figure Appendix.1 Two Main Noises in the Practically Sampled Voltage Outputs 

Figure Appendix.1 shows the practically sampled voltage outputs of three rails, obviously 

not straight lines as results of two kinds of noises mainly. One is extreme values throughout the 

sampling process in three rails, which can be efficiently alleviated by a 5-tap moving average 

filter (MAF) (see Figure Appendix.2(a)). The other one is a kind of periodic noises that 

occasionally exists in Rail 1 and Rail 3, removed by Filter B shown in Figure Appendix.2(b). 

As the periodic noises are all about 1kHz, comprised of 20 samples per period with the sampling 

frequency of 20kHz, the currently sampled data, 𝑥(𝑖), should be numerically equal to the one 

which has been held for 10 sampling intervals, 𝑥(𝑖 − 10), but be different in signs, which 

means they can be well counteracted. 

 
(a) 
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(b) 

Figure Appendix.2 Filter A(a) and Filter B(b) 

 
(a) 

 
(b) 

Figure Appendix.3 The Sampled Voltage Outputs Filtered by Filter A(a) and then by Filter 

B(b) 

Figure Appendix.3(a) indicates that extreme values in voltage signals of three rails are 

effectively alleviated after going through Filter A, and after passing Filter B the 1kHz periodic 

noises are almost all removed (see Figure Appendix.3(b)), hence the sampled signals can be 

plotted as straight lines as shown in ideal situation.  

It is reasonable to presume that the types of noises in sampled voltage signals would not 

change when PRBS is added into control loop, which means Filter A and B can be well applied 
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in system identification process. However, as of Figure Appendix.4, the outputs with PRBS 

feature that: 1: the magnitude of which is higher than that without PRBS injection, 2. a 1kHz 

periodic wave exists throughout the duration of PRBS injection. As the periodic noises which 

occasionally occur in Rail 1 and 3 (see Figure Appendix.1) have the same frequency, 1kHz, 

with the second feature of PRBS effects, applying Filter B to remove noises may also attenuate 

PRBS effects. Extreme values are filtered during signals passing Filter A (see Figure 

Appendix.5) while Filter B significantly removes the 1kHz waves, which are both noises and 

PRBS effects (see Figure Appendix.6). Therefore, Filter B would not be used for noise 

reduction in parameter estimation process as: 1. it would make PRBS injection in vain, 2. the 

occasionally occurred periodic noises would not significantly affect identification accuracy, 

proved by experiment results.  

 
Figure Appendix.4 The output voltages with PRBS in three rails 

 
Figure Appendix.5 The output voltages with PRBS after passing Filter A 
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Figure Appendix.6 The output voltages with PRBS after passing Filter B 

As the sampled voltage outputs include the afore-mentioned noises, control signals (duty 

cycle) would also contain extreme values and periodic waves corresponding to those in voltage 

feedback. To eliminate such noises without any attenuation of PRBS effects, duty cycle and 

PRBS signals can be separately sampled, then combined after duty cycle is filtered by Filter A 

and B. For simplifying sampling and filtering process in experiment configuration, however, 

only Filter A is applied for the control signal with PRBS, as estimation results of using the two 

filter ways are basically the same. 

In summary, only MAF will be applied to filter sampled signals in experiment validation. In 

Figure Appendix.7, a 5-tap MAF is used for seeking its optimum working condition. 

Accordingly, when the loads vary from 4Ω to 6Ω, the MAF performs better than in the other 

load ranges. Appendix.8 shows percentage errors of estimation results of Rail 2 using a 5-tap 

MAF. Therefore, it is reasonable to presume that there will also be optimum load values 

individually corresponding to other two rails, and after the consequent investigation, the final 

filter setup in experiment for the multi-rail power conversion architecture is presented in 

Chapter 5.    

  
Figure Appendix.7 A 5-tap MAF Working under Different Load Values 
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Figure Appendix.8 Percentage Errors of Estimation Results of Rail 2 using A 5-tap MAF 
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