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Abstract

The electricity demand is increasing due to the people’s living stan-

dards is in the increase. Many countries began to shift their attention

to Smart Grid (SG) systems instead of the traditional Gird. Commu-

nication technology in the SG has gradually become the most popular

core issue in recent years.The PLC, which uses the existing power grid

to propagation medium in grid communication system with the low cost

and easy to set up, can replace the wireless SG communication system

– like optical Fiber. In this thesis, new receiver technology in Single In-

put and Single Output (SISO) PLC system and new channel estimation

method in the MIMO PLC system has been investigated to optimize the

Bit Error-Rate (BER) performance of the PLC system with real-valued

Orthogonal Frequency-Division Multiplexing (OFDM) input.

The novel contributions in this thesis are presented in three sections.

First of all, we consider PLC for the SG in the presence of impulse

noise modelled using the Symmetric α-stable (SαS) distribution. The

proposed system utilizes coded OFDM with a real-valued output signal

implemented using Hermitian symmetry of the modulated symbols in

the frequency domain. In this part, we compare the BER performance

of both Low-Density Parity-Check (LDPC) code and Polar code in the

PLC channel to choose the better error correction method about PLC

system. In the receiver part, we introduce a novel Maximal Ratio Com-

bining (MRC) technique that exploits the Hermitian symmetry inherent

in the real-valued OFDM symbol and compare its performance to the

Zero Forcing (ZF) equalizer and Minimum Mean Square Error (MMSE)

equalizer that are used to remove the effect of the Intersymbol interfer-

ence (ISI). The presented simulation results included in the investigation

demonstrate that in the PLC channel, the performance of the proposed

MRC approach using LDPC codes outperforms the polar codes consis-



tently for Quadrature Amplitude Modulation (QAM) of orders M = 16

and M = 256.

Secondly, to investigate the channel estimation method utilised in the

MIMO-PLC system, the comb pilot and the block pilot design methods

are presented to estimate the ideal PLC channel and compared the BER

performance of the two estimate pilot methods. As both pilot methods’

performance is affected by Additive White Gaussian Noise (AWGN), an

averaging process method is introduced to reduce the effects of AWGN

and Mean Square Error (MSE) metric is used to assess the quality of

the channel estimation. The value of the estimated PLC channel in

each averaging time (frame) is different. Meanwhile, they are affected

by the value of the previous averaging times. The BER performance in

the estimated channel system becomes better after the averaging pro-

cession. Moreover, the performance of the averaging approach in pilot

design method is affected by the different weight factors and the averag-

ing times, In this part, the thesis focuses on analysing the averaging pilot

design and provides the best choice of the value of the weight factors and

the averaging times.

Finally, We investigate a 2 × 2 MIMO-OFDM system and propose a

novel Nonzero-comb Pilot (NZCP) design for channel estimation that

can cope with pilot contamination without the zero data insertion in

adjacent channels. The BER performance vs. Eb/N0 is demonstrated

using numerical simulations for uncoded and coded systems using LDPC

error correcting codes. The performance is compared with conventional

comb and the block pilot methods through the frequency-selective mul-

tipath PLC channels and in the presence of AWGN. The numerical re-

sults presented demonstrate that the NZCP approach using averaging

outperforms all the methods considered, e.g. for the uncoded system at

a BER of 10−5 an improvement in Eb/N0 of 3.6 and 4 dB against block

and comb approaches, respectively. In contrast, in the coded system,

the coding gain is of the order of 20 dB compared to the uncoded cases

with the NZCP proposed method outperforming all the other considered

approaches by at least 0.5 dB.



In conclusion, the work presented in this thesis provides the MRC detec-

tor to optimize the performance of the SISO-PLC system. Furthermore,

it also introduces and compares different types of channel estimation pi-

lot technology. The averaging approach and NZCP method have been

utilized in MIMO-PLC to optimize the BER performance based on the

traditional pilot design.
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Chapter 1

Introduction

1.1 Introduction

According to the international standard (IEEE1901), [4], which was adopted in

2010, Power-line Communication (PLC) uses the existing power grid as propagation

medium and has become the most popular wired communication channel in the field

of information transmission in Smart Grid (SG). The low cost characteristics due to

utilizing existing infrastructure make every country pay more and more attention

to PLC [5]. In recent years, the performance of PLC under different channel coding

systems with varying noise channels has been investigated in the literature [6, 7].

However, the PLC channel coded system with real-valued Orthogonal Frequency-

Division Multiplexing (OFDM) input signal over Symmetric α-stable (SαS) distri-

bution noise channel has not been investigated yet. Besides, the proposed Maximum

Ratio Combining (MRC) equalizer has been used to reduce the impact of the Inter-

Symbol Interference (ISI) in the PLC system. Moreover, the channel estimation

method has been optimized and utilized in the OFDM system and gave a better

performance than the traditional channel estimation technology [8–11].

1.2 Motivation and Challenges

Nowadays, the SG system gradually shifted the investigation focus from wireless

communication to PLC channel with existing wiring to reduce the cost of the com-

munication equipment. With Multiple-Input Multiple-Output (MIMO)-OFDM and

the new channel estimation method, the channel’s capacity and the system’s accu-
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racy can be significantly optimized. The SαS distributions noise, which arises from

Radio Frequency Interference (RFI) in laptops, personal computers, and background

noise in power-line communications [12–15], will be utilized in the PLC channel

system to investigate the impact of the impulsive noise on PLC. Meanwhile, the

simulation will give a Bit Error-Rate (BER) performance contrast between Additive

White Gaussian Noise (AWGN) and SαS noise channel system. More and more

investigations about communication technologies are focused on the two principal

error correction codes - Low-density parity-check (LDPC) and polar code in recent

years. However, there is no prior research work about these error control coding

methods used in the PLC channel with real-valued OFDM signal waveforms under

the impulsive noise environment. In this thesis, the performance of these two types

of coding methods in Single-Input and Single-Output (SISO) PLC systems will be

investigated.

Moreover, channel estimation, which refers to methods that identify the commu-

nication Channel Impulse Response (CIR) and Channel Frequency Response (CFR),

has been utilized in the MIMO-PLC channel system. There are many research works

in the literature about the channel estimation methods, especially related to the

comb pilot and the block pilot approaches. This thesis two novel pilot correlation

methods are proposed to obtain more accurate estimated CFR and improve the BER

performance of the standard pilot methods. These are, the averaging approach and

the Nonzero Comb Pilot (NZCP) channel estimation methods.

1.3 Aim and Objectives

The thesis proposes an MRC equalizer to optimize the performance of the SISO-

PLC with SαS noise and real-valued OFDM signal input. Moreover, the NZCP with

the averaging method can give a better BER performance than other pilot methods.

The objectives of this thesis are to investigate the BER performance of:

• Real-valued OFDM using the MRC equalizer in the SISO-PLC channel with

SαS noise.

• LDPC and polar codes using different M-ary Quadrature Amplitude Modula-

tion (QAM) in PLC channels.
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• Comb and block pilot with the averaging method in the MIMO-PLC channel

system.

• NZCP instead of the zero-comb pilot in the MIMO-PLC channel system.

• NZCP with the averaging method in the MIMO-PLC channel system.

1.4 Novel Contributions of the Thesis

The contributions of this thesis are focused on the proposed MRC equalizer over

SISO-PLC with SαS noise channel and the optimizztion of channel estimation

method over MIMO-PLC channel system. The novelty of the thesis is described

as follows:

In Chapter 4, the uncoded SISO-PLC system with real-valued OFDM input sig-

nal under SαS distribution noise is derived. Moreover, two types of error correction

methods - LDPC codes and polar codes have been utilized to avoid the impact of

the impulsive noise. Furthermore, the novel MRC equalizer is derived in the receiver

part and demonstrated a better BER performance than the Zero Forcing (ZF) and

Minimum Mean Square Error (MMSE) equalizer. Finally, the contrast between

LDPC and polar performance in different order QAM systems have been simulated.

In Chapter 5, the 2 × 2 MIMO-PLC, which is constructed by four SISO-PLC

channels with different multipath and parameters, has been proposed. The channel

estimation methods - the block pilot and the comb pilot, have been used in the

MIMO-PLC system. To optimize the different types of pilot design, the novel av-

eraging approach will be utilized to averaging the estimated CFR, narrowing the

difference between estimated CFR and original CFR and improving the BER per-

formance.

In Chapter 6, to reduce the number of transmitting pilots of the zero-comb

pilot method, a new pilot design called NZCP has been proposed to instead of

the zero-comb pilot approach and utilized in the MIMO-PLC channel. The novel

technique can increase the channel transmission capacity and optimize the BER

performance over estiamted MIMO-PLC system. Moreover, the averaging method

has been combined with the NZCP approach for the further optimization of the

estimated system. Finally, the NZCP method has been applied in the different

order QAM system to show whether each QAM system’s property has the same
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optimization by using the averaging NZCP model or not.

1.5 Orgnization of the thesis

This thesis is orgnized as follow:

In Chapter 2, the literature survey of PLC channel is provided to overview past

PLC research during these last decade. Moreover, the background and application

cases of LDPC codes and polar codes are exhibited as well. Finally, the Hermitian

Symmetry, which can construct the real-valued OFDM symbols, has been described.

In Chapter 3, the multipath PLC model and the MIMO-PLC model are presented

in this chapter. In terms of the error correction method, the theoretical background

of LDPC and polar codes are introduced. Furthermore, the generation and the

parameter of the impulsive SαS distribution noise model are provided. In addition,

the background of traditional channel estimation is presented, including the comb

pilot and block pilot models over the SISO-PLC channel system.

In Chapter 4, the performance contrast between the AWGN channel and SαS

distribution noise channel under uncoded SISO-PLC with real-valued OFDM input

symbols is investigated. Besides, the LDPC and polar codes are utilized in the

SISO-PLC to give a comparison to examine the performance of these two types of

error correction codes. Furthermore, this thesis presented the MRC equalizer with

higher performance than the ZF and MMSE equalizers modelled in the SISO-PLC

system. At the end of this chapter, the MRC equalizer is utilized in the different

order QAM simulations and both AWGN and SαS noise channel to demonstrate the

properties of the MRC equalizer over these circumstances.

In Chapter 5, the performance of MIMO-PLC with the zero-comb pilot and the

block pilot methods are derived. The averaging approach is utilized in the channel

estimation system as well. With the different number of frames and the value of the

weight factor, the BER performance by using the averaging approach has a dramatic

difference. Hence, the various characteristics of averaging block pilot are derived and

used in the 16-QAM model to give the BER performance contrast between different

conditions. This proposed method has been utilized in the 16-QAM, 64-QAM,

256-QAM and 1024-QAM systems to investigate the performance of the averaging

approach over different conditions of MIMO-PLC channel.

In Chapter 6, as the zero-comb pilot cannot perform well, the NZCP method
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is proposed. Half of the pilots can be saved to transmit the information data with

a better performance of the zero-comb pilot. With the averaging process, the es-

timated CFR of the NZCP is presented, and the BER performance is almost the

same as that of the standard MIMO-PLC channel system.

In Chapter 7, the conclusion of this whole thesis has been provided. Furthermore,

future research and optimized scheme are listed in this field as well.

1.6 Publications Related to the Thesis

1. S. Zhang, C. Tsimenidis, H. Cao, and S. Boussakta, “Coded OFDM in PLC

Channels with SaS distribution Impulsive Noise using MRC detector,” 2019

UK/ China Emerging Technologies (UCET), 2019.

2. S. Zhang, C. Tsimenidis, “Optimized Block/Comb Pilot Channel Estimation

over MIMO-PLC System,” IEEE Access.
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Chapter 2

The literature survey of

Coded-OFDM signal over PLC

channel

2.1 Introduction

This chapter will focus on the survey of the main points of this thesis, such as

the PLC channel, the utilized error correction codes, OFDM and the Hermitian

symmetry. Initially, the PLC channel is introduced including definition, application

and development. Furthermore, two principal popular error correction code methods

- LDPC code and Polar code, which are used in the Fifth generation communication

technology, are presented to optimize the BER performance in the PLC channel

system. The construction and the brief historical evolution of each type of code are

discussed in this chapter. Finally, the real-valued OFDM signal is discussed, which

is created by Hermitian symmetry and has been utilized as the input signal in the

PLC system.

2.2 Power line communication

Power line communication is a unique communication channel that uses high voltage

(110 kV long transmission line), medium voltage (66 or33 kV sub-transmission line)

or low voltage distribution line (380/220 V user line) as an information transmission

medium to transmit voice or data [16]. Compared to other communication methods
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2.2 Power line communication

such as coaxial, twisted-pair and fibre-optic cables, PLC has the characteristics of a

fast transmission rate. The cost of the electric equipments is much lower than that

of either wireless module or fibre cable. The PLC system’s principle is to modulate

the information data as the input signal, load the high-frequency signal into the

electrical power line. The modulated signal is taken out through the filter at the

receiving end and demodulated to get the original signal.

2.2.1 Development history of Power Line Communication

Power line communication technology appeared in the early 1920s. The earliest

example of using a power line to transmit a signal is the power line telephone.

Its application scope is to filter the electrical signal from the power line within

the power supply line of the same transformer [4]. Even if many countries are

committed to investigating the PLC system, PLC still cannot be applied on a large

scale. Firstly, the distribution transformer has a blocking effect on the power carrier

signal so that the power carrier signal can only be transmitted in a distribution

transformer area. Secondly, the power line has its impulse interference. Compared

to AWGN, impulsive noise generated by impulse interference is more challenging to

eliminate. Finally, due to the different quality of power lines in other regions, each

area’s influence on signal transmission is distinct. It is more difficult to estimate

the channel frequency response similar to the original channel at the receiver part

of the system, which dramatically reduces the accuracy of channel transmission.

2.2.2 Future of Power Line Communication

Traditional PLC mainly uses a high-voltage transmission line as the transmission

channel of high-frequency signals, which is only limited to the transmission of voice

and remote control signals. The application range is narrow and low transmis-

sion rate, which can not meet users’ requirements. However, due to the maturity of

intelligent home systems, PLC is developing in large capacity and high speed. Mean-

while, it turns to a low-voltage distribution network for carrier communication. In

the smart home system, Personal Computer (PC), as the core, can connect all in-

telligent electronic devices in the room through Homeplug to control and monitor.

Compared to the wireless channel, PLC can solve the problems of many obstacles

caused by indoor layout, which affect the quality of wireless transmission. So that
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the cost of a home transmission signal is reduced, the transmission speed and accu-

racy can be increased as well. Besides, the Remote Automatic Meter Reading system

(AMR) [17], and Remote monitoring system of street lamp [18] are also two sys-

tems applying PLC. Nowadays, the application mode of PLC systems is not simple

point-to-point data transmission but plays an essential role in the open information

network structure.

2.3 Error Correction

The process of detecting errors in transmission information and reconstructing origi-

nal error free data in communication channel is called error correction. Error correc-

tion code encodes effective information with redundant information. This method

allows a limited number of errors and corrects them by decoding without retrans-

mission. During the decoding process, the received signal must be the same as the

symbol in the sequence. Otherwise, it is said that the information has an error in

the transmission to proceed to correct the error symbol [19]. As long as appro-

priate error correction codes are used, the error rate can be arbitrarily low when

transmitting messages on multiple types of channels. The channel capacity, chan-

nel bandwidth and Signal-noise Ratio (SNR) have an optimal limit which is called

Shannon limitation [20]. Two types of coded methods - LDPC and Polar code have

been introduced in this thesis. LDPC has good performance close to the Shannon

limit and low decoding complexity and flexible structure. The polar code is theoret-

ically proven to reach the Shannon limit. This thesis will focus on these two types

of codes investigation and utilisation in the PLC system.

2.3.1 Low-Density Parity-Check code

LDPC code is a linear block code with a realizable hardware decoder. Moreover,

the performance of this coding method is close to the channel capacity in many data

transmission and data storage channels. Gallager first wrote LDPC codes in his doc-

toral dissertation in 1960 [21]. In the last 35 years, people almost forgot LDPC code

until Tanner popularized LDPC code and introduced the graphical representation of

LDPC code, now called Tanner graph, that LDPC code was once again proposed for

further research [22]. Mackay, Luby and others discovered the advantages of linear
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2.3 Error Correction

block codes with sparse parity check matrix in the mid-1990s [23–26]. Meanwhile,

the Binary-LDPC codes in 1/2 rate with random construction can achieve BER

performance of 10−6 within 0.0045 dB SNR away from the Shannon limitation in

the AWGN channel [27–29]. Nowadays, LDPC codes have been adopted in many

modern applications such as Digital Video Broadcasting - Satellite - Second Gen-

eration (DVB-S2/T2), WiFi 802.11 standard and International Telecommunication

Union (ITU)-T G.hn standard. Meanwhile, It was also adopted in the proposed

standard for PLC (G.hn/G.9960) [30], DVB-S2 standard [31] and the 10 Gigabit

Ethernet [32].

There are some literature works about the PLC system research by using LDPC

code as well. In 2007, Nikoleta compared the BER performance over the PLC system

between LDPC code, Reed–Solomon code and convolutional code. The research uses

different code rates, which is the ratio of information bits and code length, of LDPC

compare to other types of the code methods to investigate the impact of the PLC

channel system. According to the results of the simulation, LDPC code can give

a better BER performance than other types of code methods under all different

conditions in the paper [33]. In 2013, the short-LDPC code was utilized in the

Narrow-band PLC system with varying types of noise like AWGN and impulsive

noise. LDPC also can give the better BER performance with seven different code

length which is the number of the coded signal [34]. Turbo code is one of the most

popular coding methods for PLC research as well. Due to the patent fees of the

turbo code, researchers had to find other methods to improve the performance of

the LDPC code instead of the turbo code. In 2014 [6], Gautham proposed that

the performance of LDPC code can be similar to that of Turbo code with higher

code lengthon the channel with a typical and realistic PLC system when the packet

length is optimized.

Moreover, using Quasi-Cyclic LDPC (QC-LDPC) code can reduce the additional

complexity associated with the increase of code length [6]. With the indoor broad-

band PLC channel, Yasin gives an optimization method to improve the BER perfor-

mance of the PLC system by using LDPC code in 2013 [35]. Compared to uncoded

OFDM system, LDPC coding scheme has considerable coding gain and low coding

complexity in the whole channel [36, 37]. In addition to comparing other coding

methods, the literature also provides many approaches for reducing the impact of

different types of noise. In 2017, Ghanim presented a new receiver method by com-
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2.3 Error Correction

puting the Log-Likelihood Ratios (LLRs) required for soft decoding based on the

derived probability density functions using in the LDPC-PLC system. The BER

performance gives a significant improvement compared with the conventional re-

ceiver and other traditional receivers [38]. There are also many investigations on

the different types of noise reduction effects of LDPC in other channels [39–41].

2.3.2 Polar code

In 2008, Erdal Arikan, who is from Turkey, proposed channel polarization for the

first time. Based on this theory, he proposed the first channel coding method that

can be strictly proved to reach the channel capacity and named it polar code. The

core of the polar code construction is to process the channel polarization and adopt

a method on the coding side to make each subchannel present different reliability.

When the code length continues to increase, some channels tend to be perfect chan-

nels with a capacity close to 1, and the other channels tend to be pure noise channels

with a capacity close to 0. On this basis, the channel with a capacity close to 1 is

chosen to transmit information directly to approach the channel capacity [42]. Ac-

cording to [43], The performance of polar code depends on the construction. With

the different types of noise, the coding construction is completely different. In other

words, the premise of the good performance of the polar code system is the type

of noise channel known before constructing the polar code. There are some other

methods about polar code construction in the literature [43–49]. In this thesis, we

construct the polar code by using Arıkan’s method [44].

As the good performance of the polar code use in the wireless channel, the

wired PLC channel can be investigated with polar code as well. As can be seen in

Ammar’s research, the polar code has been utilized in the PLC-OFDM system with

the Middleton Class-A Noise, which is a typical non-Gaussian noise model [50]. The

BER performance of the system has been increased rapidly, even better than the

LDPC codes. The same conclusion appears in Jin’s research [51]. However, there is

no literature on the PLC channel with real-valued OFDM input signal with either

AWGN or impulsive noise channel. Hence, this thesis will carry out a comparative

investigation of LDPC and polar code.
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2.4 Orthogonal Frequency Division Multiplexing

OFDM is a multi-carrier transmission method. It divides the frequency band into

several subcarriers to transmit data in parallel. In other words, the OFDM modula-

tor divides one high-speed data stream into several parallel low-speed data streams.

It is then modulated to the subcarriers of each channel for transmission. Because the

frequency spectrum can be divided into separate parts to mitigate frequency selec-

tive channels, the OFDM can eliminate the interference between channel waveforms

and achieve the purpose of combating multipath fading.

OFDM is a standard modulation method of PLC [52] because OFDM can ensure

the stable and complete transmission of data in the communication environment of

severe electromagnetic interference. The specification of Homeplug 1.0 covers the

communication frequency band of 4− 21MHZ, in which 84 OFDM communication

channels are divided [53]. The principle of OFDM is that several communication

channels are frequency-divided according to the 90 degree phase. When a channel

waveform crosses zero, the waveform of adjacent channels has the maximum ampli-

tude. Under this circumstance, the channels will not overlap and crosstalk due to

external interference.

In general, if the input signal is not preprocessed, the OFDM signal formed after

the signal passes through Inverse Fast Fourier Transform (IFFT) is a complex signal

in the Matlab simulation system. In this thesis, OFDM can only transmit real-valued

signals in baseband transmission in the PLC system. Hermitian symmetry is utilized

to create a real-valued OFDM input signal in the PLC system.

2.4.1 Hermitian symmetry

Hermitian symmetry is based on the Hermitian matrix, which is a self conjugate

matrix [54]. In this matrix, every element of the i-th row and j-th column equals

the conjugate of the elements of the j-th row and i-th column. The features on

the main diagonal of the Hermitian matrix are all real numbers, and their eigenval-

ues are also real numbers. Many authors utilized Hermitian symmetry to create the

real-valued OFDM signal to investigate the PLC system during these years. In 2016,

Filbert used real-valued OFDM symbols as the input signal to examine the effect

of the impulsive noise in the PLC system [55]. Another author called Minkyu pre-

sented a novel Discrete Fourier transform (DFT)-precoded Coherent Optical OFDM
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(CO-OFDM) combined with a Hermitian symmetry system to mitigate fibre non-

linearities for the CO-OFDM systems in 2012 [7]. Minkyu’s system can also be

implemented using a Fast Fourier transform (FFT) instead of DFT. In this the-

sis, the real-valued OFDM symbols are also created by the Hermitian symmetry

after the M-ary QAM to evaluate for the baseband transmission over PLC channel

system.

2.5 Summary of the Chapter

In this chapter, the general PLC survey and the development has been introduced.

Besides, as the product and popularization of intelligent home systems and the In-

ternet of things (IoT), PLC will stand out in many communication technologies with

its characteristics based on the existing power line to transmit data. Furthermore,

the LDPC codes and polar codes have been utilized to optimize the BER perfor-

mance in the PLC system. The literature about the coded-PLC system during these

years has been list as well. At the end of this chapter, the real-valued OFDM signal,

which is created by Hermitian symmetry, is presented as the input signal in the PLC

system. The investigation of this thesis will focus on the optimization of coded PLC

systems with real-valued OFDM input signals.
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Chapter 3

Preliminaries of PLC model,

coded model, SαS distribution

noise model and channel

estimation model

3.1 Introduction

This chapter provided the main models of the communication system of this thesis.

The multipath PLC channel models with SISO and MIMO systems are presented,

including the primary factors and parameters. The details of the construction of

LDPC code and polar code are provided in this chapter as well. In addition, the

SαS distribution impulsive noise is explained. Finally, the background of channel

estimation, the detailed explanations on the block pilot and the comb pilot design

under the SISO system have been concluded. These are the essential prerequisite

material for the novel work presented in chapters 4, 5 and 6.

3.2 PLC model

Nowadays, many models such as the Zimmermann and Dostert model [1], Philipps

model [2] and the Anatory model [56] utilized to construct the PLC model. Com-

pared to all these models, to adopt in this thesis, all the PLC model constructions

depend on the Zimmermann model.
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Figure 3.1: Multipath signal propagation in one tap cables.

3.2.1 SISO multipath PLC channel model

The multipath PLC channel utilized in this thesis is shown in Fig. 3.1 [57, 58].

The OFDM signal is transmitted from point A to the receiver end at point F.

However, due to multipath propagation, several possible paths are established, i.e.

A → B → D → F,A → B → C → B → D → F,A → B → D → E → D →

F,A→ B → C → B → D → E → D → F . The channel frequency response (CFR)

for this channel can be given as [1]

H(f) =
L∑
i=1

gi︸︷︷︸
weighting factor

e−(a0+a1fq)di︸ ︷︷ ︸
attenuation

e
−j2πf di

vp︸ ︷︷ ︸
delay

, (3.1)

where f is the frequency of each subcarrier, L is the number of multipaths, l denotes

the index of multipaths, a0 and a1 are the attenuation parameters, q is the exponent

of attenuation factor and di is the length of the cable. Furthermore, vp is the phase

velocity given as

vp =
co√
εr
, (3.2)

where c0 denotes the speed of light which is 3.0 × 108 m/s and εr = 4 is the

dielectric constant of the polyethylene, which is a kind of insulation material using

in the power line transmission system. The CIR of the PLC channel is obtained

by using the inverse Fourier transform of Fig. 3.2. For q = 1, we consider first the

attenuation portion of the PLC CFR, which corresponds to the following analytic
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Figure 3.2: The magnitude of Channel Frequency Response of MIMO-PLC.
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Figure 3.3: The Channel Impulse Response of MIMO-PLC.
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and bandlimited frequency response, i.e. A(f) = 0,∀f < 0, and

A(f) = e−a0die−a1dif , with 0 ≤ f ≤ B

The inverse Fourier transform (FT) of A(f) is computed as [59]

a(t) =

∫ ∞
−∞

A(f)ej2πftdf

=

∫ B

0

e−a0die−a1difej2πftdf

= e−a0di
∫ B

0

e−(a1di−j2πt)fdf

= e−a0di
e−(a1di−j2πt)f

a1di − j2πt

∣∣∣∣∣
0

B

=
1

a1di − j2πt

(
1− e−a1diBee−j2πBt

)
=

e
−j tan−1

(
2πt
a1di

)
√

(a1di)2 + (2πt)2

(
1− e−a1diBe−j2πBt

)
(3.3)

It is worth noting that t here denotes the multipath delay spread of the PLC channel

rather than time. We proceed to define ti = di
vp

, then using the time-shift property

of the FT [59], we can write

a(t− ti)u(t− ti) =

∫ B

0

A(f)e−j2πftiej2πftdf

=
e
−j tan−1

(
2π(t−ti)
a1di

)
√

(a1di)2 + [2π(t− ti)]2
(
1− e−a1diBe−j2πB(t−ti)

)
(3.4)

where u(t − ti) is the Heaviside function delayed by ti. The PLC CFR is analytic

too and is given as

Ha(f) =
L∑
i=1

gle
−a0die−a1f

kdie−j2πfti (3.5)

The analytic CIR is obtained by taking the inverse FT of Ha(f) as
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Figure 3.4: Theoretical and numerical CIR vs. multipath delay spread for a 15-path
PLC multipath channel truncated to 200 samples.

ha(t) =

∫ ∞
−∞

Ha(f)ej2πftdf

=

∫ ∞
−∞

L∑
i=1

gle
−a0die−a1fdie−j2πftiej2πftdf

=
L∑
i=1

gle
−a0di

∫ B

0

e−a1fdie−j2πftiej2πftdf

=
L∑
i=1

gle
−a0dia(t− ti)u(t− ti) (3.6)

The PLC CIR is obtained by taking the real part of ha(t), i.e.

h(t) = Re{ha(t)}

=
L∑
i=1

gle
−a0diu(t− ti)×

cos(φi)[1− e−a1diB cos(θi)] + e−a1diB sin(φi) sin(θi)√
(a1di)

2 + [2π(t− ti)]2
(3.7)

where B is the signal bandwidth, φi = tan−1
(

2π(t−ti)
a1di

)
and θi = 2πB(t − ti).

The truncated and energy-normalized CIR is illustrated in Fig. 3.3. Truncation is

performed to remove trailing zeros as the CIR values become very small after L =
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200. Furthermore, it is worth noting that the variable t denotes the multipath delay

spread of the PLC channel in units of seconds, and that the multipath amplitudes

have been normalized so that
∑L−1

t=0 |h(t)|2 = 1.

Fig. 3.4 shows the theoretical energy-normalized CIR along with the one obtained

by taking the inverse FT of the analytical CFR. Evidently, there is a very good

agreement between the theoretical and numerically computed CIR. It is worth noting

that closed-form solution may not exist for arbitrary values of q.

3.2.2 MIMO-PLC model

Over the past ten years, MIMO-BPL techniques have been considered and researched

extensively for the PLC channel to increase transmission speeds closer to the avail-

able channel capacity [60–68].

MIMO is the primary technology in the fourth and fifth-generation (4G/5G) of

wireless communication [69]. In the PLC channel, the domestic electrical wiring

includes three types of wires: Phase (P), Neutral (N) and Protective Earth (PE).

In SISO systems, the communication signals are transmitted via the P and N wires

using Time-division Multiple Access (TDMA) and Carrier-Sense Multiple Access

with Collision Avoidance (CSMA/CA). However, voltage differences between PE, P

and N as well can be utilized to establish MIMO communications using the three

ports: P-PE, PE-N and P-N, to implement 3 × 3 MIMO system, implying three

transmitters and three receivers per terminal [65]. The advantages and problems of

MIMO-PLC systems have been discussed extensively in [70, 71], where appropriate

communication methods have been proposed and investigated.

In this thesis, as can be seen in Fig. 3.5, four PLC channels with different value

of multipaths and parameter values have been utilized to simulate a 2 × 2 MIMO-

OFDM PLC-based system. The magnitude of four CFRs and four CIRs of the

MIMO-PLC channels are illustrated in Fig. 3.3 and Fig. 3.2. Four PLC channel

parameters can be found in Table. 3.1, Table. 3.2, Table. 3.3, Table. 3.4:

After Cyclic Prefix (CP) removal and FFT operation, the received signal at the

nfft-th subcarrier can be given as

Y = HX + WS (3.8)

where Y ∈ C2×1 is the received signal vector, H ∈ C2×2 is the frequency-domain,
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Figure 3.5: 2× 2 MIMO-PLC Model.

Table 3.1: the weight factor and parameters of 4-path PLC (H11:X1 → R1) [1].

Attenuation parameters: a0 = 0;
a1 = 7.8 ∗ 10−10; q = 1

Path parameters:
l gi di l gi di
1 0.64 200 3 -0.15 411
2 0.38 222.4 4 0.05 490

Table 3.2: the weight factor and parameters of 5-path PLC (H12:X1 → R2) [2].

Attenuation parameters: a0 = 0;
a1 = 7.8 ∗ 10−10; q = 1

Path parameters:
l gi di l gi di
1 0.151 16.5 4 0.041 46.65
2 0.047 23.1 5 0.033 64.05
3 0.029 30.75

Table 3.3: the weight factor and parameters of 5-path PLC (H21:X2 → R1) [3].

Attenuation parameters: a0 = 0;
a1 = 1.65 ∗ 10−9; q = 1

Path parameters:
l gi di l gi di
1 0.09 100 4 -0.012 190
2 -0.012 130 5 -0.022 300
3 0.012 160
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3.3 Polar code

Table 3.4: the weight factor and parameters of 5-path PLC (H22:X2 → R2) [1].

Attenuation parameters: a0 = 0;
a1 = 2.5 ∗ 10−9; q = 1

Path parameters:
l gi di l gi di
1 0.029 90 9 0.071 411
2 0.043 102 10 -0.035 490
3 0.103 113 11 0.065 567
4 -0.058 143 12 -0.055 740
5 -0.045 148 13 0.042 960
6 -0.04 200 14 -0.059 1130
7 0.038 260 15 0.049 1250
8 -0.038 322

channel coefficient matrix, and WS
2×1 is the vector of the zero-mean, additive white

Gaussian noise samples with variance σ2
WS

, i.e. N(0, 2σ2
WS

).

3.3 Polar code

Polar code, which is the basis of establishing Channel polarization, divides into two-

channel operations: channel combining and channel splitting. Before the polar code

description, two main channel parameters of the Binary-input Discrete Memoryless

Channel (B-DMLC) - the symmetric capacity I(W ), which is the highest rate of

reliable communication at the same frequency using the input of B-DMC (W ), is

defined as

I(W ) ,
∑
y∈[0,1]

∑
x∈[0,1]

1

2
W (y|x) log2

W (y|x)
1
2
W (y|0) + 1

2
W (y|1)

, (3.9)

and Bhattacharyya parameter Z(W ), which is the bound probability when W is

only transmit 0 or 1, is derived as [72]

Z(W ) ,
∑
y∈[0,1]

√
W (y|0)W (y|1), (3.10)

where x, y denote the value of the input and output, respectively. Apparently

from (3.9) and (3.10), I(W ) and Z(W ) take the values in [0,1], meanwhile, the
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3.3 Polar code

relationship between two parameters can be demonstrated as [42]

I(W ) ≥ log2

2

1 + Z(W )
, (3.11)

I(W ) ≤
√

1− Z(W )2. (3.12)

3.3.1 Channel Combining and Splitting

3.3.1.1 Channel Combining

In order to achieve the combination of N channels, the system transforms N inde-

pendent channels W into one channel Wn through recursive process. Each recursive

process changes N channels into N
2

small channel aggregations. For a single chan-

nel W , the channel transition probability is W (y|x). Meanwhile, the transition

probability of the Wn with is Wn(yN1 |xN1 ). Replace xN1 into uN1 GN , the transition

probability is defined as

WN(yN1 |xN1 ) = WN(yN1 |uN1 GN), (3.13)

where WN denotes the number of N independent channel W and the GN represents

the generator matrix which will give the detail in the polar code construction part.

The recursive process can be seen in Fig. 3.6 [51] and the transition probability can

be demonstrated as

W 2(y2
1|u2

1) = W (y1|u1 ⊕ u2)W (y1|u2), (3.14)

W 4(y4
1|u4

1) = W2(y2
1|u1 ⊕ u2, u3 ⊕ u4)W2(y4

3|u2, u4),

= W (y1|u1 ⊕ u2 ⊕ u3 ⊕ u4)W (y2|u3 ⊕ u4)

W (y3|u2 ⊕ u4)W (y4|u4). (3.15)

3.3.1.2 Channel Splitting

The channel splitting process is to divide the composite channelWN , which is created

by channel combining, into the number of N coordinate channels W i
N were 1 ≤ i ≤
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Figure 3.6: The recursive construction of W4.

N . The transition probability can be defined as

W i
N(yN1 , u

i−1
1 |ui) ,

∑
uNi+1∈XN−i

1

2N−1
WN(yN1 |uN1 ), (3.16)

where ui denotes the input and the output is (yN1 , u
i−1
1 ). The relationship between

each channel capacity can be difined as

I(W 2i) = 2× I(W i)− I(W i)2, (3.17)

I(W 2i−1) = I(W i)2. (3.18)

Fig. 3.7 plots the description of the polarization phenomenon under N = 211 = 2048

with different value of erasure probability 0 < ε < 1.

3.3.2 Polar code construction

The main point of the polar code construction is to create the generator matrix GN

[73]. Assume that the position of information bits are |A| and |Af | are the position

of frozen bits. The kernel matrix F =

1 0

1 1

 has been proposed to construct the

generator matrix GN of this codes system that can be defined as

GN = BF⊗v, (3.19)
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(a) (b)

(c) (d)

Figure 3.7: The I(W ) capacity verse i = 1, ..., N = 211 with (a) ε = 0.25, (b)ε = 0.5,
(c)ε = 0.75, (d)ε = 0.95.
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3.3 Polar code

where B is bit revesal, ⊗ is the Kronecker product given as

F⊗v = F⊗v−1 ⊗ F. (3.20)

The coded input signal can be written as

xN = uAGN(A)⊕ uAfGN(Af ), (3.21)

where uA is the information bits, and uAf is the frozen bits.

3.3.3 Successive Cancellation Decoder

The successive cancellation decoder decides ûi as follow [74–76]

ûi =

ui, if i ∈ Af

hi(y
N
1 , ûi). if i ∈ A

LLR can be utilized in the decision part as follow

hi(y
N
1 ) =

0, if ln
Pr(yNi ,û

i−1
1 |0)

Pr(yNi ,û
i−1
1 |1)

≥ 1

1. if ln
Pr(yNi ,û

i−1
1 |0)

Pr(yNi ,û
i−1
1 |1)

≤ 1

Assume that the length of polar code is 2 with Pr(U1, U2, Y1, Y2), the LLR of U1

should be defined as

ln
Pr(Y1Y2|U1 = 0)

Pr(Y1Y2|U1 = 1)
= ln

∑
U2∈0,1 Pr(Y1|U2)Pr(Y2|U2)∑

U2∈0,1 Pr(Y1|1⊕ U2)Pr(Y2|U2)

= ln
Pr(Y1|0)Pr(Y2|0) + Pr(Y1|1)Pr(Y2|1)

Pr(Y1|1)Pr(Y2|0) + Pr(Y1|0)Pr(Y2|1)

= ln

Pr(Y1|0)Pr(Y2|0)
Pr(Y1|1)Pr(Y2|1)

+ 1

Pr(Y2|0)
Pr(Y2|1)

+ Pr(Y1|0)
Pr(Y1|1)

= ln
1 + eL1+L2

eL1 + eL2
, (3.22)

where Y1, Y2 are the to received symbols, U1, U2 are the input symbols, L1, L2 denote

the LLR of two output symbols. The result of (3.22) can be approximate to

ln
1 + eL1+L2

eL1 + eL2
≈ sign(L1)sign(L2) min (|L1|, |L2|). (3.23)
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Figure 3.8: The Binary graph of SC decoder.

For LLR of U2, the equation can be calculated by using U1 as follow

ln
Pr(Y1Y2U1|U2 = 0)

Pr(Y1Y2U1|U2 = 1)
= ln

Pr(Y1|U1)Pr(Y2|0)

Pr(Y1|1⊕ U1)Pr(Y2|1)

= ln
Pr(Y1|U1)

Pr(Y1|1⊕ U1)
+ lnPr(Y2|0)Pr(Y2|1)

= (1− 2U1)L1 + L2, (3.24)

The Successive Cancellation (SC) decoding of the polarization code of length 2N

is just made up of 2N−1 2× 2 basic polarization code modules which can be shown

in Fig 3.8.

According to the arrowhead indication, each node is judged step by step. After

the result of u1 is obtained, the SC decoder start to judge u2 and so on.

3.4 LDPC code

LDPC code is a block code whose check matrix contains only a few non-zero ele-

ments. The sparsity of parity check matrix ensures that the decoding complexity and

minimum code distance only increase linearly with the code length [77, 78]. LDPC

code is the same as any other block code except that the check matrix is sparse.

The design of the code starts with constructing a check matrix, then determines a

generating matrix for the encoder. The decoding of LDPC codes is based on the

image representation of its check matrix HLDPC . Thus the design of the LDPC code

is based on the characteristics of the check matrix.
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3.4 LDPC code

Z1 Z2 Z3 Z4

x1 x2 x3 x4 x5 x6 x7 x8

1 2 3 4 5 6 7 8

9 10 11 12

Figure 3.9: The Tanner graph of H (8,2,4).

3.4.1 Tanner graph

The essential tool to describe LDPC code is a bipartite graph, an undirected graph.

Tanner graph is the concretization of bipartite graph which has two types of nodes

- information bits nodes and check nodes [79]. Fig. 3.9 plots the tanner graph of the

regular check matrix

HLDPC =


1 0 1 0 1 0 1 0

1 0 0 1 0 1 0 1

0 1 1 0 0 1 1 0

0 1 0 1 1 0 0 1

 , (3.25)

where (n,p,q)=(8,2,4), n is the length of code, p denotes column weight and q

denotes row weight.

In the Tanner graph, the minimum length of a cycle with the same node as its

starting point and ending point is the number of lines contained in the cycle. In

Fig. 3.9, 3→ 11→ 7→ 9→ 3 is a cycle with 4 of minimum cycle length.

3.4.2 LDPC construction and encoder

The LDPC code construction is utilized the diagonal method to construct the check

matrix HLDPC(A|B). Assume that HLDPC is a regular LDPC code check matrix

with the size (K ×N), where K is the length of information bits and N is the code

length. A is a matrix with fixed row weight and column weight constructed by the

traditional Gallager random construction method and the size is (N −K) ×K as

the information bit matrix. B is a Bi-diagonal matrix with the size of (K ×K) as
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Figure 3.10: The Check matrix graph with diagonal method (1024× 2048).

the check bit matrix. Fig. 3.10 plots the check matrix graph by using the diagonal

method in Matlab.

As LDPC code is a kind of linear block code. Except the sparse matrix con-

struction, the encoder is same as the normal linear block code. After Gaussian

elimination, the sparse matrix changes to Hspa = [P T I], where I is the unit matrix.

the generation matrix G should follow the condition that

GHT
LDPC = 0, (3.26)

in other word,

G = [IP ]. (3.27)

Thus, the output of encoder c is defined as

c = uG, (3.28)

where u denotes the matrix of information bits.
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3.4 LDPC code

3.4.3 Belief propagation soft decision decoding

3.4.3.1 Preliminary work

Except for the sparse matrix construction, the encoder is the same as the stan-

dard linear block code. After Gaussian elimination, the sparse matrix changes to

Hspa = [P T I]. The generation matrix G should follow the condition that

Theorem 1. A binary sequence of length N , where the probability of bit i be-

ing 1 is P 1
i , thus the probability of the whole sequence containing even 1 is defined

as
1

2
+

1

2

N∏
i=1

(1− 2P 1
i ), (3.29)

and the probability of the whole sequence containing odd 1 is defined as

1

2
− 1

2

N∏
i=1

(1− 2P 1
i ). (3.30)

Theorem 2. If yi = xi + ni, ni ∈ N(0, σ2), xi denotes the BPSK signal, moreover,

Pr(xi = 1) = Pr(xi = −1) = 0, 5. Thus, the Pr over AWGN noise channel system

can be defined as

Pr(xi = 1|yi) =
1

1 + e
2yi
σ2

(3.31)

3.4.3.2 Decoding process

The decoding processing can be saparated into four steps [80–82].

Step 1. Initially,

L(cn) = ln
Pr(cn = 0|yn)

Pr(cn = 1|yn)

=
2

σ2
yn, (3.32)

θn→k = L(cn), (3.33)

λk→n = 0, (3.34)

where L(∗) denotes the LLR of the signal, n = 1, 2, ..., N is the index of the code

length, k = 1, 2, ..., K is the index of the length of information data, λk→n denotes
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3.5 SαS distribution noise model

the information from check node k to variable node n, θn→k means the information

from variable node n to check node k.

Step 2. Updating check node, each k, n ∈ X(k) can be calculated as

λk→n = 2 tanh−1
∏

n‘∈X(k)\n

tanh[
θn‘→k

2
], (3.35)

where X(k) represents aggregate of all variable nodes connected to check node k

and X(k) \ n denotes the aggregate of X(k) except n.

Step 3. Updating variable node, each n, k ∈ Z(n) can be calculated as

θn→k = L(cn) +
∑

k‘∈Z(n)\k

λk‘→n, (3.36)

ϕn = L(cn) +
∑
k∈Z(n)

λk→n, (3.37)

where Z(n) represents aggregate of all check node connected to variable nodes n

and Z(n) \ k denotes the aggregate of Z(n) except k.

Step 4. ϕn is decided in decoder. When ϕn ≥ 0, ĉn = 1; when ϕn < 0, ĉn = 0, the

estimated code data ĉ = (ĉ1, ..., ĉN) is calculated. The decoder is stopped when the

system reach the maximum number of iterations. Otherwise, the decoder process

back to step 2.

3.5 SαS distribution noise model

3.5.1 Impulsive noise

Impulse noise is a discontinuous noise composed of irregular pulses or noise spikes

with short duration and large amplitude. The reason for the impulsive noise devel-

opment can be separated into two types: Natural impulsive noise produced by the

electromagnetic pulse radiation of thunder and man-made noise by using electrical

equipments such as Middleton class A distribution noise [83, 84]. Some popular

impulsive noise models are reviewed, such as the Middleton Class A and α-stable
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3.5 SαS distribution noise model

distribution models.

There are three statistics-physical models of non-Gaussian noise proposed by

Middleton, which are the crucial models that are to express the statistical features

in the PLC channel system, especially the Middleton Class A model [85–88]. The

Probability Density Function (PDF) of Middleton Class A with an infinite number

of the normal distribution is defined as

p(x) =
∞∑
n=1

Ane−A

n!πσ2
n

exp(−|x|
2

σ2
n

), (3.38)

where

σ2
n = σ2

I

n

A
+ σ2

g , (3.39)

A denote the impulsive density, σI is the standard deviation of the AWGN noise

and σg is the standard deviation of the impulsive noise.

Stable distribution is a special case of Gaussian distribution. Compared with

other impulsive noise models, with the characteristics of strong flexibility and high

accuracy, this model is usually utilized to investigate the underwater acoustic com-

munication system and PLC channel system [15,89]. According to [90], the α-stable

noise model has been utilized over the PLC channel system in the industrial envi-

ronment. In this thesis, we chose the SαS distribution noise to module the impulse

noise in the PLC system. The characteristic function of α-stable distributions can

be demonstrated as [91,92]

ϕ(t) = exp(jδt− | γt |α (1− jβsign(t)ω(t, α))), (3.40)

where

ω(t, α) =

tan(πα/2), α 6= 1,

−2/π log |t|, α = 1,

where α denotes the characteristic exponent (0 < α ≤ 2) which controls the heav-

iness of the tail of the pdf and indicates the impulsiveness of the channel [13], β

denotes the skewness of the pdf, δ is location parameter which indicates the mean of

the pdf. γ, called the dispersion, measures the spread of the SαS pdf with a similar

value to the variance of a Gaussian distribution.
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3.6 Channel estimation

3.5.2 Symmetric α-stable noise

The SαS distribution is the normal α-stable distribution with 0 value of skewness

parameter β. Hence the function can be defined as

ϕ(t) = exp (jδt− γα | t |α) . (3.41)

Hence the PDF of the SαS distribution noise model can be defined as [93]

pα(x; δ; γ) =
1

2π

∫ ∞
−∞

exp(jδt− γα|t|α)e−jtxdt. (3.42)

As 0 < α ≤ 2, when α = 1, the distribution is Cauchy and the pdf is given as

f1(x; δ, γ) =
1

π

γ

γ2 + (x− δ)2
, (3.43)

when α = 2, the distribution is Gaussian and the standard pdf is

f2(x; δ, γ) =
1

2
√
πγ

exp

[
−(x− δ)2

4γ2

]
, (3.44)

because the SαS noise is a kind of Gaussian distribution noise,the relationship be-

tween variance and dispersion is σ2 = 2γ2. The dispersion γ can be defined as

γ =

√√√√ EsCg

4C
2
α
g Rc log2(M)Eb

N0

, (3.45)

where Cg = 1.78 is the exponential of the Euler constant, Eb
N0

is the SNR. Fig 3.11

demonstrated the PDF of SαS noise model with different α values. Moreover, when

α decreases, the tail of the pdf becomes thicker. When α = 2, the trend of the

impulsive noise is the same as the AWGN noise trend. The properties of SαS can

be defined as [13].

3.6 Channel estimation

Channel estimation refers to methods that identify the communications channel’s

channel impulse and frequency responses. For OFDM systems, two methods are

widely used, i.e., the comb and block pilot approaches [8], which are considered
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Figure 3.11: The PDFs of SαS noise with different value of α and AWGN.

as non-blind estimation methods as they utilize a reference signal. Although the

pilots occupy information bits and waste the channel capacity, non-blind estimation

is used widely because of its excellent performance compared to blind methods and

their low-complexity of operation [9].

3.6.1 Block pilot approach in SISO system

Assume that the Ratio of the number of the Pilot to the number of Information

Data (P-I ratio) is 1
8
. In other words, the length of the OFDM data block, Nb = 9

can be considered in nine OFDM symbols - one OFDM symbol is full of pilots

and eight OFDM symbols are the information data, which can be expressed in

Fig. 3.12 (a) [10, 11]. Nm denotes the number of OFDM symbols with a multiple

of eight of size in this thesis and Nfft denotes the total subcarriers of the OFDM

symbols. The transmitter can send one pilot symbol in each OFDM data block as

the tracking data in all OFDM subcarriers to the receiver to calculate the estimated

channel frequency response in the SISO-PLC system. For instance, the total number

of the OFDM input symbols should be 9
8
Nm.

3.6.2 Comb pilot approach in SISO system

Under the exact circumstance of the block pilot approach, in every nine subcarriers

(Nc = 9), we use one subcarrier to transmit pilot to make the P-I ratio is 1
8
, which

shows in Fig. 3.12 (b) [10,94]. The total length of the subcarriers should be included
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Figure 3.12: Types of SISO channel estimation: (a) Block Pilot, (b) Comb Pilot.

in both the original number of subcarriers (Nfft = 4096) and the pilot (Np =
Nfft

8
=

512). At the receiver end, the estimated CFR in pilot position subcarriers can be

calculated. Moreover, the rest of the remaining subcarriers’ estimated CFR can be

calculated accurately by using the interpolation algorithm [95]. To be more concrete,

the interpolation cubic spline model, which is described in [96], has been constructed

to create the estimated CFR in both zero-comb and NZCP approaches.

3.7 Summary of the Chapter

In this Chapter, the main SISO/MIMO -PLC models have been described, includ-

ing the construction of CIR and CFR and the principle of the MIMO-PLC. All the

parameters of each different path of PLC channels have been listed. Furthermore,

another type of error correction code - LDPC has been described in detail, including

the Tanner graph, the structure of the sparse matrix, the encoding and the soft deci-

sion process. The channel combining and splitting, the polar code construction and

the successive cancellation decoder methods have been introduced in this chapter

as well. Moreover, the PDF function of SαS distribution impulsive noise is given.

Because the stable distribution is one of the Gaussian distribution, the PDF of SαS

is the same as the PDF of AWGN when α = 2. Finally, the channel estimation

methods - the block pilot and the comb pilot in the SISO system are introduced. In

a word, all these theoretical backgrounds are the basic principle architecture of the

following chapters.
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Chapter 4

MRC in uncoded/coded

SISO-Multipath PLC channel with

AWGN and SαS noise

4.1 Introduction

In this Chapter, the different multipath PLC system models with varying noise

channels and distinct equalizers has been introduced. Firstly, the Chapter examines

the construction of real-valued OFDM input signal by using Hermitian symmetry.

Secondly, the three different types of equalizers - ZF, MMSE and the proposed MRC

are derived for the PLC channel and their performance is investigated for uncoded

and coded (polar and LDPC codes) systems. Furthermore, the SαS distribution

based impulsive noise is utilized in the SISO-PLC channel to investigate its impact

on the system performance by using different values of α and different types of the

equalizers, and error correcting codes. Finally, for higher order QAM systesm, the

impulsive noise impact and the optimization of the proposed MRC equalizer are

investigated over both uncoded and coded systems too.

4.2 System model

We consider a multipath SISO-PLC system with information binary of length K

bits. The code rate is set to 1/2 with codeword of length N = 2×K. The codeword

is mapped to a 16-QAM constellation to generate a hexadecimal input signal. Af-
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Figure 4.1: SISO-PLC channel model.

ter the Hermitian symmetry and OFDM modulation, the input real-valued OFDM

transmitted signal with a length of Nf subcarriers went through the multipath PLC

with noise channel. The system modeling can be seen in Fig. 4.1, where π denotes

the interleaver and π−1 denotes the de-interleaver. The channel interleaver rear-

ranges the encoded symbols in order to disperse the continuous symbols from each

other as much as possible, which breaks the burst error of the continuous symbols

with time correlation. [97]

4.3 Transmitter with real-valued OFDM signal

The Hermitian symmetry in the transmitted signal processing has been shown in

(4.1)

Xnf = [Re(D0), D1, . . . , DNk−1 Im(D0), D†Nf−Nk+1, . . . , D
†
Nf−1], (4.1)

where Dk is the input of OFDM, which is also the output signal after the mapping

of M -ary input to the Gray-encoded constellation vector C, Nk is the length of the

QAM signal and the index nk = 0, 1, . . . , Nk − 1. Nf is the double length of Nk.

(∗)† denotes the conjugate of the matrix. Thus, the real-valued time domain of the

OFDM output signal can be implemented using the IFFT as [55]

xnf =
1√
Nf

Nf−1∑
nf=0

Xnf e
j2nfnf
Nf , (4.2)
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4.4 Receiver of SISO-PLC channel

where xnf is the OFDM signal in time domain, nf = 0, 1, 2, ..., Nf − 1 denotes the

index of the Nf .

To avoid the Inter-Symbol Interference (ISI) introduced by the multipath delay

spread, the CP is inserted in each OFDM symbol at the start of the OFDM signal

in time domain. The CP length should be larger than the maximum delay spread

of the PLC channel to avoid ISI and preventing the previous OFDM multipath

from interfering with the present OFDM symbol. The CP is filled in the blank

transmission period because the content of CP can implement cyclic convolution.

In other words, it can effectively guarantee the loss of orthogonality caused by

frequency offset and effectively suppress Inter-Channel Interference (ICI). The input

signal before the PLC channel in this system can be expressed as

xcp = [xNf−Ncp , . . . , xNf−1, x0, . . . , xNf−1], (4.3)

where Ncp is the length of the cyclic prefix, xcp is the time domain of OFDM signal

added cyclic prefix.

4.4 Receiver of SISO-PLC channel

In a multipath fading channel, the relationship between input and output in the

frequency domain can be defined as

Ynf = XnfHnf +WSnf , (4.4)

where Ynf is the received symbols, Xnf is the input symbols, Hnf is the channel

frequency response and WSnf denotes the noise channel.

4.4.1 Zero Forcing Equalizer

In systems with complex-valued base-band OFDM symbols, a typical ZF equalizer

will be of the form.

GZF
nf

=
1

Hnf

, (4.5)
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4.4 Receiver of SISO-PLC channel

where the frequency response of PLC channel Hnf as a denominator cannot be zero.

The received signal after the ZF equalizer can be given as

RZF
nf

= YnfG
ZF
nf

= (XnfHnf +WSnf )G
ZF
nf
. (4.6)

However, in the PLC system, we required a real-valued OFDM symbol, thus, Her-

mitian symmetry has been introduced at the transmitter. This in turn implies that

there is frequency diversity that can be exploited at the receiver to improve perfor-

mance by combining received symbols at the corresponding frequency bins, i.e. as

reflected in (4.1). In this thesis, two equalizer approaches, namely, ZF and MMSE

have been considered to give a contrast with the novel proposed MRC. For both ZF

and MMSE equalizer, the received signal vector can be defined as

R = [R0 + jRNk ,
1

2
(Rnk +R†Nf−nk)], except nk = 0, (4.7)

where R ∈ CNk×1 is the received signal after combining the received symbols.

nk is the index of length of the QAM signal. The received signal sample at the 0-th

subcarrier of ZF equalizer is processed as follows

RZF
0 =

X0H0

H0

+ j
XNkHNk

HNk

+
WS0

H0

+ j
WSNk

HNk

= X0 + jXNk +
WS0

H0

+ j
WSNk

HNk

. (4.8)

The remaining subcarriers, nk, are re-constructed by averaging the output of ZF

equalizer at the corresponding frequency bins as dictated by the Hermitian symmetry

property, i.e.

RZF
nk

=
1

2

(
YnkG

ZF
nk

+ Y †Nf−nkG
ZF †
Nf−nk

)
=

1

2

(
XnkHnk +WSnk

Hnk

+
X†Nf−nkH

†
Nf−nk +WS

†
Nf−nk

H†Nf−nk

)

=
1

2

(
Xnk +X†Nf−nk +

WSnk

Hnk

+
WS

†
Nf−nk

H†Nf−nk

)

= Xnk +
1

2

(
WSnk

Hnk

+
WS

†
Nf−nk

H†Nf−nk

)
, except nk = 0. (4.9)
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4.4 Receiver of SISO-PLC channel

4.4.2 Minimum Mean Square Equalizer

As the term suggests, MMSE is to get the minimized mean square deviation between

the actual transmitted signal and the detected signal. The received signal using

MMSE equalizer can be defined as

RMMSE
nf

= GMMSE
nf

Ynf = XnfHnfG
MMSE
nf

+WSnfG
MMSE
nf

, (4.10)

where GMMSE denotes the MMSE coeffcient which can be demonstrated as

GMMSE
nf

=
H†nf

HnfH
†
nf + 1

γs

, (4.11)

where γs represents the signal-noise-ratio in linear. In QAM system, γs represents

the SNR × log2(M) in linear, where M is the order of QAM modulator. Com-

bining Eq.(4.7), (4.10) and (4.11), the received signal sample of MMSE at the 0-th

subcarrier, is processed as follows

RMMSE
0 =

X0H
2
0γs

H2
0γs + 1

+ j
XNkH

2
Nk
γs

H2
Nk
γs + 1

+
WS0H

†
0γs

H2
0γs + 1

+ j
WSNkH

†
Nk
γs

H2
Nk
γs + 1

= X0 + jXNk +
WS0H

†
0γs −X0

H2
0γs + 1

+ j
WSNkH

†
Nk
γs −XNk

H2
Nk
γs + 1

, (4.12)
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4.4 Receiver of SISO-PLC channel

The remaining subcarriers, nk, are re-constructed by averaging the output of MMSE

equalizer at the corresponding frequency bins is demonstrated as

RMMSE
nk

=

=
1

2
(
Xnk |Hnk |2γs
|Hnk |2γs + 1

+
WSnkH

†
nk
γs

|Hnk |2γs + 1
+
X†Nf−nk |HNf−nk |2γs
|HNf−nk |2γs + 1

+
WS

†
Nf−nkHNf−nkγs

|HNf−nk |2γs + 1
),

=
1

2
(Xnk +XNf−nk +

WSnkH
†
nk
γs −Xnk

|Hnk |2γs + 1
+
WS

†
Nf−nkHNf−nkγs −X

†
Nf−nk

|HNf−nk |2γs + 1
),

= XNk +
1

2
(
WSnkH

†
nk
γs −Xnk

|Hnk |2γs + 1
+
WS

†
Nf−nkHNf−nkγs −X

†
Nf−nk

|HNf−nk |2γs + 1
), (4.13)

(except nk = 0).

where |H|2 = HH†.

4.4.3 Maximum Ratio Combining

The MRC principle is that each uncorrelated diversity branch at the receiver is

phase-corrected, weighted and added according to the appropriate variable gain and

then sent to the detector for coherent detection. Normally, this approach is utilized

in MIMO system [98,99] or other fading channels [100,101]. In this thesis, Because

the real-valued input OFDM signal is a conjugate matrix, the received signal can be

regarded as two parts. The SISO-PLC system can be regarded as a SIMO system.

The MRC detector can be utilized at the receiving end to adjust the influence of

the fading channel.

The MRC receiver works in a similar manner for the 0-th subcarrier, that is

RMRC
0 = RZF

0 ≈ RMMSE
0 . (4.14)

However, for the remaining subcarriers, it combines the corresponding samples as

RMRC
nk

=
YnkH

†
nk

+ Y †Nf−nkHNf−nk

|Hnk |2 + |HNf−nk |2
. (4.15)

After substituting (4.4) and some straight-forward mathematical manipulations, we
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4.4 Receiver of SISO-PLC channel

obtain

RMRC
nk

=
XnkHnkH

†
nk

+X†Nf−nkH
†
Nf−nkHNf−nk

|Hnk |2 + |HNf−nk |2

+
WSnkH

†
nk

+WS
†
Nf−nkHNf−nk

|Hnk |2 + |HNf−nk |2

=Xnk +
WSnkH

†
nk

+WS
†
Nf−nkHNf−nk

|Hnk |2 + |HNf−nk |2
, (4.16)

( except nk = 0).

A closer look at (4.9) and (4.16) reveals that the only difference is in the manner

that the noise part of the received signal is processed.

4.4.4 Analysis of LLR in QAM system

At decoded part, the LLR calculation will be based on the PDFs value of SαS

impulsive noise. According to (3.42), the elements of the PDF matrix, P ∈ CM×Nk ,

of the M-ary QAM output symbols can be calculated as

Pmnk =
1

2π

∫ ∞
−∞

exp(−γα|t|α)e−jt|Cm−Rnk |dt, (4.17)

where Rnk is the received signal independent of the equalizer in use at the receiver,

m = 0, 1, . . . ,M −1, M is the number of order of QAM, |Cm−Rnk | is the Euclidean

distance which can be defined as

|Cm −Rnk | =
√

[Re(Cm)−Re(Rnk)]
2 + [Im(Cm)− Im(Rnk)]

2. (4.18)

When α is 2, the SαS distribution noise is regarded as AWGN. The variance in

Gaussian distribution σ2 is 2γ2 in SαS. Hence, the standard SαS distribution noise

PDF with the M -ary symbols can be derived as

p(|Cm −Rnk |, γ) =
1

2γ
√
π

exp
(−|Cm −Rnk |2)

(2γ)2
. (4.19)

Assume that the system gives 16-QAM modulation input signal with α = 2 of the

impulsive noise, the bit b0, b1, b2, b3 was given by the received symbols Rk. For the
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4.4 Receiver of SISO-PLC channel

Gray constellation of 16-QAM, the bit can be defined as

b0 =

0, CI = −3,−1

1, CI = +1,+3,
b1 =

0, CI = −3,+3

1, CI = −1,+1,
(4.20)

b2 =

0, CQ = −3,−1

1, CQ = +1,+3,
b3 =

0, CQ = −3,+3

1, CQ = −1,+1,
(4.21)

where CI is the real part of the constellation and CQ is the imaginary part of the

constellation. According to the equation (4.19), the LLRRnk
(b0) of the received

symbol at the nk-th subcarrier, Rnk , can be computed as

LLRRnk
(b0) = ln

p(Rnk |b0 = 1)

p(Rnk |b0 = 0)

= ln
e

(−|RI
nk
−1|2)

(2γ)2 + e
(−|RI

nk
−3|2)

(2γ)2

e
(−|RI

nk
+1|2)

(2γ)2 + e
(−|RI

nk
+3|2)

(2γ)2

. (4.22)

The value of the LLRRnk
(b0) can be easy to calculate as

LLRRnk
(b0) =


2
γ2

(RI
nk

+ 1), RI
nk
< −2

1
γ2
RI
nk
, −2 6 RI

nk
< 2

2
γ2

(RI
nk
− 1), RI

nk
> 2.

(4.23)

The relationship between received bits and the Gray constellation has been defined

in equations (4.20)-(4.21), hence, the LLR of b1, b2, b3 can be calculated as

LLRRnk
(b1) = − 1

γ2
(|RI

nk
|+ 2), ∀ RI

nk
, (4.24)

LLRRnk
(b2) =


2
γ2

(RQ
nk

+ 1), RQ
nk
< −2

1
γ2
RQ
nk
, −2 6 RQ

nk
< 2

2
γ2

(RQ
nk
− 1), RQ

nk
> 2,

(4.25)

LLRRnk
(b3) = − 1

γ2
(|RQ

nk
|+ 2), ∀ RQ

nk
. (4.26)

Based on the calculation, the LLRRnk
(blog2(M)−1), of all received symbols Rnk in

M -ary QAM system can be calculated. The SC decoder of the polar codes system

and the LDPC decoder [78] can give the soft decision to get the output information
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bit û =
{
û0, û1, . . . , ûK−1

}
by using the LLRRk(blog2(M)−1).

4.5 Results

In our investigation, the BER vs. Eb/N0 diagram has been utilized to measure the

performance of the PLC channel system by using different equalizers over either

uncoded or coded system. With the different multipaths of the PLC channel, the

performance shows in the BER diagram has a considerable difference as well. To

make a fair comparison in the simulation, the length of the information data has

been set to 1024 with 1/2 code rate in all coded systems. Thus, the size of the input

codeword is 2048 and the length of the input 16-QAM signal is 512. The length of

the OFDM subcarrier after Hermitian symmetry is the double length of the 16-QAM

signal, which is 1024. The PLC channel bandwidth of 20 MHz is considered and

the sample frequency is 50 MHz, which is larger than twice of the bandwidth. The

length of the impulse response of the PLC system is 200, because the value of CIR

is almost 0 after the 200th subcarrier. Meanwhile, the length of the CP is the 1/4

of the length of the subcarrie which is larger than the CIR.

4.5.1 Multipath PLC channel results

Fig. 4.2 presented the BER vs. Eb/N0 performance by using 4-path, 5-path and

15-path PLC over uncoded AWGN noise channel system. Meanwhile, three types

of equalizers have been used to avoid channel fading. The performance of ZF and

MMSE over the same circumstance have a more negligible difference. The Eb/N0

gap between MRC and MMSE over the 4-path PLC channel is about 22 dB when

the BER of 10−4. Also, in 5-path and 15-path PLC channel model, the gap between

two equalizers is about 15.5 dB and 14 dB when the BER of 10−4. In other words,

the MRC approach can give better BER performance than ZF and MMSE over un-

coded multipath PLC channels. Compared to different multipath path PLC channel

models over MRC equalizer, the Eb/N0 of 4-path, 5-path and 15-path is about 15,

20.5 and 32 dB when the BER of 10−4, respectively.

Fig. 4.3 attains the performance of the 4-path, 5-path and 15-path PLC channel

over the LDPC coded system. The LDPC codes can significantly improve the perfor-

mance of each different multipath PLC channel with different equalizers compared
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Figure 4.2: 4-path, 5-path and 15-path PLC channel with ZF, MMSE and MRC
equalizers over uncoded system.
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Figure 4.3: Different multipath PLC over LDPC coded system.
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Figure 4.4: Different multipath PLC over polar coded system.

to the uncoded system. In the 4-path PLC channel, at a BER of 10−5, the Eb/N0

value of ZF is almost the same as the MMSE and worse about 5 dB than the MRC.

The same situation can be demonstrated over 5-path and 15-path PLC cahnnel, for

instance at a BER of 10−5, there is approximately 3.2 and 4.3 dB improvement in

Eb/N0 between proposed MRC and ZF/MMSE over two different multipath PLC

channel systems.

Fig. 4.4 presents the BER performance of polar codes with the design-SNR of

the main channel being 0 dB over the PLC channel system with different equalizers.

Even the BER performance is better than uncoded system, compared to the LDPC

coded system, it still worse about 3.5 dB Eb/N0 than the system over the 4-path

PLC channel with MRC equalizer by using LDPC coded system at a BER of 10−5.

4.5.2 Uncoded SαS noise channel results

Fig. 4.5 investigates the impact of the uncoded PLC system over SαS distribution

noise channel with the value of α is 2, 1.8 and 1.5 including ZF, MMSE and MRC

equalizers in contrast on the BER performance. As the value of α is getting smaller,

the noise impulse is becoming more and more significant. And the impact is more
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substantial. It is evident that the PLC system with MRC equalizer can attain the

best BER performance when α = 2. The Eb/N0 with α = 1.8 system is about 4.5 dB

worse than that of the α = 2 at a BER level of 10−5. Moverover, The Eb/N0 of

the system over α = 1.5 SαS noise is about 8.5 dB worse than the α = 1.8 noise

system at the same BER level. Furthermore, the performance of both MMSE and

ZF equalizers is worse than the proposed MRC detector over the SαS noise channel.

Compared to Fig. 4.2, the impact of SαS impulsive noise significantly against the

impact of AWGN noise channel. At a BER of 10−4, the Eb/N0 of AWGN noise in the

PLC channel is about 15 dB. In contrast, the best BER performance of SαS noise

is about 22 dB Eb/N0 at the BER of 10−4, which is much worse than the AWGN

niose channel system.
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Figure 4.5: 16-QAM PLC over uncoded SαS noise channel with different value of α.

Fig. 4.6 displays the BER peformance by using the SαS distribution noise over

the uncoded PLC system with 256-QAM input signal. As expected, the overall

value of the Eb/N0 is totally worse than the 16-QAM system. For instance the

Eb/N0 is about 37 dB over the 256-QAM input signal system with the proposed

MRC equalizer and the SαS (α = 2) noise at a BER level of 10−5. In contrast, at

the same BER level, the Eb/N0 of the 16-QAM input signal system is just about
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Figure 4.6: 256-QAM PLC over uncoded SαS noise channel with different value of
α.

25 dB.

4.5.3 Coded-PLC system over AWGN/SαS noise channel

with 16/256-QAM input signal

Fig. 4.7 plots the contrast of BER performance between both LDPC and polar code

system over AWGN noise channel. With the same code rate, the LDPC codes can

improve significantly against the BER performance of the SISO-PLC channel with

AWGN noise compare to the polar codes. The performance of polar code is about

1.5 dB Eb/N0 worse than the LDPC code with proposed MRC equalizer and 2.5 dB

Eb/N0 worse than LDPC with both ZF and MMSE equalizer at a BER of 10−5.

The contrast between LDPC and polar codes by using in SαS noise channel can

be shown in Fig. 4.8, Fig. 4.9 and Fig. 4.10. The different values of the α will affect

the LDPC and polar code PLC channel system to varying degrees. It is evident

that the proposed MRC equalizer can demonstrate the best BER performance over

the 16-QAM coded system by using SαS noise in any value of α. Furthermore,

The slightly impulsive channel (α = 2) can give a good performance. On the other
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Figure 4.7: 16-QAM PLC over LDPC/Polar code system with AWGN noise.

hand, the extremely impulsive channel (α = 1.5) reduces the system’s performance.

Meanwhile, it can conclude that the LDPC codes can improve the performance of

the system better than the polar codes.

The higher order QAM (256-QAM) input signal has been utilized with the SαS

noise over coded-PLC channel system. Fig. 4.11, Fig. 4.12 and Fig. 4.13 demon-

strated the BER performance by using the different α over 256-QAM coded PLC

channel model. As excepted, at a BER of 10−5, the proposed MRC outperforms the

alternative equalizers and attains a lowest value of Eb/N0 is about 14.5 dB when the

α = 2 by using LDPC codes. With the same situation, the Eb/N0 is about 17.2 dB

by using polar codes which is much worse than the LDPC codes.
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Figure 4.8: 16-QAM PLC over LDPC/Polar code system with SαS noise (α = 2).
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Figure 4.9: 16-QAM PLC over LDPC/Polar code system with SαS noise (α = 1.8).
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Figure 4.10: 16-QAM PLC over LDPC/Polar code system with SαS noise (α = 1.5).
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Figure 4.11: 256-QAM PLC over LDPC/Polar code system with SαS noise (α = 2).
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Figure 4.12: 256-QAM PLC over LDPC/Polar code system with SαS noise (α =
1.8).
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Figure 4.13: 256-QAM PLC over LDPC/Polar code system with SαS noise (α =
1.5).
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4.6 Summary of the Chapter

This Chapter investigated the BER performance over 4-path, 5-path and 15-path

uncoded/coded PLC channels. Numerical results were provided to demonstrate

that the performance of the proposed MRC receiver is much better than the ZF

equalizer and MMSE equalizer in either uncoded or coded system with the real-

valued OFDM input signal. Moreover, the performance of both LDPC coded and

polar coded PLC channel systems with the SαS distribution impulsive noise was

analyzed. Compared to the polar codes, the results of the LDPC coded system can

demonstrate an improvement in BER performance over both 16-QAM and 256-QAM

systems with both AWGN and SαS noise. Furthermore, as expected, the impact

of SαS noise on the PLC channel system is much worse than the AWGN and the

more severe the impulsive noise parameters, the greater the impact on the system

performance, and the worse BER performance is achieved over PLC channel system.

In 16-QAM LDPC coded PLC system, the SNR gap between AWGN and SαS noise

when α = 2, 1.8, 1.5 are 2.4 dB, 3.4 dB and 6.8 dB, respectively, at the BER of 10−5.
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Chapter 5

Proposed Averaging -

Block/Comb pilot of Channel

Estimation over MIMO-PLC

system

5.1 Introduction

Nowadays, the MIMO-PLC technology is widely mentioned over the SG and Smart

Homes. Thus, more and more researches have been focused on the MIMO-PLC

in recent years. This thesis utilizes four different multipath of PLC channels with

various parameters to construct a MIMO-PLC model. The block pilot and comb

pilot are produced over the MIMO-PLC system to estimate the channel frequency

response. The proposed averaging approach is presented to optimize the traditional

pilot design method. In this Chapter, the LDPC coded MIMO-PLC channel model

with the standard channel estimation method is utilized as a system model. The

block pilot and zero-comb pilot, which are the most commonly used in MIMO sys-

tems, is presented and utilized using the multipath MIMO-PLC model presented in

this chapter.

Furthermore, the proposed averaging approach is shown to operate using both

block and the zero-comb (ZCP) pilot approaches. The main elements - weight

factors and averaging times of the system that affect the performance of the aver-

aging method are investigated in this chapter. Moreover, the Mean Square Error
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Figure 5.1: Channel Estimation system model.

(MSE) that differentiates between estimated CFR and original CFR is utilized and

the performance by using different pilot design methods over distinct conditions of

MIMO-PLC channel systems is investigated and analyzed. Finally, the derivation

process of the linear and cubic spline interpolation has been demonstrated.

5.2 System model

In Fig. 5.1, a diagram of the channel estimation system structure is illustrated where

π denotes the interleaver in the system and π−1 represents the deinterleaver. The

OFDM modulator/demodulator can be easily achieved by using IFFT/FFT. Before

the Hermitian symmetry, the pilot signal is inserted in the constant position of the

QAM input signal and isolated before going through the detector. The received

pilot can be defined as

Rp = PpHp +WSp, (5.1)
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5.3 Channel Estimation in MIMO system

where p is the index of the pilot position, which is explained in the following section,

P denote the input pilot, WS represents the noise channel, H indicates the original

CFR of MIMO-PLC and Rp is the received signal in pilot position.

5.3 Channel Estimation in MIMO system

5.3.1 Block pilot

In the block pilot approach illustrated in Fig. 3.12 (a), the 2 × 2 MIMO-PLC can

be treated as four independent SISO-PLC channels. They can be estimated by

transmitting two consecutive pilot blocks, that is, one per transmitter in frequency

domain. When the 1st transmitter is activated, H11
nf

and H21
nf

can be estimated,

while H12
nf

and H22
nf

are obtained when the 2nd transmitter is operated. In this way,

cross-channel interference is avoided. The received signal at the nf -th subcarrier

and ρ-th receiver can be given as

R1,ρ
nf

= X1,ρ
nf
H1,ρ
nf

+WS
1,ρ
nf
, (5.2)

R2,ρ
nf

= X2,ρ
nf
H2,ρ
nf

+WS
2,ρ
nf
, (5.3)

where R1,ρ
nf

and R2,ρ
nf

are the received samples of the block pilot system. ρ = 1, 2

represents the index of the receiver. WS
τ,ρ
nf

denotes either AWGN noise or SαS noise,

Hτ,ρ
nf

is the CFR coefficient of the nf -th subcarrier of the 2× 2 MIMO-PLC channel

matrix and Xτ,ρ
nf

is the input block pilot OFDM symbol in the frequency domain.

For the nf -th subcarrier, the estimated CFR matrix elements of the block pilot

MIMO-PLC system can be estimated as

Ĥτ,ρ
nf

=
Rτ,ρ
nf

Xτ,ρ
nf

=
Xτ,ρ
nf
Hτ,ρ
nf

+WS
τ,ρ
nf

Xτ,ρ
nf

.

= Hτ,ρ
nf

+
WS

τ,ρ
nf

Xτ,ρ
nf

. (5.4)

5.3.2 Comb pilot

In the comb pilot system, compared with the traditional SISO system, the Channel

State Information (CSI) estimation in the MIMO system is more difficult because the
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Figure 5.2: Zero-comb pilot model.

signal received on any subcarriers is the superposition of multiple distorted signals

due to various devices. The pilot sequences transmitted by different devices need to

be orthogonal to each other in the MIMO system. Otherwise, the receiver cannot

distinguish each pilot, resulting in channel interference. The time gap, which can

be staggered in time, allowing only one device to transmit data at a specific time,

has been demonstrated [102].

In block pilot, the number of each OFDM symbol subcarrier is the same as the

original OFDM symbol, the system is inserted a new known OFDM symbol in each

OFDM block as the pilot. In the comb pilot system, the transmitted OFDM input

symbols are the same as the perfectly known channel OFDM input symbols. On

the other hand, the length of the subcarrier in each OFDM symbol became large

because of the pilot insertion.

5.3.3 Zero-comb pilot

In [103], Lavafi presented a ZCP method to estimate channel frequency domain,

which is illustrated in Fig. 5.2. In this paper, the ZCP method is used as a reference

method compared to our proposed channel estimation method. In this method, to

avoid channel interference, whenever a comb-pilot symbol is added at a subcarrier

of a transmitter, a zero subcarrier is added to the subcarrier of adjacent MIMO

transmitters. Because the zero subcarrier does not transmit any information data,

it can also be regarded as a pilot subcarrier. This approach can only be efficient

with small-sized MIMO systems and becomes impractical with dimensions larger

than 3× 3.
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5.3 Channel Estimation in MIMO system

5.3.3.1 Real-valued OFDM creation

At the subcarrier level, the P-I Ratio should be the same as the SISO-PLC system,

which is 1:8. Assume that the number of the pilots is the same as the number of

zeros data. The length of the QAM symbol subcarrier with pilot should be Nk+ 1
2
Np.

The pilot symbols are interleaved with QAM symbols to produce Dτ ∈ C1×(Nk+ 1
2
Np)

as

D1 = [P0, 0, D0, ..., D15, P1, 0, ..., PNp−1, 0, DNk−16, ..., DNk−1], (5.5)

D2 = [0, P0, D0, ..., D15, 0, P1, ..., 0, PNp−1, DNk−16, ..., DNk−1], (5.6)

We have assumed here arbitrarily that the same value P∗ = P is used for all comb

pilots. The zero-data have been set after the pilots in D1. In D2, the positions of

pilots and zeros data are interchanged. To make the P-I Ratio is 1:8, the nonzero

pilot spacing should be 16. The OFDM symbol, which the length of subcarriers is

doubled because of applying Hermitian symmetry in (4.1), in the frequency domain

with pilots included, Xτ ∈ C1×(Nf+Np) can be given as

X1 = [Re{P}, 0, D0, ..., D15, P, 0, ..., DNk−1, Im{P}, DNk−1, ..., 0, P,D15, ..., D0, 0].(5.7)

X2 = [0, P,D0, ..., D15, 0, P, ..., DNk−1, 0, DNk−1, ..., P, 0, D15, ..., D0, P ]. (5.8)

5.3.3.2 Received signal over zero-comb pilot method

At the receiver after the FFT operation, the received signal in the frequency domain

for the zero-comb pilot system can be given as

Rρ
p = Y 1,ρ

p + Y 2,ρ
p +WS

ρ
p

= H1,ρ
p X1

p +H2,ρ
p X2

p +WS
ρ
p (5.9)

where Rρ
p are the received signals of comb pilot system, p = (0, 1, ..., 1

2
Np − 1) ×

(
2(Nf+Np)

Np
) denotes the index of position of pilot in the first transmitter.

To avoid interference from the MIMO-PLC channel, only one pilot can go through
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5.4 Averaging approach

the channel simultaneously. The other adjacent transmitter must send zero data.

The CFR matrix for the zero-comb pilot system can be written as

when X1
p = P,

H̃1,ρ
p =

Rρ
p

X1
p

=
H1,ρ
p X1

p + 0 +WS
ρ
p

X1
p

= H1,ρ
p +

WS
ρ
p

X1
p

;

(5.10)

when X2
z = P,

H̃2,ρ
z = H2,ρ

z +
WS

ρ
z

X2
z

; (5.11)

where z is the index of position of pilot in the second transmitter data. To eliminate

the influence of pilot interference on the system, when subcarrier z transmits the

pilots data X2
z , X1

z , the transmitted X1
p , X2

p should be zeros in the subcarrier p .

5.4 Averaging approach

The CFR estimation, and thus the BER, can be greatly improved by averaging the

effect of the AWGN. In this section, we introduce the proposed averaging approach

shown in Fig. 5.3. For the first OFDM symbol, nfr = 0, and for each non-pilot

subcarrier, nf , we initialize the CFR averaging as

Ĥnf (nfr) = H̃nf (nfr). (5.12)

For subsequent iterations, when nfr = 2, ..., Nfr − 1,

Ĥnf (nfr) = aH̃nf (nfr) + (1− a)Ĥnf (nfr − 1), (5.13)

where Ĥnf is the estimated CFR using the averaging method, H̃nf is the estimated

CFR at each OFDM symbol. a ∈ (0, 1) is a weight factor, Nfr is the frame size and

nfr denotes the index of Nfr, which is the times of the averaging procession.
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Figure 5.3: Averaging-Comb/Block pilot system model.

5.5 Mean Square Error

The MSE denotes the difference between the original CFR, Hnf , and the estimated

CFR, Ĥnf . It can be given as

MSE = 10 log10

 1

Nf

Nf−1∑
nf=0

∣∣∣Hnf − H̃nf

∣∣∣2
 dB, (5.14)

where MSE is given in dB, is the prefect CFR. According to (5.4), (5.10), (6.9) and

(5.14), the MSE of each different channel estimation method can be calculated as

follows:

• The Block pilot MSE:

MSEblock = 10 log10

 1

Nf

Nf−1∑
nf=0

∣∣∣∣WS
τ,ρ
nf

Xτ,ρ
nf

∣∣∣∣2
 dB,

(5.15)

• The Comb pilot MSE:

MSEcomb = 10 log10

 1

Nf

Nf−1∑
nf=0

∣∣∣∣WS
ρ
nf

P

∣∣∣∣2
 dB,

(5.16)
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Figure 5.4: Types of linear interpolation: (a)interpolation, (b)extrapolation.

5.6 Interpolation

Interpolation, an essential method for approximation of discrete functions, can be

utilized to estimate the approximate other points’ value through the value of limited

points. In other words, the interpolation can make reasonable compensation for

the missing data. In a channel estimation system, the primary function of the

interpolation approach is to calculate the rest positions of the estimated CFR value

except the pilot positions. In this chapter, two types of interpolation techniques -

linear and spline are introduced, including the derivation process.

5.6.1 Linear interpolation

According to the distance between two adjacent data points in a one-dimensional

data sequence, linear interpolation allocates their proportion. It estimates their

value as can be seen in Fig. 5.4 (a) and (5.18).

y − y0

x− x0

=
y1 − y0

x1 − x0

. (5.17)

Reshape the (5.17), the value of y can be demonstrated as

y =
y1 − y0

x1 − x0

x− x0 + y0. (5.18)

Suppose two adjacent data are on one side of the interpolation point shown in Fig. 5.4

(b), which is called extrapolation. The same function can be used to calculate the

value of the evaluation point as the interpolation method. However, the linear

interpolation method only uses the corresponding values of two points to calculate
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Figure 5.5: Types of cubic spline function interpolation.

the corresponding values between two points. The corresponding values of the two

points are often affected by various accidental factors. The linear interpolation

results may have significant errors.

5.6.2 Cubic spline function interpolation

The Runge phenomenon, which is also called the violent oscillation phenomenon,

can have a significant impact on the channel estimation system. Under this circum-

stance, the system divides all data into several parts. Each small piece uses different

functions by interpolation. Furthermore, each piecewise function is constructed in

the form of a higher-order function [104]. Finally, all these different functions are

used to express the original sequence. This method not only avoids the Runge phe-

nomenon but also ensures the smooth connection between the processes is called

cubic spline function interpolation Fig. 5.5.

The basic principles of the cubic spline function interpolation can be defined as

Si(x) = ai + bi(x− xp) + ci(x− xp)2 + di(x− xp)3, (5.19)

where S(∗) is the piecewise functions which has Np−1 equations, i = 0, 1, ..., Np−2

denotes the index of the piecewise functions and p = 0, 1, ..., Np−1 denotes the index

of the pilots in channel estimation system. a, b, c, d are the coefficients of different

order in the function. With the four unknown coefficients in each piecewise function,

the system needs 4 × (Np − 1) equations to obtain the full (a, b, c, d)s. The system

should satisfy four following conditions to achieve the approach and calculate all the
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5.6 Interpolation

coefficients [105–108]:

Condition 1. The function S should pass through all known nodes.

Si(xi) = yi, i = 0, 1, ..., Np − 2, (5.20)

where y is the output of the system. At the final node:

SNp−2(xNp−1) = yNp−1. (5.21)

This condition can obtain Np equations.

Condition 2. The values of adjacent functions at nodes are the same.

Si(xi+1) = Si+1(xi+1). (5.22)

These equations denote that the system is 0-order continuous at all nodes except

the first and the final node. The condition obtains Np − 2 equations.

Condition 3. To ensure that both sides of the node have the same slope, there is no

sharp jump on the original function curve. The system should be 1-order continuous

at all nodes except the first and the final node.

S
′

i(xi+1) = S
′

i+1(xi+1). (5.23)

This condition abtains Np − 2 equations as well.

Condition 4. To ensure that both sides of the node have the same curvature,

the system should be 2-order continuous at all nodes except the first and the final

node.

S
′′

i (xi+1) = S
′′

i+1(xi+1). (5.24)

This condition abtains Np− 2 equations. The number of equations of all conditions

add up to 4Np − 6.

The 1-order and 2-order of S(∗) functions (except the final node) can be defined
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5.6 Interpolation

as

S
′

i(x) = bi + 2ci(x− xi) + 3di(x− xi)2, (5.25)

S
′′

i (x) = 2ci + 6di(x− xi). (5.26)

Combining (5.19) and (5.20),

Si(xi) = ai + bi(xi − xi) + ci(xi − xi)2 + di(xi − xi)3

= ai = yi. (5.27)

Combining (5.19) and (5.22),

Si(xi+1) = ai + bi(xi+1 − xi) + ci(xi+1 − xi)2 + di(xi+1 − xi)3. (5.28)

Assume that ∆i = xi+1 − xi,

Si(xi+1) = ai + ∆ibi + ∆2
i ci + ∆3

i di

= Si+1(xi+1) = yi+1. (5.29)

According to (5.23), the function can be derived as

S
′

i(xi+1) = bi + 2ci∆i + 3di∆
2
i ; (5.30)

S
′

i+1(xi+1) = bi+1 + 2ci+1(xi+1 − xi+1) + 3di+1(xi+1 − xi+1)2,

= bi+1,

= S
′

i(xi+1) = bi + 2ci∆i + 3di∆
2
i . (5.31)

Reshaped the (5.35), the equation is derived as

bi + 2ci∆i + 3di∆
2
i − bi+1 = 0. (5.32)

The 2-order equations of two adjacent S(∗) functions can be demonstrated as

S
′′

i (xi+1) = 2ci + 6di(xi+1 − xi) = 2ci + 6di∆i, (5.33)

S
′′

i+1(xi+1) = 2ci+1 + 6di+1(xi+1 − xi+1) = 2ci+1, (5.34)
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5.6 Interpolation

2ci + 6di∆i − 2ci+1 = 0. (5.35)

Assume that Λi = S
′′
i (xi) = 2ci,

di =
Λi+1 − Λi

6∆i

. (5.36)

Combining (5.27), (5.32), (5.35) and (5.36), the equation about unknown element

Λ can be defined as

∆iΛi + 2(∆i + ∆i+1)Λi+1 + ∆i+1Λi+2 = 6(
yi+2 − yi+1

∆i+1

− yi+1 − yi
∆i

). (5.37)

The final step of the cubic spline interpolation method is to create boundary

condition equations, which can be separated into three types - free boundary condi-

tion, fixed boundary condition and non-nodal boundary condition. Each situation

obtains two equations combining with the equations before, the total 4 × (Np − 1)

equations have been constructed to calculate the four groups of coefficients (a, b, c,

d)s.

Type 1. Natural spline allows the slope of the endpoint to maintain balance at

a certain position freely, which means that the swing of the curve is the small-

est. The Free boundary condition, which produced the natural spline, is defined as

S
′′
0 (x0) = 0 and S

′′
Np−2(xNp−1) = 0. According to (5.26), the derivation process is

derived as

2c0 + 6d0(x0 − x0) = 2c0, (5.38)

thus,

Λ0 = 0. (5.39)

And

2cNp−2 + 6dNp−2(xNp−1 − xNp−2) = 2(
ΛNp−2

2
) + 6(

ΛNp−1 − ΛNp−2

6∆Np−2

)(∆Np−2), (5.40)

ΛNp−2 + ΛNp−1 − ΛNp−2 = ΛNp−1 = 0. (5.41)

Combining (5.37) and the free boundary condition, the cubic spline function can be
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5.6 Interpolation

demonstrated as

1 0 0 . . . 0

∆0 2(∆0 + ∆1) ∆1 0 . . .

0 ∆1 2(∆1 + ∆2) ∆2 0
...

0 0 ∆2 2(∆2 + ∆3) ∆3

...
. . . . . . . . .

0 . . . 0 0 1





Λ0

Λ1

Λ2

Λ3

...

ΛNp−1



= 6



0

y2−y1
∆1
− y1−y0

∆0

y3−y2
∆2
− y2−y1

∆1

...
yNp−1−yNp−2

∆Np−2
− yNp−2−yNp−3

∆Np−3

0


(5.42)

Type 2. The clamped spline, which has a fixed slope at the beginning point and

the final point, gives a fixed boundary condition which can be defined as S
′
0(x0) = A

and S
′
Np−2(xNp−1) = B, where A and B are the two constant elements. Combining

with (5.25), the first condition can be reshaped as

b0 + 2c0(x0 − x0) + 3d0(x0 − x0)2 = b0, (5.43)

b0 =
y1 − y0

∆0

− ∆0Λ0

2
− ∆0(Λ1 − Λ0)

6
= A. (5.44)

After simplifying the equation is written as

2∆0Λ0 + ∆0Λ1 = 6(
y1 − y0

∆0

− A). (5.45)

The second condition can be demonstrated as

B = bNp−2 + 2cNp−2(xNp−1 − xNp−2) + 3dNp−2(xNp−1 − xNp−2)2

=
yNp−1 − yNp−2

∆Np−2

+
∆Np−2ΛNp−2

2
+

∆Np−2(ΛNp−1 − ΛNp−2)

3
(5.46)
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5.6 Interpolation

6(B −
yNp−1 − yNp−2

∆Np−2

) = ∆Np−2ΛNp−2 + 2∆Np−2ΛNp−1. (5.47)

The cubic spline function can be demonstrated as

2∆0 ∆0 0 0 0 . . . 0

∆0 2(∆0 + ∆1) ∆1 0 0 . . . 0

0 ∆1 2(∆1 + ∆2) ∆2 0 . . .
...

...
. . . . . .

...
... . . . 0 0 ∆Np−3 2(∆Np−3 −∆Np−2) ∆Np−2

0 . . . 0 0 0 ∆Np − 2 2(∆Np−2)




Λ0

Λ1

Λ2

Λ3

...

ΛNp−1


= 6



y1−y0
∆0
− A

y2−y1
∆1
− y1−y0

∆0

y3−y2
∆2
− y2−y1

∆1

...
yNp−1−yNp−2

∆Np−2
− yNp−2−yNp−3

∆Np−3

B − yNp−1−yNp−2

∆Np−2


(5.48)

Type 3. The non-nodal boundary requires that the third derivative of the cu-

bic function of the first segment S0 and the second segment S1 is continuous at the

second data point x1, and the third derivative of the penultimate segment SNp−3

and the last segment SNp−2 is continuous at the penultimate data point xNp−2, thus,

S
′′′

0 (x1) = S
′′′

1 (x1), (5.49)

S
′′′

Np−3(xNp−2) = S
′′′

Np−2(xNp−2). (5.50)

As Si(x) = 6di, the derivation process of the first condition is derived as

d0 = d1 → ∆1(Λ1 − Λ0) = ∆0(Λ2 − Λ1), (5.51)

−∆1Λ0 + (∆0 + ∆1)Λ1 −∆0Λ2 = 0. (5.52)

Meanwhile, the second condition is demonstrated as

dNp−3 = dNp−2 → ∆Np−2(ΛNp−2 − ΛNp−3) = ∆Np−3(ΛNp−1 − ΛNp−2), (5.53)

65



5.7 Results

−∆Np−2ΛNp−3 + (∆Np−2 + ∆Np−3)ΛNp−2 −∆Np−3ΛNp−1 = 0. (5.54)

The cubic spline function in non nodal boundary can be demonstrated as

−∆1 ∆0 + ∆1 −∆0 0 0 . . . 0

∆0 2(∆0 + ∆1) ∆1 0 0 . . . 0

0 ∆1 2(∆1 + ∆2) ∆2 0 . . .
...

...
. . . . . .

...
... . . . 0 0 ∆Np−3 2(∆Np−3 −∆Np−2) ∆Np−2

0 . . . 0 0 −∆Np−3 ∆Np−2 + ∆Np−3 −∆Np−3




Λ0

Λ1

Λ2

Λ3

...

ΛNp−1


= 6



0

y2−y1
∆1
− y1−y0

∆0

y3−y2
∆2
− y2−y1

∆1

...
yNp−1−yNp−2

∆Np−2
− yNp−2−yNp−3

∆Np−3

0


(5.55)

The cubic spline interpolation can give a smoother line of the estimated CFR than

the linear interpolation. In the results part, the BER performance and MSE perfor-

mance of both two types of interpolation methods has been given. The cubic spline

can improve the system performance rapidly than the linear interpolation.

5.7 Results

In this section, we numerically evaluate the performance of the channel estimation

with two pilot design approaches, i.e. block pilot and comb pilot. The simula-

tions utilized a 2× 2 MIMO-PLC channel model, with four different multipaths per

link which is shown in Fig. 3.5. The CIR and CFR for this channel are shown in

Figs. (3.3) and (3.2). Furthermore, the performance of proposed averaging approach

has been in the block/comb pilot methods to give a better BER results than the

traditional block/comb pilot approaches. Finally, the MSE results of various chan-

nel estimation methods have been computed as a function of SNR. At the receiver,
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we consider MMSE detection. The MMSE Equalizer coefficient is computed as

CMMSE
nf

=
H†nf

HnfH
†
nf + 1

γs
I2×2

, (5.56)

where Hnf is the channel frequency response matrix of 2× 2 MIMO-PLC system, †

denotes the Moore-Penrose inverse of the matrix, I indicates the 2× 2 unit matrix

and γs represents the linear signal-noise-ratio.

In this part of simulation results, the length of information data is set to K =

1024 in binary with 1/2 code rate of the LDPC code system. After the 16-QAM

modulation, the length of the QAM input signal is Nk = 512 and the size of the

OFDM subcarrier is Nf = 2×Nk +Np because of the Hermitian symmetry and the

pilot data adding.

5.7.1 The effect of the Pilot-Information Ratio (P-I Ratio)

According to the block/comb pilot model (Fig. 3.12) and zero-comb pilot (Fig. 5.2),

as the number of pilots increased, the information data is reduced and the P-I Ratio

is increased. As the P-I Ratio changed, the performance of the channel estimation

approaches are changed. Fig. 5.6 plots the BER performance by using the block

pilot method with the P-I Ratio is 1:2, 1:4, 1:8, 1:16, 1:32 and 1:64. The BER

results had a slight difference between different P-I Ratios. On the contrary, the

simulation result can be seen in Fig. 5.8 which displays the BER performance by

using the comb pilot method with the P-I Ratio is also 1:2, 1:4, 1:8, 1:16, 1:32 and

1:64. Before the data rate decreased to 1:16, the BER performance had a slight

difference with different P-I Ratios. When the data rate continues to decline, the

BER performance is reduced over high SNR. As the P-I Ratio is down to 1:32 and

1:64, the estimated system can hardly restore an approximate value of the original

CFR. However, the effective information transmission rate increased as the number

of pilots decreased. So that the number of the pilot should be as low as the system

can give the good BER performance.

Fig. 5.7 and Fig. 5.9 demonstrate the MSE vs. Eb/N0 performance by using

both block pilot and comb pilot with different P-I Ratios. For the block pilot

approach, the subcarrier of the first OFDM symbol in each block is entirely pilot

data. No matter how many OFDM symbols are in one block, the estimated CFR
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Figure 5.6: BER performance using the block pilot method with the different P-I
Ratios for LDPC coded systems.
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Figure 5.7: MSE vs. Eb/N0 using Block pilot method with the different P-I Ratios
for LDPC coded systems.
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Figure 5.8: BER performance using the comb pilot method with the different P-I
Ratios for LDPC coded systems.

does not change. For this reason, the MSE values in the different P-I Ratios of

the block pilot system are all the same. Moreover, as the value of the original

CFR of MIMO-PLC is constant in this thesis, the BER performance in different

P-I Ratios estimated channel system are all the same. For the comb pilot, the pilot

componets are set to some of the subcarriers of each OFDM symbol. Thus, at the

pilot subcarrier positions, the estimated CFR can be calculated by using the pilot

signal. Other subcarriers’ estimated CFR are derived by using the interpolation

method. In Fig. 5.9, at a Eb/N0 of 8 dB, with the P-I Ratio is 1:8, 1:16, 1:32 and

1:64, the value of MSE is 22.5, 18, 12.5 and 6 dB. As the MSE grows to 1:4 and

1:2, the MSE is down to the 23 dB ata the Eb/N0 of 8 dB and no more goes down.

Even the small pilot gap can slightly improve the BER performance of the system,

it still wastes too much capacity to transmit the valid information. To simulated an

accuracy system, meanwhile, save the capacity of the PLC channel, all the following

simulation systems are utilized a 1:8 P-I Ratio.
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Figure 5.9: MSE vs. Eb/N0 using comb pilot method with the different P-I Ratios
for LDPC coded systems.

5.7.2 The effect of different interpolation methods

There is a contrast between linear and spline interpolation methods using in the

comb pilot method over the MIMO-PLC channel system in Fig. 5.10. The BER vs.

Eb/N0 performance by using the spline approach is about 0.3 dB better than the

linear at a BER of 10−5. In Fig. 3.2, the CFR magnitude of each multipath channel

of the MIMO-PLC system is derived. Under the amplitude frequently fluctuates,

compared to the linear interpolation, the spline, which needs to use four known

points to determine the trend of the estimated CFR, can give a more accurate

result. Thus, the estimated CFR is closer to the original CFR and optimized the

performance of the comb pilot channel estimation design.

The result of MSE over comb pilot system with both linear and spline interpo-

lation methods is derived in Fig. 5.11. At a Eb/N0 of 8 dB, the MSE is −22.4 dB

in the spline interpolation comb pilot system. For the linear interpolation system,

the MSE is down to −21.1 dB at a Eb/N0 of 8 dB. It computes against that the

spline interpolation method can improve the performance of the comb pilot channel

estimation system by using linear interpolation.
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Figure 5.10: The contrast of BER performance over both Linear and Spline interpo-
lation methods using the comb pilot channel estimation over LDPC coded system.
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Figure 5.11: The contrast of MSE vs. Eb/N0 over Linear and Spline interpolation
methods using the comb pilot channel estimation over LDPC coded system.
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5.7.3 The averaging approach

This section derived the results of the BER performance by using the channel esti-

mation methods with the averaging process over MIMO-PLC.

Fig. 5.12 displays the BER vs. Eb/N0 performance by using different nfr and

a values for the averaging block pilot system. The weight factor of the averaging

processing has been set to a = 0.1 in the following simulation, thus, the BER

performance is getting better as the number of averaging frame increased from 10

to 500. At a BER of 10−5, the EB/N0 is about 7.4, 7.05 and 6.6 dB for 10, 100,

500 averaging frames. It is worth noting that when the system change to be 2000

frames, the BER performance has no difference compare with that of 500 frames.

In other words, the averaging method in 500 times averaging is enough to adjust

the impact of the AWGN in the MIMO-PLC channel estimation system. Fig. 5.13

shows the MSE of each different weight factor and averaging frames in block pilot

model, giving a more intuitive comparison of the difference between the original

CFR and estimated CFR. The smaller the values of the MSE is, the smaller the

difference between original CFR and estimated CFR becomes. In other words, the

pilot method that achieves the lowest MSE exhibits the best BER performance.

This figure demonstrated that when the averaging frames is larger than 500, the

system can achieve the best BER performance. The following simulation about other

types of the channel estimation methods are all under the 500 averaging frames to

investigate the BER performance and the MSE results.

Another main point to affect the performance of the averaging process is the

weight factor. According to the (5.12) and (5.13), as the value of weight factor

increased, the proportion of the present estimated CFR value became larger. On

the contrary, the proportion of the present estimated CFR value became smaller.

As can be seen in Fig. 5.14, the frame is set to 500 and the weight factor is set to 0.9,

0.5, 0.1, 0.01 and it demonstrated that as the value of the weight factor increased,

the BER performance became better. It is worth noting that when the weight factor

is 0.01, the BER performance is worse than the system with 0.1 weight factor. This

phenomenon indicates that if the present estimation CFR value continues to decrease

after reaching a limit point, the system performance will deteriorate. Thus, this limit

point is set to 0.1 in the thesis by many experiments. Fig. 5.15 plots the MSE vs.

Eb/N0 of all systems with different values of the weight factor. The MSE of the
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Figure 5.12: BER performance of the averaging block pilot using the same weight
factor a=0.1 and different frame - 10, 100, 500 and 2000 over LDPC coded system.
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Figure 5.13: MSE vs. Eb/N0 of the averaging block pilot using the same weight
factor a=0.1 and different frame - 10, 100, 500 and 2000 over LDPC coded system.
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Figure 5.14: The BER performance by using averaging block pilot with the
frame=500 and different weight factor - 0.9, 0.5, 0.1 and 0.01 over LDPC coded
system.

system with the 0.01 weight factor is larger than the 0.1 weight factor system. In

conclusion, the block pilot system with the 0.1 weight factor averaging approach can

give the best BER performance and lowest MSE. The following simulation about

other types of the channel estimation methods are all under the 0.1 weight factor to

investigate the BER performance and the MSE results.

As it can be seen in Fig. 5.16, the BER performances over both block pilot and

comb pilot systems demonstrate a significant improvement by using the averaging

method. At the BER of 10−5, the SNR gap between averaging process and non-

averaging process over block pilot and comb pilot methods are 0.6 dB and 0.9 dB,

respectively. The value of MSE of both channel estimation approaches are reduced

rapidly, which is displayed in Fig. 5.17. Meanwhile, the performance of the block

pilot is better than the comb pilot because only noise can affect the performance of

channel estimation in the block pilot with the constant mimo-PLC CFR. However,

the comb pilot system can be affected by not only the noise but also the error of

interpolation method. With the same value of the P-I Ratio and the constant CFR

of the MIMO-PLC, the performance of the block pilot is always better than the
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Figure 5.15: The MSE vs. Eb/N0 by using averaging block pilot with the frame=500
and different weight factor - 0.9, 0.5, 0.1 and 0.01 over LDPC coded system.
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pilot method over LDPC coded system.
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Figure 5.17: The MSE vs. Eb/N0 over the averaging block pilot and the comb pilot
method over LDPC coded system.

comb pilot.

5.7.4 M-ary QAM input signal in channel estimation system

Nowadays, many kinds of researches are focus on the higher-order QAM modulation

to increase the transmission speed in the transmitter part. As the order of QAM

increased, the BER performance became worse even the speed of transmission was

faster. In [109], the calculation of QAM bit error probability has been presented.

The research plotted the BER performance of the system is reduced with the higher-

order QAM modulation. In this thesis, the proposed averaging approach has been

investigated in higher-order QAM systems as well. As it can be seen in Fig. 5.18, the

BER performance by using the averaging block and the comb pilot over 64-QAM,

256-QAM and 1024-QAM input signal are attained and give a contrast between the

original PLC system performance and estimated channel performance. As excepted,

the averaging approach using in any pilot design can give a massive improvement in

BER performance. the BER performance over estimated CFR is very close to that

of the original CFR.
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Figure 5.18: BER performance over the averaging block and comb pilot system with
64, 256 and 1024-QAM input signal over LDPC coded system.

Fig. 5.19 shows the MSE vs. Eb/N0 over the averaging block and the comb pilot

system with 64-QAM, 256-QAM and 1024-QAM input signal. All the values of MSE

are no larger than −26 even the Eb/N0 is 0 dB, in other words, the estimated CFR

produced by either Av-comb pilot or Av-block pilot is very close to the original

CFR. Moreover, the averaging block method has slightly better performance than

the averaging comb pilot method. Even more interesting is that the MSE of the

higher-order QAM system (1024-QAM) is lower than the MSE of lower-order QAM

(64-QAM). In the simulations, the value of pilot is defined as

P = (
√
M − 1) + (

√
M − 1)j. (5.57)

As the value of M increased, the magnitude of pilot value increased, and the power

of the pilot data became more extensive, the impact of the noise reduced. Thus, the

MSE of the higher-order QAM system is reduced and the estimated CFR is closer

to the original CFR.
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Figure 5.19: The MSE vs. Eb/N0 over the averaging block and the comb pilot
system with 64, 256 and 1024-QAM input signal over LDPC coded system.

5.7.5 The averaging channel estimation method over SαS

noise channel

In Chapter 4, the SαS distribution noise channel has been investigated in the SISO-

PLC system. In this section, the investigation is focused on the channel estimation

MIMO-PLC system. Fig. 5.20 demonstrated a comparison of the BER vs. Eb/N0

for both the averaging block pilot and the averaging comb pilot MIMO-PLC channel

estimation system over either SαS noise or AWGN. At a BER of 10−5, the Eb/N0

of the averaging block pilot over the AWGN noise channel is about 6.6 dB, and the

averaging comb pilot is about 6.8 dB. Both methods have better BER performance

of the system over SαS noise channel, which is about 7.8 dB Eb/N0. Fig. 5.21 derived

the MSE of two types channel estimation methods using in MIMO-PLC system over

SαS noise and AWGN. Even the SαS distribution noise (α = 2) conforms to Gaussian

distribution and the averaging approach can improve the system’s performance, the

impulsive noise still have a more significant impact on the MIMO-PLC system than

the AWGN. Thus, the value of MSE by using both pilot methods is increased over

SαS noise.
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Figure 5.20: The BER performance in channel estimation LDPC coded system over
SαS noise and AWGN.
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Figure 5.21: The MSE vs. Eb/N0 in channel estimation LDPC coded system over
SαS noise and AWGN.
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5.7.6 The averaging channel estimation method using the

MRC equalizer

In Chapter 4, the MRC equalizer at the receiver part can optimize the SISO-PLC

performance. In this section, the MRC technology is utilized in the MIMO-PLC

system as well. Moreover, the estimated CFR has been investigated to produce the

MRC equalizer and demonstrated a the BER performance contrast between both

two types of pilot design methods. Fig. 5.22 derives the BER performance over the

original PLC system and both averaging block and comb pilot systems with MRC

equalizer. Compared to Fig. 5.16, the performance of the MIMO-PLC system has

considerable optimization. For the MRC equalizer, the Eb/N0 is lower than 7 dB

when the BER of 10−7. On the other hand, the Eb/N0 is about 7 dB when the BER

is more significant than 10−7 with the MMSE equalizer. Fig. 5.23 plots the MSE of

both two pilot methods over the MRC equalizer. Compared to Fig. 5.17, the value

of both MSE are totally same. In other words, the different type of the equalizer

cannot affect the performance of the channel estimation method. Back to Fig. 5.22,

There are noticeable differences in the BER performance between the two-channel

estimated systems and the original system. Thus, based on these results it can be

concludes that using the MRC equalizer, the slight difference of CFR is amplified

and this leads to the BER performance to become more prominent.

80



5.7 Results

0 1 2 3 4 5 6 7

E
b
/N

0
 (dB)

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

B
E

R

Original Channel

Averaging Block

Averaging Comb

Figure 5.22: The BER performance in both the averaging block pilot and the comb
pilot over LDPC coded system by using MRC equalizer.
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Figure 5.23: The MSE vs. Eb/N0 in both the averaging block pilot and the comb
pilot over LDPC coded system by using MRC equalizer.
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5.8 Summary of the Chapter

In this Chapter, it can be focused on the investigation of the performance of different

channel estimation methods. Two types of pilot design, i.e. block pilot and comb

pilot have been introduced and their BER performance has been investigated for

different P-I Ratios. The numerical results ontained show that for a P-I Ratio of 1:8

is optimal in terms of BER performance at minimal signal overhead. Furthermore,

two interpolation methods were investigated for the comb pilot based channel esti-

mation. The BER performance for these two systems has been plotted in Fig. 5.10

and Fig. 5.11. The comb pilot systems utilized spline interpolation method to ob-

tain improved BER performance and lower MSE. Finally, the proposed averaging

approach has been presented in this Chapter to further improve the performance of

traditional channel estimation methods. Fig. 5.16 to Fig. 5.21 plotted the results of

both block and comb pilot combined with the averaging process for different condi-

tions of the MIMO-PLC channel system, including the higher-order QAM and SαS

based impulsive noise. According Fig. 5.16 and Fig. 5.17, At the BER of 10−5, the

SNR gap between averaging process and non-averaging process over block pilot and

comb pilot methods are 0.6 dB and 0.9 dB, respectively. According to other results,

using the averaging approach, the estimated CFR produced by both block and comb

pilot methods closely matches the original MIMO-PLC CFR over MIMO-PLC. The

BER performance over other conditions of the MIMO-PLC systems can also have a

greater improvement.
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Chapter 6

Nonzero-Comb Pilot

6.1 Introducion

In the 2 × 2 MIMO systems, the pilot space of zero-comb pilot approach is 16 to

get a P-I Ratio of 1:8 over each frame. Thus, the interpolation method cannot ac-

curately estimate CFR by such a large gap between each pilot. Thus, there is no

significant improvement in the BER performance over MIMO-PLC system by using

zero-comb pilot design. In this Chapter, a novel pilot design method is proposed

referred to as NZCP in order to fix the problem introduced by the zero-comb pilot

insertion required to avoid pilot contamination in MIMO systems. The NZCP re-

moves the zero data and maintains the P-I Ratio of 1:8. Meanwhile, the impact of

channel interference brought by the MIMO system can be eliminated as well. The

novel idea of the NZCP design is elaborated at the beginning. Furthermore, the

derivation process of the proposed pilot design method is described. Moreover, the

caculation of NZCP MSE is computed. In addition, the averaging approach is uti-

lized in the NZCP design and gives a vast improvement in terms of BER and MSE

performance. Finally, the numerical results sectopm provides the a performance

comparison between NZCP and alternative types of pilot estimation methods.

6.2 Novelty of the proposed NZCP approach

The received signal on pilot position at the first receiver of the 2 × 2 MIMO-PLC

channel can be defined as

R1
p = H1,1

p X1
p +H2,1

p X2
p +WS

1
p, (6.1)
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Figure 6.1: Nonzero comb pilot model.

where R1 is received signal at the first receiver, H1,1 and H2,1, are the original

CFR from two transmitters, X1 and X2 are the two transmitted signals for two

transmitters, WS
1 is the noise part of the first receiver and p is the index of pilot

position. Even the input and the output signal are all known with the ignoring noise

part, the function cannot get the solution of two values of CFR. To solve for the

two unknown channel gains - H1,1 and H2,1, we need two functions. The zero-comb

pilot method is achieved by inserting zeros in pilot subcarriers of adjacent MIMO

channels. There is only one unknown variable in the zero-comb pilot function.

Pilot contamination will result in an underdetermined system of equations with two

unknown variables and only two equations to solve the problem. The proposed

NZCP method to estimate the channel interference is presented next.

6.3 Analysis of the NZCP

To solve the 2× 2 system of equations in (5.9) for the four unknown channel gains,

H1,ρ
p and H2,ρ

p , ρ = {1, 2}, with one received OFDM symbol is impossible, since the

system is underdetermined. To overcome this problem, we assume the PLC channel

is static over two received OFDM symbols and use two subsequent received symbol

vectors to solve (6.1), that is

Rρ
p(ζ) = H1,ρ

p X1
p (ζ) +H2,ρ

p X2
p (ζ) +WS

ρ
p(ζ), (6.2)

where Rρ
p is the received OFDM signals, ζ = {1, 2} denotes the OFDM symbol

index. The proposed nonzero comb pilot system model with a the pilot spacing of

8 can be seen in Fig. 6.1, where the number of pilot subcarriers is Np = 512, and
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total number of subcarriers is Nfft + Np = 4608. According to (6.2), the original

channel frequency response can be derived as

H1,ρ
p =

Rρ
p(1)−H2,ρ

p X2
p (1)−WS

ρ
p(1)

X1
p (1)

, (6.3)

H2,ρ
p =

Rρ
p(2)−H1,ρ

p X1
p (2)−WS

ρ
p(2)

X2
p (2)

. (6.4)

Combining (6.3) and (6.4), we can only solve for one of the unknown elements, i.e.

the value of H1,ρ
p , that is

H1,ρ
p =

Rρ
p(1)− Rρp(2)−H1,ρ

p X1
p(2)−WS

ρ
p(2)

X2
p(2)

X2
p (1)

X1
p (1)

−
WS

ρ
p(1)

X1
p (1)

(6.5)

After straight forward mathematical manipulations, H1,ρ
p can be re-written as

H1,ρ
p =

Rρ
p(1)X2

p (2)−Rρ
p(2)X2

p (1)

X1
p (1)X2

p (2)−X2
p (1)X1

p (2)
+ V 1,ρ

p , (6.6)

where V 1,ρ
p represents the value of the noise part of the signal given as

V 1,ρ
p =

∣∣∣∣WS
ρ
p(2)X2

p (1) +WS
ρ
p(1)X1

p (1)

X1
p (1)X2

p (2)−X2
p (1)X1

p (2)

∣∣∣∣ . (6.7)

To estimate the CFR, the noise part in is ignored in (6.6), i.e.

H̃1,ρ
p = H1,ρ

p − V 1,ρ
p (6.8)

H2,ρ
p is computed using a similar approach.

It can be shown that the estimated CFR matrix of MIMO-PLC in nonzero-comb

pilot system can be computed as

H̃1,ρ
p = H1,ρ

p − V 1,ρ

=
Rρ
p1X

2
p (2)−Rρ

p(2)X2
p (1)

X1
p (1)X2

p (2)−X2
p (1)X1

p (2)
, (6.9)
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H̃2,ρ
p =

Rρ
p(1)X1

p (2)−Rρ
p(2)X1

p (1)

X2
p (1)X1

p (2)−X1
p (1)X2

p (2)
. (6.10)

The NZCP approach requires the following condition, which is necessary to avoid

a zero in the denominator of (6.6), i.e.

X2
p (1)X1

p (2) 6= X1
p (1)X2

p (2). (6.11)

As the OFDM symbol in the frequency domain is complex-valued, we need to

consider both the real and imaginary parts of the pilot symbols. Thus, we can

rewrite (6.11), the condition of the pilot design as

Re{X2
p (1)X1

p (2)} 6= Re{X1
p (1)X2

p (2)}, (6.12)

Im{X2
p (1)X1

p (2)} 6= Im{X1
p (1)X2

p (2)}. (6.13)

To improve the SNR and thus the channel estimation and BER performance, it

is advantageous to use for pilots QAM constellation symbols that are the farthest

away from the origin (0,0), as they have the highest energy. To achieve this, the

value of all the pilots in the NZCP are selected as

X1
p (1) = X2

p (1) = X1
p (2) = −X2

p (2) = (
√
M − 1)(1 + j), (6.14)

where M denotes the order of QAM and j2 = −1. It is worth noting that X2
p (2) =

−(
√
M − 1)(1 + j) so that the condition is met (6.11).

The nonzero-comb pilot method does not need zero data to avoid channel inter-

ference. In other words, it can save half the number of pilot positions and transmit

the information data instead to increase the channel capacity.

6.4 MSE of NZCP

Using (5.14), (6.7) and (6.8), the MSE of the NZCP method can be given as

V 1,ρ
p = |H1,ρ

p − H̃1,ρ
p |

=

∣∣∣∣WS
ρ
p(2)X2

p (1) +WS
ρ
p(1)X1

p (1)

X1
p (1)X2

p (2)−X2
p (1)X1

p (2)

∣∣∣∣ .
(6.15)
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Here, Xp represents the pilot symbols and can be replaced by P . Hence, (6.15) can

be re-written as

∣∣∣H1,ρ
p − H̃1,ρ

p

∣∣∣ =

∣∣∣∣WS
ρ
p(2)P +WS

ρ
p(1)P

−PP − PP

∣∣∣∣
=

∣∣∣∣WS
ρ
p(1) +WS

ρ
p(2)

2P

∣∣∣∣ .
(6.16)

Combining (5.14) and (6.16), the MSE of NZCP method can be demonstrated as

MSEnz = 10 log10

 1

Nfft

Nfft∑
nfft=1

∣∣∣∣∣WS
ρ
nfft

(1) +WS
ρ
nfft

(2)

2P

∣∣∣∣∣
2
 . (6.17)

where Xτ,ρ
nfft

is the value of block pilot and P is the value of comb pilot.

6.5 Results

This section focus on the performance of the proposed NZCP channel estimation

method. The research results will be displayed from the following aspects. First of

all, the investigation focused on the impact of the P-I Ratio on the performance of

the NZCP system. Meanwhile, the result plots the performance contrast between

the block/comb pilot and the NZCP system. Secondly, the optimal extent of the

averaging approach to the NZCP method has been derived in this section. Further-

more, the proposed averaging NZCP method is utilized over the high order QAM

system and optimizes the system’s performance. Moreover, the BER performance

and MSE value by using the averaging NZCP method over SαS noise channel have

been demonstrated. Finally, an MRC equalizer is applied in the estimated channel

system to optimize the BER performance of the estimated channel system.

6.5.1 NZCP and averaging NZCP over 16-QAM system

Fig. 6.2 plots the BER performance over the NZCP method system with P-I Ratio is

1:2, 1:4, 1:8, 1:16, 1:32 and 1:64. As it can be seen in this figure, there is no difference

between the BER performance with 1:2, 1:4,1:8 and 1:16 P-I Ratios. When the P-I

Ratio reduced to 1:32, the Eb/N0 is about 7.9 dB at a BER of 10−6. For the 1:64

rate system, the BER performance cannot be lower than 10−3 even the value of SNR
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Figure 6.2: BER performance of the NZCP method using the ratio of pilot and
information data as 1:2, 1:4, 1:8, 1:16, 1:32 and 1:64 over LDPC coded system.

increases to 12 dB.

Fig. 6.3 derives the MSE vs. Eb/N0 of the NZCP method with the different P-I

Ratio system. Compared to the results of the comb pilot method, which have been

shown in Fig. 5.8 and Fig. 5.9, The value of MSE should be lower than−15 dB so that

the system can get a more accurate estimated CFR and the BER performance can

be close to the original PLC channel. It is worth noting that the BER performance

and the value of MSE in the 1:32 P-I ratio comb pilot system are more similar to

the 1:64 P-I rate NZCP system. Thus, the important number of elements contrast

between comb pilot and NZCP has been demonstrated in the table. 6.1. It is worth

noting that the BER results cannot reduce to 10−2 over the both 1:64 P-I rate NZCP

and zero-comb pilot systems. The table uses Eb/N0 = 7 as a condition to give a

contrast of the BER value between different P-I Ratio systems.

The pilot gap denotes the length of data between two pilots’ data except for

the zero data. The BER performance and the value of MSE in the 1:32 P-I Ratio

comb pilot system are more similar to the 1:64 P-I Ratio of NZCP system because

they have the same pilot gap. Hence, we can summarize that the pilot gap has
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Figure 6.3: MSE vs. SNR of the NZCP method using the ratio of pilot and infor-
mation data as 1:2, 1:4 and 1:8 over LDPC coded system.

Table 6.1: NZCP vs. traditional comb pilot (Eb/N0=7).

P-I Rate Method Pilot Zero Information Pilot gap BER

1:8
Comb 256 256 4096 16 5.5× 10−4

NZCP 512 0 4096 8 1.79× 10−5

1:16
Comb 128 128 4096 32 1.6× 10−3

NZCP 256 0 4096 16 2.16× 10−5

1:32
Comb 64 64 4096 64 6.6× 10−2

NZCP 128 0 4096 32 1× 10−4

1:64
Comb 32 32 4096 128 0.259
NZCP 64 0 4096 64 0.071
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Figure 6.4: The contrast between the BER performance over NZCP, Block and
Comb pilot system.
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pilot system.
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Figure 6.6: The BER performance by using averaging NZCP.

the most significant impact on the performance of the interpolation method. We

can conclude that the performance of the channel estimation method. That is

because the performance of the interpolation method can be affected by the density

of the pilot over the input symbols. As the pilot gap reduces, the number of the

pilot increases, the error of the interpolation becomes lower and the performance

of interpolation method is improved. Besides, with the same pilot gap, the NZCP

method can avoid the interference of the channel without the zero data. So that the

zero data positions can be saved to transmit the information data. Thus, the BER

performance and MSE contrast between block, comb and NZCP with 1:8 P-I Ratio

are plotted in Fig. 6.4 and Fig. 6.5. At a BER of 10−5, there is an improvement in

Eb/N0 of 0.3 dB against the block and the comb approaches by using the NZCP,

respectively. Furthermore, the MSE of the NZCP method is lower 2.8 and 3.6 dB

against the block pilot and the comb pilot at a Eb/N0 of 9 dB. It is evident that the

NZCP can rapidly optimize the performance of the system than other traditional

channel estimation methods.

As it can be seen in Fig. 6.6, the BER performance of the proposed averaging

NZCP methods outperforms the proposed NZCP approach. This also the case when
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Figure 6.7: The MSE vs. SNR by using averaging NZCP.

averaging is utilized to improve performance against AWGN. There is approximately

0.5 dB improvement in Eb/N0 between the averaging NZCP and the proposed NZCP

without averaging approach, respectively. The improvement of the MSE of the

averaging NZCP method can be seen in Fig. 6.7. There is more than 12 dB MSE

gap between two methods at a Eb/N0 of 8 dB.

It is worth noting that when the P-I Ratio reduce to 1:32, the averaging approach

cannnot optimize the performance of the channel estimation system anymore. In

Fig. 6.8 and Fig. 6.9, there are almost identical between the performance of the

averaging NZCP and non-averaging NZCP method under both 1:32 and 1:64 P-I

Ratio.

6.5.2 Averaging NZCP for higher-order QAM systems

The results of the averaging NZCP method using in higher order QAM system

can be seen in Fig. 6.10 and Fig. 6.11. Compared to the block and comb pilot

approaches, the averaging NZCP can give a better BER performance in higher order

QAM system. The BER performance of the channel estimation system is extremely

close to the original PLC channel system. Meanwhile, the MSE of averaging NZCP
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Figure 6.8: The BER performance by using NZCP and averaging NZCP over 1:32
and 1:64 P-I Ratio.
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Figure 6.10: The BER performance over averaging NZCP system with 64-QAM,
256-QAM and 1024-QAM input signal.
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Figure 6.12: The BER performance by using averaging NZCP system over SαS noise
and AWGN.

becomes lower against both block and comb pilot methods. There is the same

situation compared with the block pilot system that as the order of QAM increased,

the MSE of the system became lower.

6.5.3 Averaging NZCP over SαS noise channel

Fig. 6.12 and Fig. 6.13 display the BER performance and MSE results comparison

between the SαS noise channel system and AWGN channel system by using the aver-

aging NZCP channel estimation approach. Compared to the AWGN noise channel,

the estimated channel by using the averaging NZCP over SαS noise can also give a

great BER performance compared to the original channel result. It is evident that

the averaging NZCP method can be utilized to improve the performance of channel

estimation approach over any Gaussian distribution noise channel.

6.5.4 Averaging NZCP with MRC equalizer

In Fig. 6.14, the BER performance by using the averaging NZCP pilot over MRC

equalizer has been derived to make a comparison to the system over MMSE equalizer.
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Figure 6.13: The MSE vs. SNR by using averaging NZCP system over SαS noise
and AWGN.
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Figure 6.14: The BER performance over averaging NZCP system with MRC equal-
izer.
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6.6 Summary of the Chapter

As the receiver does not affect the estimated CFR, the MSE of both equalizers should

be the same. The BER performance of the averaging NZCP system can also be close

to the usual performance trend. That means the averaging NZCP method can be

utilized in the system with an MRC equalizer.

6.6 Summary of the Chapter

In this Chapter, the investigation focused on the proposed NZCP method for MIMO-

PLC systems. The numerical results presented show that at a P-I Ratio of 1:8, the

BER performance is the best and pilot overhead and channel capacity are optimal.

Moreover, both comb pilot and NZCP methods depend on the performance of the

interpolation method utilized. The NZCP approach allows the density of the pilot

to increase, thus making the pilot gap became smaller. This in turn improved

the performance of the pilot interpolation method and resulted in improved BER

performance for both the comb pilot and NZCP approaches. Furthermore, it was

demonstrated that the NZCP can save half of the pilot capacity at the same pilot

gap compared to the traditional zero-comb pilot method while maintaining the BER

performance. Furthermore, it was shown that the averaging approach can immensely

improve the performance of the NZCP method. Finally, the BER performance of

the NZCP method using averaging has been demonstrated for different higher-order

QAM systems. The MSE results show that there is a slight difference between the

estimated CFRs and the perfectly known CFRs by using the averaging-NZCP in

the higher-order QAM system. Thus, the BER results over these systems have little

difference between the perfectly known channel and estimated channel. Meanwhile,

the BER results of the estimated PLC system over the SαS impulsive noise channel

has a greater improvement by utilizing the averaging-NZCP method as well.
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Chapter 7

Conclusions and Future Work

7.1 Conclusion

The investigation of this thesis is focused on the optimization of the performance

of the PLC system. In SISO-PLC, LDPC and polar code are presented to utilize

in the multipath PLC channel system. As the effect of SαS distribution impulsive

noise on the PLC system had not been considered, this thesis compares the impact

of AWGN and SαS noise on the performance of the PLC channel system. Moreover,

the proposed MRC equalizer in the receiver part has been presented. Because of

the real-valued OFDM input signal produced by the Hermitian symmetry, the MRC

can reduce the impact of debilitation to a greater extent than the ZF and MMSE

equalizer.

Furthermore, the channel estimation technology has been investigated in the

MIMO-PLC channel system. The traditional block and comb pilot design methods

have been utilized in the MIMO-PLC to estimate the CFR and give similar per-

formance to the original PLC channel system. According to the results, there are

still big gap between the BER performance over the estimated channel system and

the original system. Thus, the proposed averaging approach has been presented

to optimize the standard pilot design methods. Finally, to eliminate the impact of

the channel interference of multiple channel systems and remove the zero data of

the comb pilot method to increase the transmitter’s capacity, the proposed NZCP

has been constructed and utilized in the MIMO-PLC channel system. Meanwhile,

combining with the proposed averaging approach, the MIMO-PLC channel system

using averaging NZCP approach could demonstrate the best BER performance of
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all channel estimation methods in this thesis.

In Chapter 4, the construction of SISO-multipath PLC with coded real-valued

OFDM input signal over SαS noise channel was presented. As the symmetric OFDM

input signal in frequency domain and asymmetric PLC channel frequency response,

the proposed MRC equalizer in receiver part can give better a result than the ZF and

MMSE equalizer over either AWGN or SαS noise channel. In addition, the BER

performance contrast between LDPC and polar code over PLC channel has been

derived. With the different conditions of the system, including different order QAM

input signal, the different value of α in SαS noise channel and different multipath

PLC channel systems, the BER performance by using LDPC code system is always

better than that of the polar code system.

Chapter 5 constructed the MIMO-PLC channel with the LDPC coded system.

The channel estimation methods - the block pilot and the comb pilot, have been

utilized in MIMO-PLC system in this chapter. With the same P-I Ratio, the same

length of the input signal and the OFDM input symbols, the block pilot can es-

timate a better BER performance over PLC channel rather than the comb piot.

Furthermore, the proposed averaging approach had been utilized in both block and

comb pilot methods to reduce the impact of the noise. The investigation indicated

that both the frame (averaging time) of the system and the weight factor of the

averaging approach could affect the performance of the channel estimation method.

Meanwhile, with the 500 frames of the system and 0.1 weight factor, the BER perfor-

mance over the estimated system is better than other values of these two elements.

The BER performance by using both block and comb pilot without the averaging

approach is much worse than the estimated system with the averaging approach.

Moreover, there is almost the same BER performance by using the averaging pro-

cess as the original PLC channel.

The proposed NZCP design is presented in chapter 6. To avoid interference

from Multi-channel, the traditional comb pilot added zero data which is the same

size as the pilot data in MIMO-PLC channel system. The proposed NZCP method

only allowed the pilot data to insert the information QAM symbol. Thus, the new

method can save the transmitter data’s position to increase the channel’s capacity

while optimizing the BER performance. Combining with the proposed averaging

approach, the performance of the NZCP system has dramatically improved as well.

In conclusion, the multipath SISO-PLC model over SαS noise channel, includ-
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ing the real-valued OFDM input signal, has been constructed. The proposed MRC

equalizer has been utilized to reduce the impact of the noise at the receiver end.

In the MIMO-PLC system, the primary investigation is focused on the optimiza-

tion of the channel estimation method. With the proposed averaging process, the

performance of the block and comb pilot system can give a dramatically significant

improvement. New pilot design method - NZCP can be satisfied to avoid interfer-

ence and improve the performance of the estimated system. Finally, the proposed

NZCP method with the averaging approach had been demonstrated to maximize

the system’s BER performance than other channel estimation methods.

7.2 Future works

The following suggestions can be considered in future research based on the work

reported in this thesis.

• The construction of LDPC code in either SISO-PLC or MIMO-PLC is cre-

ated by the Gallager random construction method because of low complexity.

However, other types of LDPC construction method such as progressive edge

growth (PEG) can give a better BER performance over the fading channel.

In future work, the LDPC construction can be change to other types of the

construction method to enhance the PLC coded system.

• In the MIMO-PLC channel estimation system, as the averaging process can

extremely improve the performance of both block and comb pilot methods,

there is little difference between the estimated CFR and the original CFR.

Both block and comb pilot can be combined as a new pilot design method.

Each block contains several OFDM symbols and one pilot symbol. This pilot

symbol subcarriers can include not only the pilot data but also the informa-

tion data and use interpolation method to compute the estimated CFR. Even

the BER performance of this method may become worse, the number of the

transmitted pilot data can be decreased. In other words, the capacity of the

channel can be increased. However, the averaging approach utilized in this

pilot method can greatly optimize the performance of the estimated system.

This kind of pilot design method will be good research in future work.
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• The precoding technology can be inserted in the MIMO-PLC estimated chan-

nel system.

• In chapter 5, the weight factor of the averaging approach investigation is a

constant value. For the Gaussian distribution noise channel, the best weight

factor should suit the number of the frame to give the accurate average value

of the estimated CFR to avoid the impact of the Gaussian distribution noise.

Furthermore, the non-Gaussian distribution noise channel should match the

different weight factors of the averaging approach. Thus, the subsequent in-

vestigation will be focused on other kinds of non-Gaussian distribution noise

channel by using averaging channel estimation approach.

• Combining the block pilot and the NZCP method, presented in chapter 6,

the new pilot design can be produced to optimize the performance of channel

estimation technology.
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