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Abstract

The traditional view in control theory connects sensing, actuation, and computation in a
feedback loop to provide stability, performance, and robustness. In recent years, the control
community has started looking at controlling systems such as trustworthy autonomous
systems and networked systems to satisfy complex requirements. The question has then
changed to address dynamic, interconnection, and computing in a unified and scalable
framework against high-level logical requirements including safety. Such a comprehensive
framework is needed especially for the design of safety-critical systems.

The requirements on the system’s behaviour can generally be expressed as temporal logic
specifications. Such specifications express formally how the system should behave as time
passes. Examples of logical specifications include: always staying in a safe region, reach a
destination within a certain time, and visit a region infinitely often.

A prominent approach for formal control synthesis against logical specifications is to use
abstraction-based methods. Due to the complex nature of the system dynamics that evolve
over continuous or hybrid spaces, an abstract model is first constructed that approximates the
dynamical system’s behaviour with a simple finite model. Analysing the finite-state model
is more accessible than the continuous-state model, and efficient computational methods
are available from Computer Science literature using compact data structures. There exists
a gap between the dynamical behaviour of the original model and the abstraction that is
considered to guarantee the satisfaction of the specification on the original model. This gap
is generally addressed by ensuring that the abstract model over-approximates the behaviour
of the original model or by making the specification more conservative.

This thesis aims to push the boundaries of abstraction-based methods by making them
applicable to large-scale systems that operate in an uncertain environment using data-driven
compositional learning approaches. Formal abstraction-based synthesis schemes rely on a
precise mathematical model of the system to build a finite state abstract model. Their usage
is limited to small-scale models because the finite abstract model is generally constructed
by state space discretisation. This thesis will address the above limitations by making the
following contributions.
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The first contribution of this thesis is to make abstraction-based schemes applicable
when the system dynamics is unknown. We study the formal synthesis of controllers for
continuous-space systems with unknown dynamics to satisfy requirements expressed as
linear temporal logic (LTL) formulas. We propose a data-driven approach that computes the
growth bound of the system using a finite number of trajectories. The growth bound gives
the distance between the trajectories started from different initial states. The growth bound
and the sampled trajectories are used to construct the abstraction and synthesise a controller.
Our approach casts the computation of the growth bound as a robust convex optimisation
program (RCP). Since the unknown dynamics appear in the optimisation, we formulate a
scenario convex program (SCP) corresponding to the RCP using a finite number of sampled
trajectories. We establish a sample complexity result that gives a lower bound for the number
of sampled trajectories to guarantee the correctness of the growth bound computed from the
SCP with a given confidence.

The second contribution of this thesis is to address the scalability of abstraction-based
methods for systems that are influenced by random uncertainties. We design model-free
reinforcement methods to satisfy temporal properties on unknown stochastic systems with
continuous state spaces. We show how reinforcement learning (RL) can be applied for
computing policies that are finite-memory and deterministic, using only the paths of the
stochastic process. We address properties expressed in LTL and give a path-dependent reward
function maximised via the RL algorithm. We develop the required assumptions and theories
for the learned policy to converge to the optimal policy in the continuous state space.

The third contribution of this thesis is to provide a formal compositional synthesis
approach designed for large-scale interconnected systems. We introduce a novel RL scheme
to synthesise policies for networks of continuous-space stochastic control systems with
unknown dynamics. The proposed compositional framework applies model-free two-player
RL in an assume-guarantee fashion and compositionally compute strategies for continuous-
space interconnected systems without explicitly constructing their finite-state abstractions.
This approach gives a guaranteed lower bound for the probability of property satisfaction by
the interconnected system based on those of individual controllers over subsystems.

As our last contribution, we address the use of average-reward RL for controller syn-
thesis with formal convergence guarantees. Previous approaches rely on using discounted
RL with formal guarantees that hold only when the discounting factor convergences to
one. Discounted RL prioritises the short-term behaviour of the system over the long-term
performance. To satisfy an LTL property, we need to choose the discounting factor close to
one, leading to the instability of the learning algorithms. An alternative to discounted RL is
to use the average objective without discounting, which inherently focuses on the system’s
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long-term behaviour. We restrict our attention to specifications corresponding to absolute
liveness properties (i.e., those that cannot be invalidated by a finite prefix). We propose a
translation from absolute liveness properties to an average reward objective for RL. This
reduction can be made on the fly without full knowledge of the system, thereby enabling the
use of model-free RL algorithms.

The contributions made during the course of this PhD enable us to perform formal con-
trol synthesis against high-level logical specifications on larger classes of systems. This is
achieved by designing novel data-driven and learning methods with proper formal (conver-
gence or closeness) guarantees.
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Chapter 1

Introduction

1.1 Motivation

Driven by advancements in data analysis, artificial intelligence, and mathematical modelling,
Cyber-Physical Systems (CPS) development and analysis are employed across many disci-
plines, from smart grids to medical devices to robotic systems. CPS integrate computing
devices that interact with the physical world through sensors and actuators. The economic
and societal potentials of these systems attract significant investments worldwide to develop
the technology. The challenge of design and analysis to ensure the reliability of such systems
has attracted researchers from academia and industry.

Central to the analysis of CPS is control theory, a well-studied field with many mathemat-
ical tools for design and analysis. The design of controllers requires modelling the dynamics
of the physical systems. Although we are seeking to design controllers for specific tasks, we
expect a high level of confidence in the correct performance of the system because errors
can lead to unacceptable consequences such as loss of life. Specifically, in safety-critical
systems, safety has a higher priority over other design objectives.

The traditional approach for checking the performance of a system is by extensive testing
and validation. However, a more thorough approach involves writing mathematically precise
requirements of the desired task and checking whether the system’s model meets them. This
framework leads to model-based approaches for controller design. The goal of modelling
in system analysis is to provide mathematical abstractions to manage design complexity.
Abstraction-based approaches use a mathematical abstraction as part of the framework for
analysis and synthesis. However, constructing a sufficiently accurate model could be costly
and time consuming. Data-driven approaches provide a solution for such cases when a model
of the system is not available or is difficult to construct.
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As CPS include numerous subsystems, the complex network structure, heterogeneity, and
nonlinearity make it increasingly challenging to use traditional optimisation algorithms. This
complexity motivates the effective use of artificial intelligence (AI) and machine learning
(ML) methods.

Reinforcement learning (RL), as one essential ML paradigm in AI, has been adopted to
address some of these issues. RL refers to learning through interaction and experience, which
translates to exploration and exploitation. RL is a process through which an agent learns
from its own experience. The agent has some states, actions, and rewards, an initial state
and a task to accomplish. After it learns through mistakes, it can take an optimal action in
each state that steers it toward accomplishing the task. In RL, we have the notion of reward,
which makes it different from the traditional ML algorithms, such as supervised learning and
unsupervised learning. The notion of reward validates the predicted output of the system. In
this way, we can consider the reward as a lens to reaching the goal.

Traditional RL algorithms use an ad-hoc approach for designing the reward function.
However, designing a reward function is not a trivial task. In this way, choosing an inappro-
priate reward structure may lead to finding an incorrect policy. A more thorough approach
involves writing mathematically precise requirements of the desired task and translating them
into an appropriate reward function.

To check that the RL algorithm works appropriately, the designer must represent the tasks
in a mathematically precise manner. We can usually express these tasks as temporal logic
formulas covering a range of specification formalisms and associated techniques for formal
verification. We can classify these properties into two main groups: safety properties and
liveness properties. A safety requirement asserts that “nothing bad ever happens”. On the
other hand, a liveness requirement asserts that “something good eventually happens.” Most
of the desired tasks for dynamical systems can be represented as a combination of safety and
liveness properties.

In model-based approaches, analysis tools like model checkers allow the designer to
check that the system accomplishes the task. The same reasoning applies when we intend to
use data-driven approaches. The designer needs to represent the tasks in a mathematically
precise manner. However, the goal is to provide a formally correct translation from these
temporal logic formulas into a reward function. We are looking for a correct translation from
a temporal logic formula to a reward function.

This thesis studies whether we can provide a translation from a task to a reward function
with correctness guarantees. In this way, throughout this thesis, we examine different RL
paradigms and how we can translate a task into a reward machine. The RL algorithms we
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explore in this thesis do not require constructing an explicit model of the underlying system,
and in this sense, they are all model-free.

1.2 Aims and objectives

This thesis studies formal model-free reinforcement learning algorithms while providing
correctness guarantees for the translation of temporal properties into reward functions. The
objectives of the research are as follows.

• Study the problem of model-free formal policy synthesis to satisfy a temporal property
when we have an underlying stochastic continuous state dynamical system.

• Investigate the problem of model-free formal policy synthesis for temporal properties
when we have a continuing task without any resetting and an average reward objective.

• Develop data-driven abstraction-based approaches for temporal properties and also
providing a lower bound for the probability of satisfaction and sample size complexity.

• Applying compositional formal RL algorithms and using game-theoretic approaches
to improve the scalability of traditional RL algorithms.

• Provide a data-driven approach for efficient construction of finite abstractions of
continuous systems.

1.3 Contributions

The contributions of this thesis are as follows:

• We develop a data-driven abstraction-based algorithm for formal control synthesis
of continuous systems. In comparison to existing results, our novel approach does
not allow violation of the property on any subset of the state space, which leads to a
correct lower bound for the probability of satisfaction. This algorithm and its sample
complexity are presented in Chapter 3.

• We develop a compositional framework that applies model-free two-player RL in an
assume-guarantee fashion. It compositionally computes strategies for continuous-space
interconnected systems without explicitly constructing their finite-state abstractions.
The algorithm and the associated guaranteed lower bound for the probability of satis-
faction for the network are presented in Chapter 4.
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• We develop a translation from a temporal task to an RL objective. We investigate
reductions without full knowledge of the system and develop the required assumptions
and theories for the convergence of the learned policy to the optimal policy in Chapter 5.

• We develop a translation from the temporal properties to an average reward objective
for RL. We explore reductions that can be made on the fly without full knowledge of
the environment, thereby enabling the use of model-free RL algorithms in Chapter 6.

1.4 Thesis outline

This thesis comprises seven chapters, including this introduction chapter. The remainder of
this thesis chapters is organised as follows:
Chapter 2 In this chapter, the necessary background techniques on formal synthesis of
cyber-physical systems are provided.
Chapter 3 This chapter studies data-driven formal abstraction-based synthesis schemes
to design a controller for continuous-space systems with unknown dynamics. Additionally,
it discusses the sample complexity that gives a lower bound for the number of sampled
trajectories to guarantee the correctness of the controller with a given confidence. The result
of this chapter is based on the work [78], which is under review in the Elsevier Journal on
Nonlinear Analysis: Hybrid Systems. This work was the collaboration between Newcastle
University and Max Planck Institute for Software Systems.
Chapter 4 This chapter provides formal Reinforcement Learning schemes to synthesise
policies for a network of continuous-space stochastic control systems with unknown dynam-
ics. Additionally, it explores compositional game-theoretic model-free RL framework for
control synthesis. It also discusses computing a guaranteed lower bound for the probability
of property satisfaction by the interconnected system based on those of individual controllers
over subsystems. The result of this chapter is based on the work which is under review at
Nonlinear Analysis: Hybrid Systems. This work was the collaboration between Newcastle
University, ETH, and University of Colorado at Boulder.
Chapter 5 This chapter studies the satisfaction of temporal properties on unknown stochas-
tic processes that have continuous state spaces. It also explores the required assumptions and
theories for the convergence of the learned policy to the optimal policy in the continuous state
space. Additionally, it discusses sequential learning procedures to guide the RL algorithm
toward a policy that converges to an optimal policy under suitable assumptions on the process.
The result of this chapter is based on the work [80].
Chapter 6 This chapter provides formal average-reward RL algorithms for control syn-
thesis of continuing tasks. Additionally, it discusses empirically with various benchmarks a
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comparison between the proposed method of using average reward RL for continuing tasks
defined by omega-regular specifications and competing approaches that leverage discounted
RL. The result of this chapter is based on the work [79]. This work was the collaboration
between Newcastle University, University of Colorado at Boulder, and Air force research.
Chapter 7 This chapter presents the conclusion of this thesis. we summarise our contribu-
tions, limitations of our research and possible future research directions.
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Chapter 2

Background on formal synthesis of
cyber-physical systems

2.1 Introduction

The goal of this chapter is to provide an introduction to the principles of control synthesis
algorithms. We approach this subject in the context of the design and analysis of cyber-
physical systems. Due to the distinguishing characteristics of cyber-physical systems, these
approaches include a diverse set of disciplines such as model-based design, formal methods
for specification and verification, control theory, and machine learning. In this chapter,
we start by explaining the notion of cyber-physical systems, control synthesis, and formal
methods, and then we discuss data-driven approaches. For data-driven approaches, we focus
on abstraction-based approaches and reinforcement learning.

2.2 Cyber-physical systems

Ongoing advances in science and engineering and the attempts in linking the computation and
physical elements leads to ubiquitous use of cyber-physical systems in many applications such
as smart grids, robotics, autonomous automobile systems and medical monitoring devices.
In a cyber-physical system, computing devices communicate and interact with sensors and
actuators to control physical objects. Across various sectors, from smart buildings to medical
devices to automobiles, such systems are becoming more common. In recent years, there has
been a surge in developing tools to ensure the reliability of such systems.

Traditionally, system development includes designing and implementing the system,
followed by extensive testing and validation to detect bugs. It is more principled to define
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precise mathematical requirements for a system before it is developed. Furthermore, for
design and analysis, a system model is necessary. Analysis tools are then used to verify
whether the system model meets requirements. In comparison to traditional approaches, this
methodology will detect design errors early and increase reliability.

Controlling a physical system is done by modelling it with a component called envi-
ronment. It is possible to influence the evolution of the environment using actions, but it
is equally dependent on uncontrollable environmental factors, known as disturbances. The
agent responds to commands from the user based on specification and can make its decisions
based on observation of the environment provided by the sensors, for example, for designing
a policy to move a robot from a region to another region. The sensor is a GPS sensor on the
robot that can measure the current position. The agent’s task is to design the policy to move
toward the target region. The agent can influence the position by adjusting the angle of the
steering wheel and acceleration. The environment, in this case, needs to capture how the
robot’s position changes as a function of the steering angle and acceleration and wind, which
is the uncontrolled disturbance.

It is worth noting that the vocabulary of reinforcement learning and control theory can be
used synonymously. In this way we can call the environment as plant, the action as control
input, and the agent as controller.

Every cyber-physical system has a physical underlying component. One way to model
this dynamical system is to represent the system as a set of differential equations:

ẋ = F(x,u,w) (2.2.1)

In Eq. (2.2.1), the differential equations represents the evolution of the dynamical system
with time derivatives equal to F . x∈Rnx represents the state of the system, u∈Rnu represents
the control input, and w ∈ Rnw represents bounded disturbance input with known bounded
interval. This model has a continuous uncountable state space, and any computational method
needs to translate the model into a finite abstract model.

In CPS analysis, control theory is central. Control theory is a well-studied field of
mathematics that gives many tools for design and analysis. Controller designs require
modelling of the dynamics of physical systems. Modelling in system design helps manage
the complexity of a system by creating mathematical abstractions. There are different
paradigms in modelling dynamical systems. A model tries to capture the future behaviour of
the dynamical system. In deterministic models, the parameter and initial values determine
the model’s future behaviour. However, in probabilistic (or stochastic) models, randomness
plays a role in the system’s future behaviour.
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To verify whether the design of a system (or implementation of one) works as intended,
one needs to first mathematically represents the precise requirements. We call these re-
quirements as specifications. The designer can then check whether the system meets the
requirements using analysis tools. Additionally, the designer can synthesise a controller
under which the system satisfies the requirements. Given our access to a precise model of
the system, we can use model-based approaches.

We divide the approaches for control synthesis in two important categories: model-based
and data-driven approaches. In the following we start with model-based approaches. In
model-based approaches, analysis tools like model checkers allow the designer to check
that the system accomplishes the task. The fact that we are aiming to construct controllers
for specific tasks does not absolve us from the responsibility of ensuring that the system
performs as expected since errors can have catastrophic consequences, including loss of life.
The designer needs to represent the tasks in a mathematically precise manner.

2.3 Model-based synthesis approaches

In this section, we discuss model-based approaches for formal synthesis of systems. There
is an extensive body of literature on model-based formal synthesis for both deterministic
and probabilistic systems. We refer the reader to the books [8, 161, 13] and seminal papers
[49, 1]. In terms of specifications, computation tree logic (CTL) and linear temporal logic
(LTL) are some of the most common temporal logics used to express the correctness of
computer programs and digital circuits modelled as finite-state transition systems. Formal
analysis or model checking, the process of analysing such models against a temporal logic
formula, has received much attention over the past few decades. Several efficient algorithms
and software tools are available for this task.

Automata-based and optimisation-based methods represent the major current approaches
to combine optimality and correctness [12]. Automata-based approaches are based on the
observation that an LTL formula can be translated into an automaton such that the language
accepted by the automaton is the language satisfying the formula. There are different ways
these automata can be represented, depending on the desired expressivity of the specification
language. A control problem can then be reduced to a game. This game is played on the
product between a system and an automaton generated from the specification. The winning
condition, which ensures correctness, is the acceptance condition of the automaton. The main
limitation of automata-based methods stems from their computational complexity, which
leads to an exponential blowup of the partition-based abstraction for infinite-horizon systems.
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In addition, due to the partition-based abstraction, such methods are generally conservative
for infinite systems.

The basis of optimisation-based methods is temporal logic over finite-horizon signals.
These finite-horizon logics not only indicate whether signals satisfy or violate a formula but
also support quantitative semantics, which assesses the robustness of satisfactions. Moreover,
it can be rewritten as the feasibility part of an optimisation problem. In this way we solve
an optimisation problem on top of satisfying the property. It is possible to combine the
cost of penalising deviations from the desired trajectory with the satisfaction’s robustness to
reach the optimisation’s overall objective. Therefore, these types of methods benefit from
combining correctness and optimality, robustness, and scalability.

2.3.1 Abstraction-based control synthesis

Consider the problem of finding a policy for a system to satisfy a temporal property ex-
pressed as an LTL formula. LTL specifications need to be translated into automata with
appropriate acceptance conditions. A product automaton is created by synchronising a finite
approximated version of the system and the automaton. The satisfying run of this product
system visits a set of accepting states infinitely often. The existence of an optimal run with a
prefix-suffix structure implies that it is sufficient to search for runs with a finite transient state
followed by a periodic steady state. To find an optimal cycle containing an accepting state,
we use a polynomial-time graph algorithm to find solutions to shortest-path problems [134].

Although the proposed approaches in [1, 71] have been promising, they rely on knowing
a precise system model; thus, they cannot be applied when the model is not known. Accurate
models for many physical systems are either unavailable or too complex to be of practical use;
hence, one cannot employ model-based techniques to analyse these systems. Although there
are results in the literature to handle various analysis and synthesis problems by learning
approximate models utilising identification approaches [25, 69], acquiring an accurate model
for complex systems is always very challenging, time-consuming, and expensive. This critical
challenge motivated us to bypass the system identification phase and employ a data-driven
approach for controller synthesis of complex stochastic systems with (fully or partially)
unknown dynamics.

An approach to handle models of systems over continuous uncountable spaces is to
approximate them with finite-state models conservatively. These finite models are then
called abstractions of the original concrete model. In abstraction-based control synthesis, a
controller for a continuous-state system is synthesised through a three-step process [108].
They abstract the continuous-state system into a finite transition system, solving the controller
for the abstraction and refining the controller for the continuous system. We describe this
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Fig. 2.1 Abstraction-based synthesis for control of a continuous system [108].

procedure next. The schematic of the abstraction-based control synthesis approach is shown
in Fig. 2.1.

Abstraction

The abstraction-based control synthesis starts with constructing an abstraction of the dynami-
cal system. We abstract the continuous system in Eq. (2.2.1) into a finite transition system
defined by the triple (X ,U,δ ), where X is a set of symbols (also called states), U is a finite
set of controls, and δ : X×U → 2X is a non-deterministic transition relation that describes
the set of possible next states for each input-state combinations in X ×U . To construct a
finite transition system (X ,U,δ ), all continuous sets and behaviours of Eq. (2.2.1) need to
be discretised. We begin by uniformly partitioning the continuous state space Inx into a finite
set of smaller intervals. The partition parameter is represented as αx ∈ N and is the number
of elements per dimension for the abstraction, meaning that the whole partition X contains
αnx

x intervals, each denoting a discrete state of the abstraction. Our next step is to create a
discretisation of the control set U . The computational complexity of the abstraction step de-
pends on the number of discrete elements. While increasing the number of discrete elements
is favourable for the control synthesis step, we want to avoid computational complexity in
the abstraction step. It is not necessary to discretise the disturbance set w, which is included
directly in the reachability analysis as discussed next.

Finally, we discretise the continuous behaviours of Eq. (2.2.1) to the finite and nonde-
terministic transition relation δ : X×U → 2X . Given a sampling time τ > 0, we denote by
R(τ,x,u)⊂ Inx the reachable set

R(τ,x,u) := {Φ(τ;x,u,w)|x ∈ X ,u ∈U,w : [0,τ]→W},

where Φ(τ;x,u,w) is the state of the system at time τ starting from any state in the partition
element x ∈ X , with constant control input u ∈U and for any disturbance taking values in W .
Then, we can define the set of successors of the pair (x,u) ∈ X×U as

δ (x,u) = {x′ ∈ X |x′∩R(τ,x,u) ̸= /0}, (2.3.1)
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which determines a non-empty intersection between all partition elements in X and the
reachable set.

Control synthesis

The second step that needs to be undertaken after constructing the abstraction is to synthesise
a discrete controller on the finite abstract model to satisfy the desired specification. Graph
search and model checking algorithms give us a powerful tool to combine the strength of the
transition systems and wide range of high-level specifications, which can be expressed as
temporal logic formulas.

Given a finite set of abstract states as target set T ⊆ X , the reachability game for T aims
to find all abstract states that can be brought to the target set in a finite number of transitions
of the abstraction.

Controller refinement

In the third final step of abstraction-based synthesis approaches, the discrete controller is
refined to a controller for the continuous control system in Eq. (2.2.1). To achieve this, define
the zero-order hold version of the discrete controller with the desired sampling period τ

(which means keep the same value for the controller over the time period of length τ). The
controller measures the current continuous state at each sampling time, find the partition
element (or abstract state) that contains this continuous state, and apply the constant value of
the discrete controller during the whole sampling period.

2.4 Data-driven control synthesis approaches

The more complex the dynamical system gets, the more difficult it is to analyse. This
uncertainty and difficulty of having access to accurate models led to the introduction of
data-driven approaches. Data-driven approaches for analysing, verifying, and synthesising
systems have recently received significant attention [73]. They try to improve the efficiency
and scalability of model-based approaches and to study problems in which a model of the
system is either not available or costly and time-consuming to construct. These data-driven
approaches are usually classified into two main categories: model-based and model-free
approaches.

The model-based approaches usually rely on constructing a model from the available
data and synthesising a controller using the constructed model. In classical control theory,
this approach is the equivalent of the identification and control approach [67]. In recent years
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there has been a surge in providing end-to-end approaches for guaranteeing the controller’s
performance [33].

In model-free data-driven approaches, the goal is to directly compute an optimal policy
without generating a model. One of the approaches in model-based synthesis is to use an
approximate model of the system. Given a prior inaccurate knowledge about the model
of the system, a research line is to use data for refining the model and then synthesise a
controller. This refining relies on the assumption over the underlying model of system. In
doing so, such approaches assume a class of models and improve the estimation of the
uncertainty within the model class. These approaches range from using Gaussian processes
[110, 9], differential inclusions [38], rapidly-exploring random graphs [51], piecewise affine
models [131], and model-based reinforcement learning algorithms [27]. On the other hand,
data-driven model-free approaches compute the solution of the synthesis problem directly
from data without constructing a model.

2.4.1 Data-driven abstraction-based control synthesis

Abstraction-based synthesis is an an effective approach to the synthesis of continuous-
space stochastic systems. Existing results for stochastic systems include the construction
of finite Markov decision processes (MDPs) for formal verification and synthesis [1, 144,
147]. In these approaches, a finite state model with probabilistic transitions is constructed
based on the continuous probabilistic evolution of the system. Approximation methods
for stochastic systems with error bounds that depend on higher-orders of the discretisation
resolution is proposed in [145]. The assumption of continuous probabilistic evolution for
error quantification is relaxed in [146, 150] to make the abstraction approach applicable
to systems that have a mixture of probabilistic and deterministic evolution. Forward and
backward computations of the safety and reachability probabilities using abstract models are
studied in [149, 152], with extension of such techniques to infinite time-horizon properties in
[163].

Utilising compact data structures and mu-calculus for formal verification and synthesis of
stochastic systems against high-level specifications is studied recently [104, 103, 10, 11, 102].
Earlier in Sec. 2.3.1, we introduced how we can formally synthesise a control through an
abstraction-based controller synthesis algorithm. Unfortunately, these techniques rely on
state-space discretisation. Therefore, they severely suffer from the curse of dimensionality.
So, their computation cost increases exponentially with the size of the state set. Compositional
abstraction-based techniques have been recently introduced to mitigate this scalability issue.
In this way, finite abstractions of large systems are constructed by dividing the system into a
smaller subsystems and then doing the abstraction and synthesis locally [91, 90, 86]. Safety
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verification and synthesis of stochastic systems based on discretisation-free approaches are
studied in [123] using control barrier certificates. This notion is extended and used for
verification and synthesis against high-level temporal properties in [70, 71].

On the downside, there is no guarantee that a control barrier certificate exists for a
stochastic system.

The research on data-driven constructions of abstract models is limited. Legat et al. [94]
provide an abstraction-based controller synthesis approach for hybrid systems by computing
Lyapunov functions and Bellman-like Q-functions and using a branch and bound algorithm
to solve the optimal control problem. Makdesi et al. [106] studied unknown monotone
dynamical systems and sampled a set of trajectories generated by the system to find a
minimal map overapproximating the dynamics of any system that produces these transitions.
Consequently, they calculate an abstraction of the system related to this mapping and prove
that an alternating bisimulation relation exists between them. However, this approach is
restricted to monotone systems and does not apply to nonlinear dynamical systems.

We present in Chapter 3 of this thesis a data-driven abstraction-based control synthesis
approach, where we construct an abstraction using sampled trajectories, which then can be
used for synthesising a controller against any linear temporal logic specification. In the rest
of this chapter, we will focus on reinforcement learning algorithms that are used extensively
in the research presented in the thesis.

2.4.2 Reinforcement learning

Reinforcement learning (RL) [160] is a promising paradigm for sequential decision-making
when a system model is unavailable or hard to construct and analyse. The objective of an RL
algorithm is to find suitable action policies to maximise the collected rewards that depend
on the states and actions taken at those states. In general, in RL algorithms, an agent learns
from its own experience. The agent has some states, actions, and rewards. There is an initial
state and a goal for the agent. After learning through mistakes, given a state, it can make an
optimal move that guides it toward the end goal.

Reinforcement learning differs from other machine learning algorithms, such as su-
pervised and unsupervised learning. In supervised learning, the goal is to generalise and
extrapolate from a labelled training dataset which usually comes from a knowledgeable
external expert. Supervised learning is an essential category of learning algorithms; however,
it is inadequate for learning by interaction. RL also is different from unsupervised learning
where the goal is to learn a hidden structure or pattern from an unlabelled dataset. It is
tempting to assume that RL is a type of unsupervised learning; however, finding a hidden
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Fig. 2.2 Schematic of a reinforcement learning algorithm

structure, though it can be helpful, does not maximise the accumulated reward and does not
give us the correct behaviour of the system.

RL learns through interaction and experience, which translates to exploration and ex-
ploitation. Throughout the learning, the agent needs to take a sequence of actions which
maximises the reward based on her previous experience. On the other hand, the agent needs
to discover good actions by trying other actions. In other words, the agent should exploit her
already known knowledge about the environment while trying to explore the unknown parts
of the environment. One challenge in RL research is to find a balance between exploration
and exploitation.

Another key feature of RL is learning the whole task by interacting with an uncertain
environment. In other disciplines, the problem of finding good behaviour can be divided into
several sub-problems and solving all sub-problems leads to finding the policy. For instance,
in control theory, we can solve a reachability problem by breaking it into a planning and
tracking problem. Then, the combined solution of the two problems gives us the optimal
controller. This is not the case at least in vanilla RL algorithms. In vanilla RL, we represent
the goal as a reward structure and solve the problem without prior knowledge about the
environment.

As we established, in any RL algorithm, we have an agent who wants to learn good
behaviour, and this agent is interacting with an unknown environment. Beyond agent and
environment, we can now introduce other vital elements of an RL algorithm: a policy, a
reward function, a value function, and, optionally, an environment model [160].

A policy describes the agent’s decision-making at a given time. Roughly speaking, a
policy maps the perceived history or state of the environment to actions to be taken when
the system behaves according to the perceived history or the visited states. A policy can be
stochastic as well.

A reward function represents the goal in an RL problem. The environment sends a reward
to the RL agent each time step. The agent’s goal is to maximise the accumulated reward. In
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this way, the agent locally can use this reward each time step and eventually steer the system
towards a prefered behaviour. The environment sends an immediate reward when we take
action, given the state and the action. The agent can change this reward directly by choosing
a different action or indirectly by changing the state.

A value function acts as a prediction for the accumulated reward for the future. The
immediate reward gives us a sense of quality for the current state. Although the immediate
reward is necessary for the RL algorithm, we need to predict the accumulated reward for the
future. Value function plays the role of accumulated reward approximator.

Last but not least, we need access to an environment’s model. In RL algorithms, the
agent needs to visit all state and action pairs infinitely often to converge. If we have access
to physical systems satisfying this requirement is not easy to meet. In most cases, we can
introduce a mathematical model miming the system’s behaviour.

In the following, I will provide a brief account of model-free RL algorithms, which is a
class of RL algorithms that do not construct or learn a model of the system based on data.
This is in particular important as they allow a model-free analysis, verification and synthesis
of the system. I will prove this observation in Chapters 5, 4, and 6.

2.4.3 Model-free reinforcement learning

Model-free RL [157] refers to a class of asymptotically space-efficient techniques because
they do not construct a complete system model. In other words, model-free RL does not
approximate the transition probabilities of the underlying system. These techniques include
classical algorithms like TD(λ ) [159] and Q-learning [172] as well as their extensions to deep
neural networks such as deep deterministic policy gradient (DDPG) [96] and neural-fitted Q-
iterations [128]. TD(λ ) and Q-learning algorithms provide convergence results for finite-state
MDPs with unknown transition probabilities: they compute optimal strategies as long as the
number of training episodes goes to infinity. On the downside, these algorithms suffer severely
if the state space of the underlying finite MDP is too large. Conversely, DDPG and neural-
fitted Q-iterations can deal with large, finite MDPs with unknown transition probabilities
at the cost of providing no convergence guarantee. Model-free reinforcement learning has
achieved performance comparable to human experts in video and board games [162, 112,
138]. This success has motivated applications of RL to design controllers for safety-critical
systems [96, 95] despite a lack of theoretical convergence guarantees of RL for general
continuous state spaces [29]. There are two major ways to value a policy based on the
infinite reward sequence that it generates, namely the average- and discounted-reward policy
value formulations. They induce the average- and discounted-reward optimality criteria,
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respectively [35]. We focus on Q-learning as a discounted RL and differential Q-learning as
an example of average reawrd RL as a primary model-free RL algorithm in the following.

Q-learning

Discounted RL is the most prominent approach for designing a policy for infinite horizon
tasks. The infinite-horizon discounted model takes the long-run reward of the agent into
account, but rewards that are received in the future are geometrically discounted according
to a discount factor. In this way the discounted RL algorithm can guarantee convergence.
One of the earliest discounted RL algorithm is Q-learning. Watkins [172] proposed the first
Q-learning algorithm for estimating the optimal action-value functions, Q-functions. The
agent’s goal is to devise a policy that maximises the accumulated reward. The algorithm has
a function that calculates the quality of a state–action combination:

Q : S×A→ R.

Before learning begins, Q is initialised to a possibly arbitrary fixed value. Then, at each
time t the agent selects an action at , observes a reward rt , enters a new state st+1 (that may
depend on both the previous state st and the selected action), and Q is updated. The core of
the algorithm is a Bellman equation as a simple value iteration update, using the weighted
average of the old value and the new information:

Qnew(st ,at)← Q(st ,at)︸ ︷︷ ︸
old value

+ α︸︷︷︸
learning rate

·

temporal difference︷ ︸︸ ︷(
rt︸︷︷︸

reward

+ γ︸︷︷︸
discount factor

· max
a

Q(st+1,a)︸ ︷︷ ︸
estimate of optimal future value︸ ︷︷ ︸

new value (temporal difference target)

−Q(st ,at)︸ ︷︷ ︸
old value

)

where rt is the reward received when moving from the state st to the state st+1 , and α is
the learning rate (0 < α ≤ 1).

Differential Q-learning

There is a rich history of studies in average reward RL [35, 100]. The lack of stopping criteria
for multichain MDPs affects the generality of model-free RL algorithms. In this way, all
model-free RL algorithms put some restrictions on the structure of MDP (e.g. ergodicity
[2, 173] or communicating property). The work [141] proposes a model-based RL algorithm
for maximising average reward objective with safety constraints for communicating MDPs.
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It is worth noting that in a multichain setting, the state-of-the-art learning algorithms use
model-based RL algorithms.

The state of the art model-free average reward RL algorithms assume that the underlying
MDP is (weakly) communicating. One of the recent attempts is to provide off-policy RL
algorithms for average reward objectives. Off-policy algorithms do not update the policy
and value function at the same time. Under the communicating assumption, there exists a
unique optimal reward rate r⋆ that is independent of start state. We define reward rate r for
an arbitrary policy π and a start state s:

r(π,s) = lim
n→∞

n

∑
t=1

E[Rt |S0 = s,a0:t−1 ∼ π]

where r⋆ = supπ r(s,π). It is worth noting r⋆ does not depend on the state.
In the following we explain the differential Q-learning as an example of average reward

RL algorithms.

Qnew(st ,at)← Q(st ,at)︸ ︷︷ ︸
old value

+ αt︸︷︷︸
learning rate

· δt︸︷︷︸
temporal difference

Qnew(s,a)← Q(s,a),∀s,a ̸= st ,at

Where the temporal difference is defined as follows:

δt = Rt+1− (R̄t−1 +η ·αt−1 ·δt−1)︸ ︷︷ ︸
scalar estimate of r⋆

+ max
a

Q(st+1,a)︸ ︷︷ ︸
estimate of optimal future value

−Q(st ,at)

where η is a positive constant and R̄t is an estimate of r⋆.

2.4.4 Reward machines in reinforcement learning

Many objectives, including satisfaction of temporal properties on stochastic systems, do not
admit an equivalent additive reward structure. A natural approach used in the literature (e.g.,
[92]) is to use heuristics for assigning additive rewards and then apply RL algorithms to
obtain a policy. Unfortunately, there is no unique procedure for constructing these rewards,
and the learning does not necessarily converge to the optimal policy. For instance, consider
the objective that a robot should visit two regions infinitely often. We can specify a reward
for the following behaviour: sequentially visit the first region m number of times and then
the second region n number of times, with positive numbers m,n. The RL algorithm cannot
advise on the best sequence of visiting these regions, which depends on the robot’s dynamics.
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Due to these limitations, there is a need to provide data-driven algorithms that do not
require any heuristics and have suitable convergence guarantees to policies that are optimal
for the satisfaction of temporal properties.

The development and use of formal reward structures for RL have witnessed an increased
interest in recent years. This research area largely focuses on translating tasks into reward
functions for reinforcement learning algorithms. The classical approach is to translate the
task into an automaton with reward and then incorporate this automaton in the learning
algorithm. There is a rich literature in using this technique in different scenarios for instance
when we have finite-horizon or infinite-horizon tasks, or when we have discounted reward,
average reward or total reward reinforcement learning.

Recently, there is a surge in using the structure of the reward in designing RL algorithms.
In reward machine based RL algortihms on top of translating the task to an automaton, the
algorithm also have access to the structure of the automaton as well. In this way, we can use
the full potential of the information that we have i.e. the task by using for instance reward
shaping or counterfactual reasoning.

In the rest of this thesis, we first present our novel data-driven framework for constructing
finite abstractions of continuous systems with formal correctness guarantees. We then present
our results on using RL for formal synthesis of controllers with convergence guarantees.





Chapter 3

Data-driven abstraction-based control
synthesis

3.1 Chapter introduction

This chapter studies formal synthesis of controllers for continuous-space systems with
unknown dynamics to satisfy requirements expressed as linear temporal logic formulas.
Formal abstraction-based synthesis schemes rely on a precise mathematical model of the
system to build a finite abstract model, which is then used to design a controller. The
abstraction-based schemes are not applicable when the dynamics of the system are unknown.
We propose a data-driven approach that computes the growth bound of the system using a
finite number of trajectories. The growth bound together with the sampled trajectories are
then used to construct the abstraction and synthesise a controller.

We show that our data-driven approach can be readily used as a model-free abstraction
refinement scheme by modifying the formulation of the growth bound and providing similar
sample complexity results. The performance of our approach is shown on three case studies.

The research presented in the chapter has been submitted for publication in Nonlinear
Analysis: Hybrid Systems, and the e-print can also be viewed on arXiv [78]. This research
was the result of a collaboration with the Max Planck Institute for Software Systems. My
role in this research is to provide the theoretical results, help with the simulations, and write
the paper.
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3.2 Introduction

One of the major objectives in the design of safety-critical systems is to ensure their safe
operation while satisfying high-level requirements. Examples of safety-critical systems in-
clude power grids, autonomous vehicles, traffic control, and battery-powered medical devices.
The automated design of controllers for such systems that can fulfil the given requirements
has received significant attention recently. These systems can be represented as control
systems with continuous state spaces. Within these continuous spaces, it is challenging
to leverage automated control synthesis methods that provide satisfaction guarantees for
high-level specifications, such as those expressed in Linear Temporal Logic [8, 13, 161, 49].

A common approach to tackle the continuous nature of the state space is to use abstraction-
based controller design (ABCD) schemes [161, 13, 105, 133]. The first step in the ABCD
scheme is to compute a finite abstraction by discretising the state and action spaces. Finite
abstractions are connected to the original system via an appropriate behavioural relation such
as feedback refinement relations or alternating bisimulation relations [127, 161]. Under such
behavioural relations, trajectories of the abstraction are related to the ones of the original
system. Therefore, a controller designed for the simpler finite abstract system can be refined
to a controller for the original system. The controller designed by the ABCD scheme is
described as formal due to the guarantees on the satisfaction of the specification by the
original system in a closed loop with the designed controller.

ABCD schemes generally rely on a precise mathematical model of the system. This
stems from the fact that establishing a behavioural relation between the original system and
its finite abstraction uses reachability analysis over the dynamics of the original system that
require knowledge of the dynamical equations. Although such equations can, in principle, be
derived, for instance, by using physics laws, the real-world control systems are a mixture
of differential equations, block diagrams, and lookup tables. Therefore, extracting a clean
analytical model for systems of practical interest could be infeasible. A promising approach
to tackle this issue is to develop data-driven control synthesis schemes with appropriate
formal (probabilistic) guarantees.

The main contribution of this chapter is to provide a data-driven approach for the formal
synthesis of controllers to satisfy temporal specifications. We focus on continuous-time
nonlinear dynamical systems whose dynamics are unknown, but sampled trajectories are
available. Our approach constructs a finite abstract model of the system using only a
finite number of sampled trajectories and the growth bound of the system. We formulate
the computation of the growth bound as a robust convex program (RCP) with an infinite
uncountable number of constraints. We then approximate the solution of the RCP with a
scenario convex program (SCP) that has a finite number of constraints and can be solved
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using only a finite set of sampled trajectories. We establish a sample complexity result that
gives a lower bound for the required number of trajectories to guarantee the correctness of
the growth bound over the whole state space with a given confidence. We also provide a
sample complexity result for the satisfaction of the specification on the system in closed loop
with the designed controller for given confidence. Our result requires estimating a bound
on the Lipschitz constant of the system with respect to the initial state that we obtain using
extreme value theory. As our last contribution, we show that our approach can be extended
to a model-free abstraction refinement scheme by modifying the formulation of the growth
bound and providing similar sample complexity results. We demonstrate the performance of
our approach on three case studies.

The remainder of this chapter is organised as follows. After discussing the related work,
Section 3.3 covers preliminaries on dynamical systems and finite abstractions and provides
the problem statement. In Section 3.4, we present the assumptions and theoretical results
needed for connecting RCPs and their corresponding SCPs. In Section 3.5, we present our
approach on the data-driven computation of the growth bound and the abstraction and prove
our sample complexity result. This section also discusses the estimation of the Lipschitz
constant of the system for computing the number of samples. Section 3.6 discusses the
extension of our approach to a data-driven abstraction refinement scheme. Several numerical
examples are provided in Section 3.7 that support the theoretical findings of the chapter.
Finally, Section 3.8 contains concluding remarks and future research directions.

Related Work. There is an extensive body of literature on model-based formal synthesis for
both deterministic and probabilistic systems. We refer the reader to the books [8, 161, 13]
and seminal papers [49, 1]. Data-driven approaches for analysis, verification, and synthesis
of systems have received significant attention recently to improve efficiency and scalability
of model-based approaches, and to study problems in which a model of the system is either
not available or costly and time-consuming to construct.

Given a prior inaccurate knowledge about the model of the system, a research line is to
use data for refining the model and then synthesise a controller. Such approaches assume
a class of models and improve the estimation of the uncertainty within the model class.
These approaches range from using Gaussian processes [110, 9], differential inclusions
[38], rapidly-exploring random graphs [51], piecewise affine models [131], and model-based
reinforcement learning algorithms [27]. A data-driven framework is proposed in [42] for
verifying properties of hybrid systems when the continuous dynamics are unknown but the
discrete transitions are known.

Data-driven model-free approaches compute the solution of the synthesis problem directly
from data without constructing a model. In [64], authors provide a reach-avoid Q-learning
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algorithm with convergence guarantees for an arbitrarily tight conservative approximation of
the reach-avoid set. The paper [170] proposes a falsification-based adversarial reinforcement
learning algorithm for metric temporal logic specifications. Satisfying signal temporal
logic specifications is studied in [168] using counterexample-guided inductive synthesis on
nonlinear systems, and using model-free reinforcement learning in [75] for Markov decision
processes. A learning framework for synthesis of control-affine systems in provided in [158].
The authors of [171] study learning from demonstration while preventing the violation of
safety under the learned policy.

The research on data-driven constructions of abstract models is very limited. Legat
et al. [94] provide an abstraction-based controller synthesis approach for hybrid systems
by computing Lyapunov functions and Bellman-like Q-functions, and using a branch and
bound algorithm to solve the optimal control problem. Makdesi et al. [106] studied unknown
monotone dynamical systems and sampled a set of trajectories generated by the system to
find a minimal map overapproximating the dynamics of any system that produces these
transitions. Consequently, they calculate an abstraction of the system related to this map and
prove that an alternating bisimulation relation exists between them. In contrast, our approach
is not restricted to monotone systems and is applicable to any nonlinear dynamical system.

The closest work to our problem formulation is the work by Devonport et al. [34], where
a data-driven abstraction technique is provided for satisfying finite-horizon specifications.
Our results are more general than the work [34] in two main aspects. First, our constructed
abstraction can be used for synthesising a controller against any linear temporal logic
specification. Our sample complexity result is independent of the horizon of the specification
and does not limit using the approach on finite-horizon specifications. Second, the guarantee
provided in [34] is based on a Probably Approximately Correct (PAC) approach. It means
that the constructed abstraction is always wrong on a small subset of the state space whose
size can be made smaller at the cost of high computational efforts. Our formulated guarantee
ensures that the abstraction is valid on the entire state space with high confidence. The
confidence is interpreted from the frequentist view of probability: if we run our algorithm
multiple times, we always get a correct abstraction except a small number of times reflected
in the confidence value.

In our approach, we formulate the synthesis problem as a robust convex program and
approximate it with a scenario program. Such approximations have been studied for the
past two decades. Calafiore and Campi [22] provide an approximately feasible solution
for the associated chance constrained program by solving a scenario program, and give a
sample complexity result. Relaxing the convexity assumption is studied in [156] by assuming
additional properties of the underlying probability distributions. We will use the results by
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Esfahani et al. [41], where the optimality of the robust program is connected directly to the
scenario program. These results are also used recently in the papers [87, 132] for performing
data-driven verification and synthesis. Inspired by the works [175, 174], we will use extreme
value theory to estimate the Lipschitz constant needed for the sample complexity results.

3.3 Preliminaries and problem statement

3.3.1 Preliminaries

Notation. We denote the set of natural, real, positive real, and non-negative real numbers
by N, R, R>0, and R≥0, respectively. The set of natural numbers including zero is denoted
by N≥0. We use superscript n > 0 with these sets to denote the Cartesian product of n
copies of these sets. The power set of a set A is denoted by 2A and includes all the subsets
of A. For any x,y ∈ Rn with x = (x1, . . . ,xn) and y = (y1, . . . ,yn), and a relational symbol
▷ ∈ {≤,<,=,>,≥}, we write x▷ y if xi ▷ yi for every i ∈ {1,2, . . . ,n}. A matrix M ∈ Rn×n

is said to be non-negative if all of its entries are non-negative. We use the operators | · | and
∥ · ∥ to denote the element-wise absolute value and the infinity norm, respectively. We use
the notation Ωε(c) := {x ∈ Rn | ∥x− c∥ ≤ ε} to denote the ball with respect to infinity norm
centred at c ∈ Rn with radius ε ∈ Rn

>0. We consider a probability space (Ω,FΩ,PΩ), where
Ω is the sample space, FΩ is a sigma-algebra on Ω comprising its subsets as events, and PΩ

is a probability measure that assigns probabilities to events.

Control Systems. A continuous-time control system is a tuple Σ = (X ,xin,U,W, f ), where
X ⊂ Rn is the state space, xin ∈ X is the initial state, U ⊂ Rm is the input space, and W ⊂ Rn

is the disturbance space which is assumed to be a compact set containing the origin. The
vector field f : X×U→ X is such that f (·,u) is locally Lipschitz for all u∈U . The evolution
of the state of Σ is characterised by the differential equation

ẋ(t) = f (x(t),u(t))+w(t), (3.3.1)

where w(t) ∈W represents the additive disturbance.
We consider the class of input and disturbance signals u : R≥0→U and w : R≥0→W

to be piecewise constant with respect to a sampling time τ > 0, i.e., u(t) = u(kτ) and
w(t) = w(kτ) for every kτ ≤ t < (k+ 1)τ and k ∈ N≥0. Given a sampling time τ > 0, an
initial state x0 ∈ X , a constant input u ∈U , and a constant disturbance w ∈W , define the
continuous-time trajectory ζx0,u,w of the system on the time interval [0,τ] as an absolutely
continuous function ζx0,u,w : [0,τ]→ X such that ζx0,u,w(0) = x0, and ζx0,u,w satisfies the
differential equation ζ̇x0,u,w(t) = f (ζx0,u,w(t),u)+w for almost all t ∈ [0,τ]. The solution
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of (3.3.1) from x0 for the constant control input u with w(t) = 0 for all t ≥ 0 is called the
nominal trajectory of the system. For a fixed τ , we define the operators

ϕ(x,u,w) := ζx,u,w(τ) and

Φ(x,u) := {ϕ(x,u,w) | w ∈W}

respectively for the trajectory at time τ and the set of such trajectories starting from x.
In this chapter, we consider control systems Σ = (X ,xin,U,W, f ) whose vector field f is

not known, but we can observe their time-sampled trajectories. A sequence x0,x1,x2, . . . is a
time-sampled trajectory of Σ if for each i≥ 0, we have xi+1 ∈Φ(xi,ui) for some ui ∈U .

Finite-state Abstraction of Control Systems. Let Σ = (X ,xin,U,W, f ) be a control system
with a sampling time τ > 0. We consider abstract models constructed by using uniformly
sized rectangular partitioning of X and U . We select representative points from these partition
sets to obtain X̂ and Û . We assume that the radius of these partition sets are provided as
vectors ηx ∈ Rn

>0 and ηu ∈ Rm
>0, respectively. Parameters ηx,ηu are inputs to the abstraction

procedure. A finite-state abstraction of Σ is characterised by the tuple Σ̂ = (X̂ ,Û , f̂ ), where
X̂ is the set of representative points from a finite partition of X , Û is the set of representative
points from a finite partition of U , and f̂ : X̂ ×Û → 2X̂ is a set-valued map. For any x̂ ∈ X̂
and û ∈ Û , x̂′ ∈ f̂ (x̂, û) if there is a pair of states x ∈ Ωηx(x̂) and x′ ∈ Ωηx(x̂

′) such that
x′ ∈ Φ(x, û). Note that, the larger ηx is (where comparison is made dimension-wise), the
smaller is the cardinality of X̂ resulting in a coarser abstraction. On the other hand, the
smaller ηx is, the more precise the abstraction Σ̂ will be, increasing the chance of a successful
controller synthesis (see, e.g., [161] for more details on this construction).

Feedback Controller. A feedback controller for Σ̂ is a function Ĉ : X̂ → Û . We denote
by Ĉ ∥ Σ̂ the feedback composition of Σ̂ and Ĉ. The set of trajectories of the closed-loop
system Ĉ ∥ Σ̂ consists of all finite trajectories x̂0, x̂1, x̂2, . . . such that for all i ∈ N≥0, we have
x̂i+1 ∈ f̂ (x̂i,Ĉ(x̂i)).

We can relate a finite abstraction Σ̂ to Σ for control synthesis purposes. Simulation
relations or feedback refinement relations [161, 127] established between Σ and Σ̂ enable
us to refine a controller Ĉ designed for Σ̂ to a controller C for Σ. In its general form, such
a refined controller C maps the current states x ∈Ωηx(x̂) into an input u = Ĉ(x̂) for Σ. The
purpose of designing Ĉ is that the closed-loop system C ∥ Σ satisfies the given objective. Our
synthesis objective is expressed as Linear Temporal Logic (LTL) specifications. We refer to
[8] and references therein for detailed syntax and semantics of LTL. For the details of the
controller synthesis and tool implementation using abstract models we refer to [127] and
[129], respectively.
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3.3.2 Problem statement

We study abstraction-based control design (ABCD) for systems with unknown dynamics
using available data from the system such that a given specification is satisfied with high
confidence on the closed-loop system.

Assumption 3.1 The vector field f of the control system Σ = (X ,xin,U,W, f ) in unknown,
but sampled trajectories of the system can be obtained in the form of SN := {(xk,uk,x′k) |x′k ∈
Φ(xk,uk), k = 1,2, . . . ,N}.

Problem 3.1 (Data-driven ABCD) Inputs: Control system Σ = (X ,xin,U,W, f ) with un-
known vector field f , specification Ψ, sampled trajectories SN , and confidence parameter
β ∈ (0,1).

Outputs: Abstract model Σ̂, abstract controller Ĉ, and refined controller C for Σ, such that
C ∥ Σ satisfies Ψ with confidence (1−β ).

The first step of the ABCD is to compute a finite abstraction Σ̂ for Σ. Once such an
abstraction is computed, synthesis of the controller Ĉ and refining it to C follow the model-
based ABCD scheme. Therefore, the main challenge is to provide a data-driven computation
of the abstraction Σ̂ that is a true overapproximation of Σ with confidence (1−β ).

Problem 3.2 (Data-driven Abstraction) Inputs: Control system Σ = (X ,xin,U,W, f )
with unknown vector field f , sampled trajectories SN , discretisation parameters ηx and
ηu, and confidence parameter β ∈ (0,1).

Outputs: Finite model Σ̂ that is an abstraction of Σ with confidence (1−β ).

In this chapter, we tackle Problem 3.2 by showing how to construct Σ̂ from sampled
trajectories SN , and provide a lower bound on the data size N in order to ensure correctness
of the abstraction with confidence (1−β ). The required theoretical tools are presented in
the next section.

3.4 Robust convex programs

In this section, we describe robust convex programs (RCPs) and data-driven approximation
of their solution. In Sections 3.5 and 3.6, we show how such an approximation can be used
for solving the data-driven abstraction in Problem 3.2.

Let T ⊂Rq be a compact convex set for some q ∈N and c ∈Rq be a constant vector. Let
(D ,B,P) be the probability space of the uncertainty and g : T ×D → R be a measurable
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function, which is convex in the first argument for each d ∈D , and bounded in the second
argument for each θ ∈ T . The robust convex program (RCP) is defined as

RCP:

 minθ c⊤θ

s.t. θ ∈ T and g(θ ,d)≤ 0 ∀d ∈D .
(3.4.1)

Computationally tractable approximations of the optimal solution of the RCP (3.4.1) can
be obtained using scenario convex programs (SCPs) that only require gathering finitely
many samples from the uncertainty space [114]. Let (di)

N
i=1 be N independent and identi-

cally distributed (i.i.d.) samples drawn according to the probability measure P. The SCP
corresponding to the RCP (3.4.1) strengthened with γ ≥ 0 is defined as

SCPγ :

 minθ c⊤θ

s.t. θ ∈ T, and g(θ ,di)+ γ ≤ 0 ∀i ∈ {1,2, . . . ,N}.
(3.4.2)

We denote the optimal solution of RCP (3.4.1) as θ ∗RCP and the optimal solution of SCPγ (3.4.2)
as θ ∗SCP. Note that θ ∗RCP is a single deterministic quantity but θ ∗SCP is a random quantity that
depends on the i.i.d. samples (di)

N
i=1 drawn according to P. The RCP (3.4.1) is a challenging

optimisation problem since the cardinality of D is infinite and the optimisation has infinite
number of constraints. In contrast, the SCP (3.4.2) is a convex optimisation with finite
number of constraints for which efficient optimisation techniques are available [18]. The
following theorem provides a sample complexity result for connecting the optimal solution
of the SCPγ to that of the RCP.

Theorem 3.1 ([114]) Assume that the mapping d 7→ g(θ ,d) in (3.4.1) is Lipschitz continuous
uniformly in θ ∈ T with Lipschitz constant Ld and let h : [0,1]→R≥0 be a strictly increasing
function such that

P(Ωε(d))≥ h(ε), (3.4.3)

for every d ∈D and ε ∈ [0,1]. Let θ ∗RCP be the optimal solution of the RCP (3.4.1) and θ ∗SCP

the optimal solution of SCPγ (3.4.2) with

γ = Ldh−1(ε) (3.4.4)
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computed by taking N i.i.d. samples (di)
N
i=1 from P. Then θ ∗SCP is a feasible solution for the

RCP with confidence (1−β ) if the number of samples N ≥ N(ε,β ), where

N(ε,β ) := min

{
N ∈ N

∣∣∣ q−1

∑
i=0

(
N
i

)
ε

i(1− ε)N−i ≤ β

}
, (3.4.5)

with q being the dimension of the decision vector θ ∈ T .

3.5 Data-driven abstraction

In this section, we first discuss the steps required for model-based abstraction of control
systems. We then show how this can be formulated as an RCP and present its associated SCP.
Finally, we use the connection between the RCPs and SCPs in Theorem 3.1 to provide a
lower bound for number of required samples to certify a desired confidence. The simplifying
assumption used in this section is that samples from the nominal trajectories of the system
Σ is also available in the form of {(xk,uk,x′k) |x′k = ϕ(xk,uk,0), k = 1,2, . . . ,N}. We discuss
in the next section how this assumption can be relaxed by modifying the inequality of the
growth bound.

3.5.1 Growth bound for reachable sets

Consider a control system Σ = (X ,xin,U,W, f ) with the disturbance set W = [−w̄, w̄] for
some vector w̄ ∈ Rn

≥0. Let ηx and ηu be discretisation parameters for the state and input
spaces X and U used to construct X̂ and Û of sizes nx and nu, respectively. The first step
of ABCD is to compute a finite abstraction Σ̂ = (X̂ ,Û , f̂ ) using overapproximations of the
reachable sets for every pair of abstract state and input. The reachable set for every pair
(x̂, û) ∈ X̂×Û is defined as

Reach(x̂, û) := {x′ ∈Φ(x, û) | x ∈Ωηx(x̂)}.

The set Reach(x̂, û) is usually overapproximated using the growth bound of the system
dynamics [127].

Definition 3.1 The growth bound of a control system Σ with abstract state and input spaces
X̂ ,Û is a function κ : Rn

≥0× X̂×Û → Rn
≥0 that satisfies

|ϕ(x, û,w)−ϕ(x̂, û,0)| ≤ κ(|x− x̂|, x̂, û) (3.5.1)

∀x̂ ∈ X̂ , ∀û ∈ Û , ∀x ∈Ωηx(x̂), ∀w ∈W.
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Note that ϕ(x̂, û,0) is the nominal (disturbance-free) trajectory of the system. Using this defi-
nition, for every abstract state-input pair (x̂, û) ∈ X̂×Û , the reachable set Reach(x̂, û) is over-
approximated with a ball centered at z(x̂, û) := ϕ(x̂, û,0) with radius λ (x̂, û) := κ(ηx, x̂, û).

When the system dynamics are known, it is shown in [127] that the growth bound can be
computed as

κ(r, x̂, û) = eL(û)τr+
∫

τ

0
eL(û)sw̄ds, (3.5.2)

for all r ∈ Rn
≥0, x̂ ∈ X̂ , and û ∈ Û , where L : Û → Rn×n is a matrix such that the entries of

L(û) satisfy the following inequality for all x ∈ X :

Li, j(û)≥
{

D j fi(x, û) i = j
|D j fi(x, û)| i ̸= j,

(3.5.3)

for all i, j ∈ {1,2, . . . ,n}, where fi(x,u) is the ith element of the vector field f (x,u) and D j fi

is its partial derivative with respect to the jth element of x.

3.5.2 SCP for the computation of growth bound

When the model of the system is unknown, the matrix L(û) defined using (3.5.3) is not
computable, thus the growth bound in (3.5.2) is not available. To tackle this bottleneck, we
use the parameterisation

κ(θ)(r, x̂, û) := θ1(x̂, û)r+θ2(x̂, û),∀r ∈ Rn
≥0, x̂ ∈ X̂ , û ∈ Û , (3.5.4)

where θ1 ∈ Rn×n and θ2 ∈ Rn. We denote by θ ∈ Rn2+n the concatenation of columns of θ1

and θ2.

Remark 3.1 The parameterised growth bound in (3.5.4) is linear with respect to r similar
to (3.5.2), but is more general and less conservative by allowing θ1,θ2 to depend on x̂ (i.e.,
they are defined locally for each abstract state).

Theorem 3.2 The inequality (3.5.1) with the parameterised growth bound (3.5.4) can be
written as the robust convex program

minθ c⊤θ

s.t. 0≤ θ ≤ θ̄ , and ∀x ∈Ωηx(x̂), ∀w ∈W,

|ϕ(x, û,w)−ϕ(x̂, û,0)|−κ(θ)(|x− x̂|, x̂, û)≤ 0,

(3.5.5)

where c = [1,1, . . . ,1] ∈ Rn2+n and θ̄ is a sufficiently large positive vector.
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Proof 3.1 We first show that the optimisation (3.5.5) is in fact a robust convex programme.
Let D = Ωηx(x̂)×W be the uncertainty space and

g(θ ,x,w) := |ϕ(x, û,w)−ϕ(x̂, û,0)|−κ(θ)(|x− x̂|, x̂, û)

for all x ∈Ωηx(x̂) and w ∈W and fixed (x̂, û) ∈ X̂×Û . We need to show that g is convex in θ

for each (x,w) ∈D and bounded in (x,w) for every θ ∈ [0, θ̄ ]. The convexity holds due to the
parameterisation of κ(θ) in (3.5.4) being linear with respect to the optimisation variables
in θ . The boundedness holds due to the set D being compact and trajectories of the system
being continuous.

We note that any feasible solution for the optimisation (3.5.5) gives a function κ that
satisfies the inequality (3.5.1) for Σ. Such a system will also have a growth bound of the
form (3.5.2) that is a feasible solution for (3.5.5). To see this, we show that θ1 = eL(û)τ

and θ2 =
∫

τ

0 eL(û)sw̄ds are always non-negative. By definition, all the entries of L(û) are
non-negative except the diagonal entries. We decompose this matrix as L(û) = Q+D, where
D is a diagonal matrix with all diagonal entries equal to the constant maxi ∑ j |Li, j(û)| and
Q = L(û)−D is a sub-stochastic matrix as (i) its non-diagonal entries are non-negative
(Qi, j = Li, j(û)≥ o for i ̸= j), (ii) its diagonal entries are non-positive (Qi,i ≤ 0), and finally
(iii) all of its row sums are non-positive. Note that D is a multiple of identity matrix and
therefore, DQ = QD and e(Q+D)τ = eQτeDτ . Further, we define the matrix

Q̄ =

 Q
... −Q1

. . . . . . . . .

0⊤
... 0

 ,

where 0 and 1 represent n−dimensional vectors with all entries equal to zero and one,
respectively. Note that Q̄ is a stochastic matrix since Q̄i,i =−∑ j ̸=i Q̄i, j for every 1≤ i≤ n+1
and Q̄i, j ≥ 0 for i ̸= j. Therefore, matrix Q̄ correspond to the transition probability matrix
of a continuous-time Markov chain with state space {1,2, . . . ,n+1} (see, e.g., [8] for more
details). Therefore, the entry (i, j) of eQ̄τ is the probability that the Markov chain reaches the
jth state from the ith state at time τ , which is a non-negative quantity. Further, we have

eQ̄τ =

eQτ
... 1− eQτ1

. . . . . . . . .

0⊤
... 1

 .
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Therefore, eQτ is non-negative, which gives eL(û)τ = eQτeDτ since eDτ ≥ 0. This naturally
results in θ1 and θ2 being non-negative as the integral of non-negative functions.

To construct the SCPγ associated with the RCP (3.5.5), we fix x̂ ∈ X̂ and û ∈ Û , consider
a uniform distribution on the space D = Ωηx(x̂)×W and obtain N i.i.d. sample trajectories
SN = {(xi, û,x′i) |x′i ∈Φ(xi, û), i = 1,2, . . . ,N}. Note that every x′i corresponds to a random
disturbance wi ∈W . The SCPγ is

minθ c⊤θ

s.t. 0≤ θ ≤ θ̄ and ∀i ∈ {1, . . . ,N},
|x′i− x′nom|−θ1(x̂, û)|xi− x̂|+θ2(x̂, û)+ γ ≤ 0,

(3.5.6)

where x′nom := ϕ(x̂, û,0) and γ ∈ R≥0.

Theorem 3.3 For any x̂ ∈ X̂ constructed with discretisation size ηx, any û ∈ Û , and the
disturbance set W = [−w̄, w̄], the optimal solution of (3.5.6) gives a growth bound for the
system Σ corresponding to (x̂, û) with confidence (1− β ), when the number of samples
N ≥ N(ε,β ) and

γ = 4Lϕ(û) 2n

√
ε

n

∏
i=1

ηx(i)
n

∏
i=1

w̄(i), (3.5.7)

where ε ∈ [0,1], n is the dimension of the state space and Lϕ(û) is the Lipschitz constant of
the system trajectories ϕ(x, û,w) with respect to (x,w).

Proof 3.2 We apply Theorem 3.2 to the RCP (3.5.5) for fixed x̂ ∈ X̂ and û ∈ Û . Define

g(θ ,x,w) := max{|ϕ(x, û,w)−ϕ(x̂, û,0)| (3.5.8)

−θ1(x̂, û)|x− x̂|−θ2(x̂, û)},

where the max{·} is applied to the elements of its argument that belongs to Rn. Since the
distribution on D = Ωηx(x̂)×W is uniform, we choose

h(ε) = P(Ωε(d)) =
(ε/2)2n

∏
n
i=1 ηx(i)∏

n
i=1 w̄(i)

to satisfy the inequality (3.4.3). Note that h(ε) gives the probability of choosing a point
within the 2n−ball Ωε(d) uniformly at random. We use Equation (3.4.4) as γ = Ldh−1(ε) to
get the value of γ in (3.5.7). It only remains to show that g(θ ,x,w) is Lipschitz continuous
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with constant Ld = 2Lϕ(û). Note that Lϕ(û) is the Lipschitz constant of ϕ(x, û,w) with
respect to (x,w), and satisfies

∥ϕ(x, û,w)−ϕ(x′, û,w′)∥ ≤ Lϕ(û)∥(x,w)− (x′,w′)∥ (3.5.9)

for all x,x′ ∈Ωηx(x̂) and w,w′ ∈W. Since ∥θ1(x̂, û)∥ can be bounded by Lϕ(û), we get that

∥g(θ ,x,w)−g(θ ,x′,w′)∥
≤ ∥ϕ(x, û,w)−ϕ(x′, û,w′)∥+∥θ1(x̂, û)∥∥x− x′∥
≤ Lϕ(û)∥(x,w)− (x′,w′)∥+Lϕ(û)∥x− x′∥
≤ 2Lϕ(û)∥(x,w)− (x′,w′)∥,

Therefore, g(θ ,x,w) is Lipschitz continuous with constant 2Lϕ(û). This completes the proof.

Remark 3.2 The value of γ in (3.5.7) depends on the Lipschitz constant Lϕ . We provide an
algorithm in the next subsection for estimating this constant using sampled trajectories of
the system. Note that as the above proof shows, the estimated quantity θ1 = Lϕ1n×n can be
used to construct the abstraction, but this would give conservative results without any formal
guarantee. We will demonstrate this observation on a case study in Section 3.7.

Corollary 3.1 The abstract model constructed using the growth bounds as solutions of SCPγ

with confidence (1−β ) for state-input pairs (x̂, û) ∈ X̂×Û is a valid abstract model for Σ

with confidence at least (1−nxnuβ ), where nx and nu are respectively the cardinality of X̂
and Û.

Proof 3.3 Denote the optimal solution of SCPγ in (3.5.6) by θ ∗. The ball centered at
z(x̂, û) := x′nom with radius λ (x̂, û) = κ(θ ∗)(ηx, x̂, û)+ γ is a valid overapproximation of
the reachable set from the state-input pair (x̂, û) with confidence at least 1−β . Since the
number of pairs (x̂, û) is nxnu, the chance of getting an invalid growth bound in at least one
instance of SCPγ is bounded by nxnuβ . Therefore, we get a sound abstraction that truly
overapproximates the behaviour of the system with confidence (1−nxnuβ ).

Remark 3.3 The parameter ε ∈ [0,1] gives a tradeoff between the required number of
samples and the level of conservativeness applied to the SCP. Smaller ε results in a larger
number of sample trajectories, but reduces the value of γ in (3.5.7) (less conservative
constraints in the SCP and higher chance of finding a feasible solution). In contrast, larger ε

results in a smaller number of sample trajectories but increases the value of γ .
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Remark 3.4 The quantity 2n used in (3.5.7) is in fact the dimension of the sample space
D = Ωηx(x̂)×W. If the system does not have any disturbance (i.e., the system can be
modeled as an ODE having deterministic trajectories), the sample space will be D = Ωηx(x̂)
and its dimension n can be used in (3.5.7): γ = 4Lϕ(û) n

√
ε ∏

n
i=1 ηx(i). This will substantially

reduce the number of required sample trajectories. Similarly, if the disturbance does not
affect some of the state equations, 2n can be replaced by (n+q) where q is the dimension of
the disturbance set considered as a non-zero measure set.

Algorithm 1 uses the result of Corollary 3.1 to provide an algorithmic solution for
Problem 3.2. This algorithm receives a confidence parameters β , divides it by the cardinality
of X̂ ×Û (i.e., nxnu), computes the growth bounds for each pair (x̂, û) ∈ X̂ ×Û using the
SCPγ in (3.5.6) with confidence 1−β/(nxnu), and constructs the abstraction using these
growth bounds.

Algorithm 1 Data-Driven Abstraction [78].
Data: (X ,U,W ) of a control system Σ, confidence β , discretisation parameters ηx, ηu

1 Compute the finite state and input sets X̂ and Û using ηx, ηu Define nx and nu as cardinalities
of X̂ and Û Choose ε ∈ [0,1] Set N = N(ε, β

nxnu
) using Eq. (3.4.5) Compute γ using

Eq. (3.5.7)
2 for x̂ ∈ X̂ do
3 for û ∈ Û do
4 f̂ (x̂, û) = /0 Consider the uncertainty space D = Ωηx(x̂)×W Select N i.i.d sample

trajectories using uniform distribution over D Simulate the nominal trajectory
(x̂, û,x′nom) Solve the SCPγ (3.5.6) to get the optimiser θ ∗(x̂, û) z← x′nom λ ←
κ(θ ∗)(ηx, x̂, û)+ γ Find all states x̂′ ∈ X̂ for which Ωηx(x̂

′)∩Ωλ (z) ̸= /0 and add
them to f̂ (x̂, û)

5 end
6 end

Result: Σ̂ = (X̂ ,Û , f̂ ) as a finite abstraction of Σ with confidence (1− β ), θ ∗(x̂, û) as a
growth bound for x̂ ∈ X̂ , û ∈ Û

The finite abstraction Σ̂ constructed by Algorithm 1 is a valid abstraction for Σ with
confidence (1−β ). This means any controller Ĉ synthesised on Σ̂ and refined to a controller
C for Σ will satisfy the desired specification with confidence (1−β ) on the closed loop
system Σ ∥C. In the next section, we extend our approach to make it suitable for abstraction
refinement in case there is no controller Ĉ satisfying the specification due to the conservatism
of the approach.
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3.5.3 Lipschitz constant estimation

For estimating the Lipschitz constant Lϕ in (3.5.9), we estimate an upper bound for the
fraction

∆(û) :=
∥ϕ(x, û,w)−ϕ(x′, û,w′)∥
∥(x,w)− (x′,w′)∥

that holds for all x,x′ ∈ X and w,w′ ∈W . We follow the line of reasoning in [175, 174] and
use the extreme value theory for the estimation.

Let us fix a δ > 0 and assign uniform distribution to the pairs (x,w) and (x′,w′) over the
domain

{x,x′ ∈ X , w,w′ ∈W with ∥(x,w)− (x′,w′)∥ ≤ δ}. (3.5.10)

Then ∆(û) is a random variable with an unknown cumulative distribution function (CDF).
Based on the assumption of Lipschitz continuity of the system, the support of the distribution
of ∆(û) is bounded from above, and we want to estimate an upper bound for its support. We
take n sample pairs (x,w) and (x′,w′), and compute n samples ∆1,∆2, . . . ,∆n for ∆(û). The
CDF of max{∆1,∆2, . . . ,∆n} is called the limit distribution of ∆(û). Fisher-Tippett-Gnedenko
theorem says that if the limit distribution exists, it can only be one of the three family of
extreme value distributions – the Gumbel class, the Fréchet class, and the reverse Weibull
class. These CDF’s have the following forms:

Gumbel class: G(s) = exp
[
−exp

[
s−a

b

]]
, s ∈ R

Fréchet class: G(s) =

0 if s < a

exp
[
−[ s−a

b ]−c] if s≤ a

Reverse Weibull class: G(s) =

exp
[
−[a−s

b ]c
]

if s < a

1 if s≤ a

where a ∈ R,b > 0,c > 0 are respectively the location, scale and shape parameters of the
distributions.

Among the above three distributions, only the reverse Weibull class has a support bounded
from above. Therefore, the limit distribution of ∆(û) will be from this class and the location
parameter a is such an upper bound. As a result, we can estimate the location parameter of
the limit distribution of ∆(û) to get an estimation of the Lipschitz constant.

The approach is summarised in Algorithm 2. The most inner loop computes samples of
∆(û). The middle loop computes samples of max{∆1, . . . ,∆n}. The outer loop estimates the
Lipschitz constant for each û by fitting a reverse Weibull distribution.
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Algorithm 2 Lipschitz Constant Estimation [78].

Data: (X ,U,W ) of a control system Σ, abstract input space Û
7 Select number of samples n and m for the estimation

Select δ > 0
for û ∈ Û do

8 for j = 1 : m do
9 for i = 1 : n do

10 Sample pairs (x,w),(x′,w′) uniformly from the domain in (3.5.10)
Run Σ to get trajectories ϕ(x, û,w) and ϕ(x′, û,w′)
Compute ∆i := ∥ϕ(x,û,w)−ϕ(x′,û,w′)∥

∥(x,w)−(x′,w′)∥
11 end
12 Γ j := max{∆1, . . . ,∆n}
13 end
14 Fit a reverse Weibull distribution to the sample set {Γ1,Γ2, . . . ,Γm}

Lϕ(û) is the location parameter of the fitted distribution
15 end

Result: Estimated value of Lϕ(û) for all û ∈ Û

3.6 Synthesis via abstraction refinement

The data-driven synthesis discussed in Section 3.5 inherits the soundness property from
the ABCD approach: they both work with overapproximations of the dynamics and may
not return a controller despite one may exists. Therefore, there is a need for refining the
abstraction in order to check for controllers using less conservative abstractions. While the
method of Section 3.5 is good for a given fixed discretisation parameter ηx, it is not suitable
for reducing ηx, which requires re-computing all local parameters of the growth bounds
θ1(x̂, û),θ2(x̂, û). Another shortcoming of the method is related to the data collection: the
nominal trajectories of the system should be available and are used in the constraints of the
SCP. In this section, we discuss an extension of the approach of Section 3.5, in order to

– enable reducing ηx without the need for re-computing the growth bound, and

– relax the assumption of having access to the nominal trajectories of the system.

Let us define a modified growth bound as a function κe : Rn
≥0× X̂ ×Û → Rn

≥0 that is
strictly increasing in its first argument and satisfies

|ϕ(x1, û,w1)−ϕ(x2, û,w2)| ≤ κe(|x1− x2|, x̂, û)
∀x̂ ∈ X̂ , ∀û ∈ Û , ∀x1,x2 ∈Ωηx(x̂), ∀w1,w2 ∈W. (3.6.1)



3.6 Synthesis via abstraction refinement 37

This definition is more conservative than (3.5.1) in comparing trajectories under two arbitrary
disturbances, and we always have that κe satisfies (3.5.1). Using this new definition, for every
pair of abstract state and input (x̂, û), the corresponding overapproximation of the reach set
can be computed as a ball centred at any z(x̂, û) ∈Φ(x̂, û) with radius λ (x̂, û) = κe(ηx, x̂, û).

we choose a parametrisation for κe similar to (3.5.4), i.e.,

κe(θ)(r, x̂, û) = θ1(x̂, û)r+θ2(x̂, û), (3.6.2)

where r ∈R≥0, θ1 ∈Rn×n, θ2 ∈Rn, and θ ∈Rn2+n is constructed by concatenating columns
of θ1 and θ2. The SCP associated with this growth bound is constructed by consid-
ering a uniform distribution over Ωηx(x̂)×W and obtain 2N i.i.d. sample trajectories
S2N = {(xi, ûi,x′i) |x′i ∈Φ(xi, û), i = 1,2, . . . ,2N} so that every x′i corresponds to a random
disturbance wi ∈W . The modified SCPγ is defined as

minc⊤θ

s.t. 0≤ θ ≤ θ̄ and ∀i ∈ {1, . . . ,N}
|x′2i−1− x′2i|−θ1(x̂, û)|x2i−1− x2i|−θ2(x̂, û)+ γ ≤ 0

where c = [1,1, . . . ,1] ∈Rn2+n is a constant vector, θ̄ ∈Rn2+n
>0 is sufficiently large, and γ ≥ 0.

Theorem 3.4 For any x̂ ∈ X̂ constructed with the discretisation size ηx, any û ∈ Û , and
the disturbance set W = [−w̄, w̄], the optimal solution of (3.6.3) gives a growth bound for
the system Σ corresponding to (x̂, û) that satisfies (3.6.1) with confidence (1−β ), when the
number of samples 2N ≥ N(ε,β ) and

γ = 8Lϕ

4n

√√√√
ε

[
n

∏
i=1

ηx(i)
n

∏
i=1

w̄(i)

]2

, (3.6.3)

where ε ∈ [0,1], ,n is the dimension of the state space, and Lϕ(û) is the Lipschitz constant of
the system trajectories ϕ(x, û,w) with respect to (x,w).

Proof 3.4 The proof of this theorem is similar to that of Theorem 3.3. Define

g(θ ,x1,w1,x2,w2) :=max{|ϕ(x1, û,w1)−ϕ(x2, û,w2)|
−θ1(x̂, û)|x1− x2|−θ2(x̂, û)}.
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To satisfy the inequality (3.4.3), we can choose

h(ε) = P(Ωε(d)) =
(ε/2)4n

[∏n
i=1 ηx(i)∏

n
i=1 w̄(i)]2

,

since the distribution on (Ωηx(x̂)×W )2 is uniform. Using Equation (3.4.4), we have γ =

Ldh−1(ε). In order to prove that γ takes the value in (3.6.3), we must show that g is Lipschitz
continuous with constant Ld = 4Lϕ(û). Bounding ∥θ1(x̂, û)∥ by Lϕ , for all (x1,w1,x2,w2)

and (x′1,w
′
1,x
′
2,w
′
2) we have

∥g(θ ,x1,w1,x2,w2)−g(θ ,x′1,w
′
1,x
′
2,w
′
2)∥

≤ ∥ϕ(x1, û,w1)−ϕ(x′1, û,w
′
1)∥

+∥ϕ(x2, û,w2)−ϕ(x′2, û,w
′
2)∥

+∥θ1(x̂, û)∥(∥x1− x′1∥+∥x2− x′2∥)
≤ 4Lϕ(û)∥(x1,w1,x2,w2)− (x′1,w

′
1,x
′
2,w
′
2)∥.

Therefore, g is Lipschitz continuous with constant 4Lϕ(û). This completes the proof.

A statement similar to Corollary 3.1 holds for the growth bound computed using (3.6.3).

3.7 Experimental evaluation

To demonstrate our approach, we apply it to a DC-DC boost converter and a path planning
problem. These case studies are taken from [129, 50] and will be used as black-box models
to generate sample trajectories. We also introduce a case study from power systems based
on [99], that is implemented in the Power System Toolbox (PST) [26]. We will will use
trajectories from the black-box reduced model of the 30 state power system model. We apply
our approach to construct finite abstractions of these systems and employ SCOTS [129]
to design controllers. Our algorithms are implemented in C++ on a 64-bit Linux cluster
machine with two Intel Xeon E5 v2 CPUs, 1866 MHz, and 50GB RAM.

3.7.1 DC-DC boost converter

The objective in the DC-DC boost converter problem is to design a controller to enforce
a reach and stay specification. The DC-DC boost converter can be modelled as a two
dimensional linear switching system with two functional modes. The state vector of the
system at time t ∈ R≥0 is x(t) = (il(t),vc(t)), where il is the inductor current and vc is the
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Table 3.1 Results for the DC-DC boost converter [78].

Case-study Dimension Disturbance Fixed Discretisation
X U W N time (min) |V |

DC-DC boost converter 2 1
{0} 1,807 22.2 37,783

[−0.01,0.01] 2,285 30.6 37,414

capacitor voltage. The system’s evolution can be controlled by selecting the appropriate
mode u(t) ∈ {1,2} at every time t ∈ R≥0. The system’s dynamics under the two modes can
be represented as ẋ = Au(t)x(t)+b+ cw(t), u ∈ {1,2}, with matrices A1,A2,b,c as reported
in [50]. The state and input spaces are X = [0.65,1.65]× [4.95,5.95] and U = [1,2]. The
initial state is (il0(t),vc0(t)) = (0.7,5.4) and the target set is [1.1,1.6]× [5.4,5.9]. The target
set is shown in red colour in Figure 3.1.

Our implementation results are reported in Table 3.1 for the system without disturbance
(w̄ = (0,0)) and with disturbance bound w̄ = (0.01,0). These results are obtained with
discretisation parameters ηx = (0.005,0.005) and ηu = 1, confidence parameter β = 0.01,
ε = 0.01 and estimation for Lϕ = 0.9935. The resulted finite abstraction has cadinalities
nx = 40,000 and nu = 2. The required number of sample trajectories, N, for each (x̂, û) ∈
X̂×Û is computed using equation (3.4.5). Runtimes and the resulting winning region sizes,
|V |, for the DC-DC boost converter are given in Table 3.1.

We have used Algorithm 1 to compute the finite-state abstraction by collecting sample
trajectories of the system. Subsequently, SCOTS is used for designing the controller. The
performance of the controller is shown in Figures 3.1 and 3.2 for the system without and
with the disturbance. These figures show one sample closed-loop trajectory of the system
under the controllers designed by our data-driven ABCD approach. In both cases, without
and with disturbance, it can be noticed from Figures 3.1 and 3.2 that our approach has been
successful in finding controllers satisfying the given reach and stay specification, despite the
the dynamics being unknown.

3.7.2 Path planning problem with partition refinement

We consider a path planning problem for a vehicle that is modelled as

ẋ = vcos(α +θ)/cos(α)+w
ẏ = vsin(α +θ)/cos(α)

θ̇ = v tan(ω),

(3.7.1)
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Fig. 3.1 The closed-loop trajectory of the DC-DC boost converter with w̄ = (0,0) under
the controller designed by our data-driven abstraction approach. The rectangle in red
colour represents the target region and the area in grey shows the winning region of the
controller [78].
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Fig. 3.2 The closed-loop trajectory of the DC-DC boost converter with w̄ = (0.01,0) under
the controller designed by our data-driven abstraction approach. The rectangle in red
colour represents the target region and the area in grey shows the winning region of the
controller [78].
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Table 3.2 Results for the path planning case study [78].

Case-study Dimension Disturbance Abstraction Refinement
X U w̄ N time (min) |V |

Path planning 3 2
(0,0,0) 3,127 225 405,493

(0.01,0,0) 4,277 513 447,212

where the state variables x,y,θ represent the position of the vehicle in the 2-dimensional
space and the orientation of the vehicle, respectively. Inputs are (v,ω), the disturbance is
w, and α := arctan(tan(ω)/2). The state and input spaces are X = [0,10]× [0,10]× [−π−
0.4,π+0.4] and U = [−1,1]2, respectively. The goal is to find a controller to steer the vehicle
from the initial state (x0,y0,θ0) = (0,1.2,0) to the target set (x,y)∈ [9,9.51]× [0,0.51] while
avoiding the obstacles. These obstacles are shown in blue colour in Figures 3.3 and 3.4.

We computed the growth bounds with a coarse discretisation ηx = (1.6,1.6,1.6) and
reduced it iteratively with the factor of two. The algorithm successfully finds a controller
for the system after five iterations. The implementation results are reported in Table 3.2.
These results are obtained with ηu = (0.3,0.3), the confidence parameter β = 0.01, ε = 0.01
and estimated constant Lϕ = 1.46. The resulted abstraction has cardinalities nx = 88,500
and nu = 24. For the case of disturbance-free model we set w̄ = (0,0,0), and for the case
of dynamics with disturbance, we set w̄ = (0.01,0,0). The required number of sample
trajectories for each (x̂, û) is computed using Equation (3.4.5) and marked with N in the table.
Finally, runtimes and size of the winning regions |V | are reported.

We have used the synthesis method based on abstraction refinement presented in Sec-
tion 3.6, to construct the finite-state abstraction by collecting sample trajectories of the system.
We used SCOTS to design the controller fulfilling the given specification. The performance of
the controller is shown in Figures 3.3 and 3.4 for the system without and with the disturbance,
respectively. These figures compare the closed-loop trajectories of the system under the
controllers designed by our data-driven abstraction refinement algorithm approach (black)
and by the model-based approach of SCOTS (red). Our data-driven approach successfully
finds a controller for the system that satisfies the specification without the need for knowing
the dynamics of the system.

3.7.3 Three area three machine power system

We consider a three area three machine (3A3M) power system adapted from [99] and is
shown in Figure 3.5. The system consists of three buses, which are each connected to a power
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Fig. 3.3 Comparison between the closed-loop trajectories of the system (3.7.1)without
disturbance under the controllers designed by our data-driven abstraction refinement approach
(black) and by the model-based approach of SCOTS (red). Blue blocks represent the obstacles,
the green dot represents the initial state, and the orange rectangle shows the target region [78].

Fig. 3.4 Comparison between the closed-loop trajectories of the system (3.7.1) with distur-
bance bound w̄ = (0.01,0,0) under the controllers designed by our data-driven abstraction
refinement approach (black) and by the model-based approach of SCOTS (red) [78].
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Fig. 3.5 3A3M power system with generators (G) and loads (L). L1 represents a bidirectional
load such as Electric Vehicles or Energy Storage Systems [78].

source (generator) and a load. At bus 1 we consider a load which is bidirectional, meaning it
can both draw power and inject power into the system. The loads at buses 2 and 3 can only
draw power from the system; when these loads increase, more power will be drawn from
the system, causing an imbalance between generation and consumption which may result in
reduction of the network frequency. The nominal frequency of the network is set to 60 Hz.

We consider a worst case scenario when a sudden increase occurs in the loads at buses
2 and 3 by 0.2 and 0.3 per unit (pu), respectively. The control task is for the load at bus 1
to balance the load increase at buses 2 and 3 by either reducing its load or injecting power
into the network. The simulation is run using PST on a 30 state model of this power system.
Balanced realisation of the system reduces its dynamics to three states. To compute the
data-driven finite abstraction, sample trajectories are gathered using a black-box approach
of the reduced system representation for the original model. The dynamics of the reduced
system are given by

ẋ = Ax+Bu+Ew
y =Cx,

(3.7.2)

where

A =

0.00027563 0 0
0 −0.3951 0.687
0 −0.6869 −0.016
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Fig. 3.6 3A3M power system frequency without applying any control input. The frequency
falls below 59.1 Hz thus violates the specification [78].

B =

0.00031166
0.1359
0.0230



E =

0.00033103 0.00031244
0.1309 0.1308
0.0250 0.0233


C =

[
−0.0115 −0.2296 0.0412

]
. (3.7.3)

The state and input spaces are X = [−0.02,0.02]× [−0.05,0.05]× [−0.12,0.12] and
U = [0,0.5]. Further, we set W = [−0.2,0.2]× [−0.3,0.3], ηu = 0.025, τ = 0.4, ηx =

(0.0015,0.0015,0.0015), β = 0.01 and ε = 0.01. The resulted abstraction has nx = 228,480
and nu = 20. The estimated Lipschitz constant is Lϕ = 1.5715. The target set is given by
−0.008 < y < 0.008 and the avoid set is given by y <−0.015. Multiplying by the nominal
frequency to get the specification in Hertz, the target region is [59.52,60.48] and the avoid
region is (−∞,59.1). Figure 3.6 shows that the specification is violated when no control is
applied.

We apply the data-driven approaches of Section 3.5 (fixed discretisation) and Section 3.6
(abstraction refinement). Both controllers are synthesised with disturbance W = [−0.2,0.2]×
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[−0.3,0.3]. A comparison of the two control approaches is shown in Table 3.3. The required
number of sample trajectories for each (x̂, û) is computed using equation (3.4.5) and marked
with N in the table. The abstraction refinement starts with ηx = 0.012 and refines the
discretisation iteratively with a factor of two. The algorithm successfully finds a controller
after five iterations. The runtimes and the resulting winning region sizes |V | are also given in
Table 3.3. The abstraction refinement synthesises the controller a factor of 100 times faster
than the fixed discretisation by iteratively decreasing the value of ηx.

Table 3.3 Results for the 3A3M power system [78].

Control Approach Dimension Disturbance
X U w̄ N time (min) |V |

Fixed Discretisation
3 1

(0.2,0.3) 3,290 5,253 230,760
Adaptive Refinement (0.2,0.3) 4,460 50.25 314,802

The data-driven control approach with fixed discretisation is simulated in PST and is
reported in Figures 3.7 and 3.8. The controlled system successfully keeps the frequencies
of the three areas outside of the avoid set (i.e., always above 59.1 Hz) and bring them back
to the target set (i.e., above 59.52 Hz). Figure 3.8 shows the load changes in the system.
Load at bus 1 is able to maintain the frequencies of the three areas above the avoid region
and facilitate the system returning to the target set for the maximum disturbances applied at
buses 2,3. Figures 3.9 and 3.10 show the results of simulating the system in PST with the
control obtained from the abstraction refinement approach. The controlled system has the
same performance in satisfying the specification.

3.7.4 Comparison with PAC learning

In this subsection, we compare our approach with the results provided by Xue et al. [179] that
is based on probably approximately correct (PAC) learning on the 3A3M power system case
study. The abstraction approach of [179] has no bias term γ , but uses confidence parameter
β ∈ (0,1), error level ε ∈ (0,1), and cardinality of the parameter vector θ denoted by q ∈ N.
The required number of samples is

N ≥ 2
ε
(ln

1
β
+q), (3.7.4)

which allows the constructed abstraction to hold for the entire state space except a subset
measured by parameter ε .
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Fig. 3.7 3A3M power system frequencies for the three areas, with the frequency of an area
is measured at the corresponding bus in that area. The control synthesised by the fixed
discretisation approach successfully keeps the frequencies of the three areas outside of the
avoid set. The frequencies leave the target set for around 4.4 seconds before staying in the
target set [78].
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Fig. 3.8 3A3M power system load changes for the three areas. Loads at buses 2 and 3
increase by 0.3 and 0.2 pu, respectively. Load at bus 1 is used to control the frequency using
our data-driven approach with fixed discretisation [78].
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Fig. 3.9 3A3M power system frequencies for the three areas, with the frequency of an area is
measured at the corresponding bus in that area. The control synthesised by the abstraction
refinement approach successfully satisfies the specification. The frequencies leave the target
set for around 4.2 seconds before staying in the target set [78].
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Fig. 3.10 3A3M power system load changes for the three areas. Loads at buses 2 and 3
increase by 0.3 and 0.2 pu, respectively. Load at bus 1 is used to control the frequency using
our data-driven approach with abstraction refinement [78].
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Table 3.4 Comparing the winning domain of controllers obtained from our RSA method,
PAC method of [179], and the model-based approach of [127]. The pairwise comparison is
made by computing the intersections (∩) and set differences (row\ column). The results are
reported both in cardinalities and percentages [78].

Winning Domain RSA PAC Model-based
∩ \ ∩ \ ∩ \

RSA 230,760 0 230,760 0 230,760 0
% 100.00% 0.00% 100.00% 0.00% 100.00% 0.00%

PAC 230,760 15,664 246,424 0 245,345 1,079
% 93.64% 6.36% 100.00% 0.00% 99.56% 0.44%

Model-based 230,760 22,216 245,345 7,631 252,976 0
% 91.22% 8.78% 96.98% 3.02% 100.00% 0.00%

We implement our data-driven robust scenario approach (RSA), the PAC approach in
[179] with parameters β = 0.01 and ε = 0.01, and the model-based approach of [127].
Table 3.4 compares the winning domain of the controllers by reporting the intersections (∩)
and set differences (row\ column). It can be seen that the winning domain obtained by our
RSA method is a subset of the ones computed by PAC and the model-based approaches. This
shows that our approach is more conservative than the model-based approach but correctly
finds a subset of the winning domain. In contract, the PAC approach gives a winning domain
that includes states not identified winning by the model-based approach. It includes 1079
states outside of the winning domain obtained by the model-based approach. Due to the
nature of the PAC learning, some of these states are incorrectly identified as winning. The
main reason is that the PAC method may miss to capture some of the transitions and does not
always generate an overapproximation of the system behaviours. Among these 1079 states,
a counter example can be found, demonstrating a lack of guarantee provided by the PAC
method. At state (0.0187,0.0262,−0.1163) the PAC controller calculates u =−0.075 to be
an input which will transition to a safe state under any disturbances. However, the system
under disturbances W1 = 0.2 and W2 = 0.3 will lead to the state (0.0188,0.0131,−0.1167)
that is outside of the winning domain of the controller. In comparison, the winning domain
provided by our RSA method is a subset of the one from the model-based method and provides
full guarantees on the satisfaction of the specification and correctness of the controller. This
guarantee is obtained at the cost of increased number of samples and a bias term included in
the growth bound calculations, which makes the controller more conservative.
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As a final point on this case study, note that our sampling approach uses the Lipschitz
constant estimated using sample trajectories. This Lipschitz constant can in turn be used to
construct the abstraction. The direct use of the estimated Lipschitz constant does not provide
a formal guarantee as it is an estimated value that converges to the true value only in the limit
(i.e., the number of samples goes to infinity), and is likely to provide an overly conservative
controller. On this particular case study, the direct use of the Lipschitz constant gives a
controller that covers only 78.8% of the winning domain of the model-based approach.

3.7.5 Parameter optimisation

In this subsection, we discuss how selection of different parameters can affect the sample
complexity and conservativeness of our method. We fix the path planning case study with
the estimated Lipschitz constant 1.46. Figures 3.11 and 3.12 illustrate the effect of changing
parameters ε,β on the number of samples N required for each pair (x̂, û) in order to compute
the growth bound with confidence (1−β ). Figure 3.11 illustrates the effect of increasing the
confidence parameter β on reducing the sample complexity, for a fixed ε = 0.01. Figure 3.12
shows that for a fixed β = 0.01, increasing ε leads to a rapid drop in N. In both Figures 3.11
and 3.12, the sample complexity increases in the presence of disturbance as the dimension of
the sample space becomes larger.

Figure 3.13 demonstrate the effect of changing ε on the value of the bias term γ that
makes the inequalities of the SCP more conservative. The bias term γ increases for larger
values of ε . Therefore, increasing ε can decrease the sample complexity while increasing γ .
Finally, it can be observed that the value of γ is larger in the presence of disturbance.

3.8 Discussion and future work

We proposed a data-driven method for computing finite abstractions of continuous systems
with unknown dynamics. Our approach casts the computation of an overapproximation
of reachable sets as a robust convex program (RCP). A feasible solution for the RCP is
then obtained with a given confidence by solving a corresponding scenario convex program
(SCP). The SCP does not need the dynamics of the system and requires only a finite set of
sample trajectories. We provided a sample complexity result that gives a lower-bound on
the number of trajectories to achieve a certain confidence. Our sample complexity results
requires knowing a bound on the Lipschitz constant of the system, that we estimated using
extreme value theory.
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Fig. 3.11 Required number of samples for our approach as a function of β for a fixed
ε = 0.01 [78].
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Fig. 3.12 Required number of samples for our approach as a function of ε for a fixed
β = 0.01 [78].
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Fig. 3.13 The bias term γ as a function of ε [78].

We guaranteed that with high confidence, the computed abstraction is a valid abstraction
of the system that overapproximates its behaviours on its entire state space. We showed that
our data-driven approach can be embedded into abstraction refinement schemes for designing
a controller and enlarging the winning region of the controller with respect to satisfaction of
temporal properties. Finally, we evaluated our approach on three case studies.

In the future, we plan to extend our approach by enlarging the class of disturbances beyond
piece-wise constant ones (i.e., tackling the issue of infinite dimensional sampling spaces),
improve scalability of the approach by providing more efficient parallel implementation of
the approach, and apply it to large case studies that are combinations of differential equations,
block diagrams, and lookup tables.





Chapter 4

Model-free RL for formal control of
stochastic systems

4.1 Chapter introduction

We discussed in Chapter 3 that using abstraction approaches is computationally expensive.
In this chapter, the main focus is on tackling scalability issues. In this way, we introduce a
game theoretic framework in which we decompose the system and restate the problem as a
two-player zero-sum game. Though this approach is conservative, it solves the scalability
issue of abstraction-based approaches.

This chapter introduces a novel reinforcement learning (RL) scheme to synthesise policies
for continuous-space stochastic control systems with unknown dynamics. The proposed
framework is based on implicitly abstracting the system with a finite Markov decision process
(MDP) with unknown transition probabilities, synthesising a strategy for the abstract model,
and then mapping the results back over the continuous-space system while providing approxi-
mate optimality guarantees for the synthesised strategy. We consider finite-horizon properties,
expressed in the syntactically co-safe fragment of linear temporal logic (scLTL) augmented
with a time bound. A key contribution is to leverage the classical convergence results for
RL on finite MDPs to provide strategies that maximise the probability of satisfaction over
unknown continuous-space systems. Since automata-based reward functions are often sparse,
we also present a novel potential-based reward shaping technique to accelerate learning by
producing dense rewards. We then extend our approach to networks of unknown stochastic
control systems. The proposed compositional framework applies model-free two-player RL
in an assume-guarantee fashion and compositionally compute strategies for continuous-space
interconnected systems without explicitly constructing their finite-state abstractions. Our
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approach gives a guaranteed lower bound for the probability of property satisfaction by
the interconnected system based on those of individual controllers over subsystems. The
effectiveness of the proposed approaches is demonstrated via three physical benchmarks, in-
cluding (i) regulation of a room temperature (network), (ii) control of a road traffic (network),
and (iii) control of a 7-dimensional nonlinear model of a BMW 320i car.

The research presented in the chapter has been submitted for publication in Nonlinear
Analysis: Hybrid Systems, and the e-print can also be viewed on arXiv [88]. This research
was the result of a collaboration with the University of Colorado Boulder. My role in this
research is to provide the theoretical results and write the paper.

4.2 Introduction

Motivations. Stochastic control systems with continuous state and action sets have gained
significant attention as an important modelling framework describing many real-life safety-
critical applications, including traffic networks and power grids. Since the closed-form
characterisation of optimal policies for continuous-space stochastic systems is not available in
general, it is challenging to automatically synthesise policies [8] for such complex systems to
achieve some high-level properties, e.g., those expressed in linear temporal logic (LTL) [122].
To alleviate the complexity in synthesising policies for continuous-space stochastic systems,
one promising approach is to discretise the state, synthesise an optimal policy for the resulting
abstract finite-state model (using formal methods [8] or reinforcement learning (RL) [160]),
and then translate the results back to the original system, while providing bounds on the error
introduced by the discretisation process [143, 89].
Main contribution. The contribution of this chapter is twofold: First, we propose an RL
approach to synthesise policies for the satisfaction of finite-horizon properties in unknown
stochastic systems with uncountable state sets, while providing convergence guarantees. In
particular, we leverage a closeness guarantee between probabilities of satisfaction by the
unknown continuous-space stochastic system and its finite abstraction that can be controlled
a-priori and utilise the classical convergence results for RL on finite MDPs. This approach
enables us to apply model-free, off-the-shelf RL algorithms to compute ε-optimal strategies
for continuous-space systems with a precision ε that is defined a-priori and without explicitly
constructing finite abstractions. We also propose a novel potential-based reward shaping
[118] technique to produce dense rewards that are based on the structure of the automata
representing the specifications of interest.

In the second part of the chapter, we develop a scalable approach for the synthesis of
controllers for networks of continuous-space stochastic systems with unknown dynamics so
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that they satisfy finite-horizon properties. The controller for the whole network is composed
from controllers synthesised for subsystems. Each of these controllers is obtained by solving
a stochastic game, in which other components are treated as adversaries. Since probabilities
are unknown, we use the converging multi-agent RL framework in [97, 98] to synthesise
strategies. The compositional approach we propose provides a significant step towards
scalability since convergent RL algorithms are computationally very expensive when applied
to large finite MDPs. We demonstrate on two case studies how this approach can reduce
the size of the system that needs to be reasoned over by orders of magnitude. We utilise a
closeness guarantee between probabilities of satisfaction by subsystems and their implicit
finite MDPs (which can be chosen a-priori), and leverage convergence results of minimax-Q
learning [98] for solving stochastic games on finite MDPs. We provide, for the first time, a
theoretical lower bound on the probability of satisfaction of finite-horizon properties by the
original interconnected continuous-space stochastic system with unknown dynamics in terms
of the bounds computed for the subsystems.

We demonstrate the effectiveness of the proposed results by applying them to three
physical benchmarks including (i) regulation of a room temperature (network), (ii) control of
a road traffic (network), and (iii) control of a 7-dimensional nonlinear model of a BMW 320i
car.
Related work. A model-free RL framework for synthesising policies for unknown, and
possibly continuous-state, stochastic systems is presented in [61, 181]. Our proposed ap-
proaches here differ from the ones in [61, 181] in two main directions. First and foremost,
the proposed approaches in [61, 181] provide theoretical guarantees only if the underlying
system has finitely many states, and the results for continuous-state systems are only empiri-
cally illustrated. In contrast, we utilise here a closeness guarantee between probabilities of
satisfaction by the unknown continuous-space stochastic system and its finite abstraction to
compute ε-optimal strategies for original systems using RL with a-priori defined precision
ε . In addition, we propose in the second part of chapter a compositional RL framework for
the policy synthesis of networks of continuous-space stochastic systems, whereas the results
in [61, 181] only deal with monolithic systems.

A subset of the results in this chapter has recently appeared in [89]. Our approaches here
differ from those in [89] in several directions. First and foremost, the results in [89] only apply
to monolithic systems and, hence, suffer from the curse of dimensionality when confronted
with large-scale interconnected systems. In contrast, we propose here a compositional RL
framework for networks of continuous-space stochastic systems with unknown dynamics
by breaking the main synthesis problem into simpler ones while still providing a lower
bound on the probability of property satisfaction for interconnected systems based on optimal
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probabilities of their subsystems. As the second main extension, we propose here a multi-
level discretisation scheme for RL in which the agent learns control policies on a sequence
of finer and finer discretisations of the same system. We show that this improves learning
efficiency while preserving convergence results. Finally, we provide a detailed and mature
description of the results announced in [89], including all proofs that were omitted.

4.3 Discrete-time stochastic control systems

Given functions fi : Xi→Yi, for 1≤i≤N, their product×N
i=1 fi :×N

i=1 Xi→×N
i=1Yi is defined

as (x1, . . . ,xN)7→[ f1(x1); . . . ; fN(xN)]. We represent a diagonal matrix with σ1, . . . ,σn as its
entries as diag(σ1, . . . ,σn).

We assume that random variables are measurable functions of the form X : Ω→ SX .
Any random variable X induces a probability measure on its space (SX ,FX) as Prob{A}=
PΩ{X−1(A)} for any A ∈ FX . A discrete probability distribution, or just distribution,
over a (possibly countable) set X is a function d : X→[0,1] such that ∑x∈X d(x) = 1 and
supp(d) = {x ∈ X | d(x)>0} is at most countable. We say that d : X→[0,1] is a point
distribution if d(x) = 1 for some x ∈ X .

A topological space S is called a Borel space if it is homeomorphic to a Borel subset of a
Polish space (i.e., a separable and completely metrisable space). Examples of a Borel space
are the Euclidean spaces Rn, their Borel subsets endowed with the subspace topology, as
well as hybrid spaces. Any Borel space S is assumed to be endowed with a Borel σ -algebra,
which is denoted by B(S). We say that a map f : S→ Y is measurable whenever it is Borel
measurable.

4.3.1 Discrete-time stochastic control systems

In this chapter, we consider networks of stochastic control systems in discrete time where
each component, a discrete-time stochastic control system or dt-SCS, is defined as follows.

Definition 4.1 A discrete-time stochastic control system (dt-SCS) is a tuple

Σ = (X ,U,W,ς , f ,Y,h), (4.3.1)

where:

– X ⊆ Rn, a Borel space, is the state space of the system. We denote by (X ,B(X)) the
measurable space with B(X) being the Borel sigma-algebra;
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– U is the external input space;

– W ⊆ Rp is the internal input space;

– ς is a sequence of independent and identically distributed (i.i.d.) random variables
from a sample space Ω to the set Vς , namely ς := {ς(k) : Ω→ Vς , k ∈ N};

– f : X×U×W ×Vς → X is a measurable function characterizing the state evolution
of Σ;

– Y ⊆ Rq is the output space;

– h : X→Y , a measurable function, maps states to outputs.

We write P{ f (x,v,w, ·) ∈ B | x,u,w} for the probability that the next state is in B ∈B(X)

given current state x∈X, external input u∈U, internal input w∈W, when the remaining
argument is distributed like the random variables in ς .

The execution of Σ from x(0)∈X, and inputs {υ(k) : Ω→U, k∈N} and {w(k) : Ω→W, k∈N}
is described by:

Σ :

{
x(k+1) = f (x(k),υ(k),w(k),ς(k)),
y(k) = h(x(k)),

k ∈ N. (4.3.2)

Remark 4.1 The input space U of a dt-SCS Σ is in general a continuous Borel space, e.g., a
subset of Rm. Since any input sequence will be implemented by a digital controller, without
loss of generality, we assume that the input set U is finite here.

We will also consider special subclass of dt-SCS, called closed dt-SCS, where the internal
inputs are absent, i.e., when p = 0. Such systems may also result from considering an
interconnection of dt-SCSs (cf. Definition 4.2), monolithically. For notational convenience,
we represent closed dt-SCS as a tuple (X ,U,ς , f ) and its execution can be simplified to

Σ :

{
x(k+1) = f (x(k),υ(k),ς(k)),
y(k) = h(x(k)),

k ∈ N. (4.3.3)

For a closed dt-SCS, we write P{ f (x,v, ·) ∈ B | x,u} for the probability that the next state is
in B given the current state x ∈ X and input u ∈U .

For emphasis, we call a non-closed dt-SCS open. When clear from context, we drop the
open or closed specifier.
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Fig. 4.1 Interconnection of stochastic control subsystems Σ1 and Σ2 [88].

Definition 4.2 (Network of dt-SCS) For 1 ≤ i ≤ N, let Σi = (Xi,Ui,Wi,ςi, fi,Yi,hi) be a
family of N open dt-SCS. The network of ⟨Σi⟩1≤i≤N is defined by the interconnection map
g :×N

i=1Yi→×N
i=1Wi, and gives rise to a closed dt-SCS Ig(Σ1, . . . ,ΣN)= (X ,U,ς , f ), where

X :=×N
i=1 Xi, U :=×N

i=1Ui, and f :=×N
i=1 fi, subjected to the following interconnection

constraint:

[w1; . . . ;wN ] = g(h1(x1), . . . ,hN(xN)). (4.3.4)

An example of the interconnection of two stochastic control subsystems Σ1 and Σ2 is
illustrated in Fig. 4.1.

4.3.2 Stochastic games and Markov decision processes

The semantics of an open dt-SCS Σ can sometimes be given as a stochastic game [125, 44]
between two players—player Max (the control), who controls the external inputs U , and
player Min (the adversary), who controls the internal inputs. We assume that the adversary is
more powerful than the controller in that the adversary can see the choices of the controller
at every step. From control synthesis perspective, this view results in a cautious controller
with a pessimistic view of the environment. On the other hand, a strategy computed in this
manner also works against the weaker adversary.

Definition 4.3 A stochastic game arena (SGA) is a tuple G=(S,A,T,SMax,SMin) where:

– S is (potentially uncountable) state space;

– A is the set of actions and we write A(s) for the set of actions enabled at a state s ∈ S;

– T : S×A×B(S)→ [0,1] is a conditional stochastic kernel that assigns to any s ∈ S
and a ∈ A, a probability measure P(·|s,a) on the measurable space (S,B(S)).

– SMax ⊆ S and SMin ⊆ S form a partition of S into the set of states controlled by players
Max and Min, respectively.
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For the stochastic kernel T , state s ∈ S, action a ∈ A, and set B ∈B(S), we write T (B | s,a)
for T (s,a,B).

We say that a SGA is finite, if both S and A are finite. For finite SGAs, the transition
function T (s,a, ·) is a discrete probability distribution for every s ∈ S and a ∈ A. For a finite
SGA, we write T (s′ | s,a) for T (s,a,s′) for all s,s′ ∈ S and a ∈ A. Also, we refer to an SGA
as a Markov decision process (MDP) if SMin = /0. We represent an MDP as (S,A,T ). An
MDP (S,A,T ) is finite if both S and A are finite.

Definition 4.4 (dt-SCS: Semantics) An open dt-SCS Σ=(X ,U,W,ς , f ,Y,h) can be interpreted[76,
Proposition 7.6] as an SGA GΣ = (S,A,T,SMax,SMin), where

– S=X ∪ (X×U) such that SMax = X and SMin = X×U;

– A=U ∪W such that for all s ∈ X we have A(s) = U and for all s ∈ X ×U we have
A(s) =W;

– T : S×A×B(S)→ [0,1] such that

1. for x ∈ SMax and u ∈U

T ((x,u) | x,u) = 1, T (S\{(x,u)} | x,u) = 0,

2. for all (x,u) ∈ SMin, w ∈W, and all B ∈B(X)

T (B | (x,u),w) = P
{

f (x,v,w, ·) ∈ B | x,u,w
}
.

Similarly, a closed dt-SCS Σ = (X ,U,ς , f ) can be equivalently represented as a Markov
decision process MΣ = (S = X ,A =U,T ) where T : S×A×B(S)→ [0,1] such that for all
x ∈ X, u ∈U, and B ∈B(X), we have that

T (B | x,u) = P
{

f (x,u, ·) ∈ B
∣∣x,u

}
.

Abusing notation, we write Σ for its SGA GΣ or MDP MΣ.

The objective in an SGA is to determine a policy—a decision rule for every step to
choose the next action—for both players that optimise a given objective. A decision rule
may be history-dependent (depends on all the information available at a given time step) or
memoryless (depends only on the current state); they may be stochastic (defines a stochastic
kernel on the actions) or deterministic (chooses a fixed action with probability 1). For the
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objectives in this chapter, w.l.o.g. we only need to consider memoryless, deterministic
policies [36]. We call these policies Markov policies as defined next.

Definition 4.5 (Markov policies) For an SGA G , a Markov policy ρ of player Max is a
sequence (ρ0,ρ1,ρ2, . . .) of decision rules where each rule ρn : SMax→ A, for n ∈ N, is a
universally measurable function such that ρn(s) ∈ A(s) for all s ∈ S. Similarly, a Markov
policy ξ of player Min is a sequence (ξ0,ξ1,ξ2, . . .) where ξn : SMin→ A, for n ∈ N, is a
universally measurable function such that ξn(s) ∈ A(s) for all sMin ∈ S. We write ΠG

Max and
ΠG

Min for the set of all Markov policies of player Max and player Min, respectively. For an
MDP M we write ΠM for the set of policies. We omit the superscripts M and G when clear
from the context.

Definition 4.6 (Solution process) Any pair of Markov policies ρ ∈ ΣMax and ξ ∈ ΣMin, and
initial state s ∈ S, characterise a unique stochastic process over sequences of states and
actions. We write G s

ρ,ξ
for this stochastic process and write Sn and An for the random

variables corresponding to the state and action at time step n ∈ N. We write Es
ρ,ξ

[·] for the
expected value of a random variable for the stochastic process G s

ρ,ξ
. Similarly, we write M s

ρ

for the stochastic process of an MDP M with initial state s and policy ρ , and Es
ρ [·] for the

expected value of a random variable for M s
ρ .

4.3.3 Reinforcement learning

Reinforcement learning (RL) [160] is a sample-based approach to controller synthesis in
stochastic environments where a learning agent—the controller—relies on scalar reward sig-
nals to select inputs aimed at achieving a prescribed objective. RL is intimately connected to
optimal control, with the main distinction being that the stochastic system is “unknown,” i.e.,
the transition probabilities as well as the reward structure of the underlying stochastic system
may not be known in advance, but can be sampled. Strong convergence guarantees [160, 98]
exists for learning optimal control using RL for finite stochastic game arenas. For this reason,
the presentation on this subsection focuses on finite SGAs.

A stochastic game is a pair (G ,R) where G = (S,A,P,SMax,SMin) is a finite SGA and
R : S×A×S→ R is a (scalar) reward function. From an initial state s = s0 ∈ S, the game
evolves by having the player that controls sk at time step k ∈ N select an action ak+1 ∈ A(sk).
The state then evolves under probability distribution P(· | sk,ak) resulting in a next state
sk+1 and reward rk+1 = R(sk,ak,sk+1). Given a discount factor γ ∈ [0,1), the payoff (from
player Min to player Max) of the SGA is defined as the γ-discounted sum of rewards, i.e.,

∑
∞
k=0 rk+1γk. The objective of player Max is to maximise the expected payoff, while the
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objective of player Min is the opposite. Recall that ΠMax and ΠMin are the set of Markov
policies for player Max and player Min in G . We say that a policy ρ∗ ∈ΠMax is optimal if

inf
ξ∈ΠMin

Es
ρ∗,ξ

[ ∞

∑
k=0

R(Sk,Ak+1,Sk+1)γ
k
]

≥ inf
ξ∈ΠMin

Es
ρ,ξ

[ ∞

∑
k=0

R(Sk,Ak+1,Sk+1)γ
k
]
,

for all ρ ∈ΠMax. The optimal policies for player Min are defined analogously. The goal of
RL is to compute optimal policies for both players with samples from the game, without
apriori knowledge of the transition probability and rewards.

The RL algorithms solve this problem by learning a state-action value function defined to
be

Qρ,ξ (s,a) = E
s
ρ,ξ

[ ∞

∑
k=0

R(Sk,Ak+1,Sk+1)γ
k
]
,

where ρ ∈ΠMax and ξ ∈ΠMin. These are called Q-values, or quality, of the pair (s,a)∈ S×A.
Since the state and action space is finite, this can be represented as a look-up table called the
Q-table. RL algorithms that use a look-up table are called tabular methods. We define

Q∗(s,a) = sup
ρ∈ΠMax

inf
ξ∈ΠMin

Qρ,ξ (s,a).

Given Q∗(s,a), one can extract the policy for both players by selecting the maximum value
action in states controlled by player Max and the minimum value action in states controlled
by player Min. The following recurrence relation, known as Bellman optimality equations,
characterises the optimal solutions and forms the basis for computing the Q-table with
dynamic programming:

Q∗(s,a)= ∑
s′∈S

T (s′|s,a)·
(
R(s′,a,s)+γ · opt

a′∈A(s′)
Q∗(s′,a′)

)
,

where opt is max if s′ ∈ SMax and min if s′ ∈ SMin. Minimax-Q learning [97] estimates
the dynamic programming update from the stream of samples by performing the following
update at each time step:

Q(s(k),a(k))← (1−αk)Q(s(k),a(k)) +

αk(r(k+1)+ γ opt
a′∈A(s(k+1))

Q(s(k+1),a′)),

where← is the assignment operator, and αk ∈ (0,1) is the learning rate at time step k and is
a parameter of the algorithm.
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Theorem 4.1 (Minimax-Q[98]) Minimax-Q learning is guaranteed to converge to the
unique fixpoint Q∗(s,a) if r(k) is bounded, learning rate satisfies the Robbins-Monro con-
ditions (i.e., ∑

∞
k=0 αk = ∞ and ∑

∞
k=0 α2

k < ∞), and all state-action pairs are seen infinitely
often.

Remark 4.2 For finite horizon objectives (i.e., when r(k)=0 for all k>N for some fixed
N>0), this convergence result holds even for undiscounted case, i.e., when γ=1.

Minimax-Q algorithm produces the controller directly, without internally producing
estimates of the unknown system dynamics, which is called model-free. The minimax-Q
algorithm of Littman [97] reduces to standard Q-learning [172] algorithm for MDPs, i.e.,
when SMin = /0. Our choice of minimax-Q learning and Q-learning is due to its popularity
and performance.

When SGAs are not finite, one can no longer represent the Q-values in a look-up table. A
popular alternative is based on neuro-dynamic programming [15] where we can represent
the Q-values by a parameterised function. The study of RL when the parameterised function
is an artificial neural network is called deep reinforcement learning, and has seen recent
empirical success. Deep Q-learning [112] is a popular adaptation of the Q-learning algorithm
which uses an artificial neural network to estimate Q-values. Unfortunately, for deep RL
convergence to the optimal solution is not guaranteed.

4.3.4 Finite-horizon specifications

Logics like Linear Temporal Logic (LTL) and automata provide rigorous and unambiguous
formalisms to express requirements for stochastic control systems [8].

Formulae of LTL and ω-automata describe sets of infinite words whose letters are drawn
from a finite alphabet. In applications like ours, the alphabet is the powerset of a set of
atomic propositions, which are measurable predicates defined over the states of a system.
We are interested in finite-horizon properties; that is properties for which membership can
be decided by examining a fixed-length prefix of a word. We briefly discuss two ways to
restrict LTL to finite-horizon properties. The first way starts with a fragment of LTL known
as syntactically co-safe linear temporal logic (scLTL) [142, 84, 13], which is defined below.

Definition 4.7 (Syntactically co-safe LTL (scLTL)) scLTL over the atomic propositions
AP is a fragment of LTL such that the negation operator (¬) only occurs before atomic
propositions, and characterised by the following grammar:

φ ::= p |¬p |φ1∨φ2 |φ1∧φ2 | Xφ |φ1Uφ2,
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with p ∈ Σa, where Σa = 2AP, and ∨,∧,X,U are the customary logical and temporal opera-
tors [8, 122].

Even though scLTL formulae are defined over infinite words (as are LTL formulae), their
satisfaction only depends on a (finite) prefix of a word [84]. Any infinite word ω ∈ Σω

a

satisfying an scLTL formula φ (written ϖ |= φ ) has a finite prefix ω f such that all infinite
extensions of ω f also satisfy the formula φ . We denote the set of all such prefixes associated
with scLTL formula φ by L f (φ).

Given a dt-SCS with state space X and a set of atomic propositions AP⊆ 2X , a trajectory
of the dt-SCS defines a word in Σω

a . We write P(Σx
ρ |= φ) for the probability that a trajectory

of a closed dt-SCS Σ started from state x and governed by policy ρ satisfies φ . For an open
dt-SCS, we write P(Σx

(ρ,ξ )
|= φ). This notation is extended in the natural way to MDPs, and

SGAs.
A formula of scLTL describes an open set in the Cantor topology of Σω

a [4]. It is decided
by a deterministic finite automaton on finite words (DFA) that accepts L f (φ) [84].

Definition 4.8 A deterministic finite automaton (DFA) is a tuple A =(Q,Σa, t,q0,Fa), where
Q is a finite set of states, Σa is a finite alphabet, t : Q×Σa→ Q is a transition function,
q0 ∈ Q is the initial state, and Fa ⊆ Q is a set of accepting states. We write λ for the
empty word and Σ∗a for the set of finite strings over Σa. The extended transition function
t̂ : Q×Σ∗a→ Q (extended from letters to words) is defined as:

t̂(q, w̄) =

q, if w̄ = λ ,

t(̂t(q,x),a), if w̄ = xa for x ∈ Σ∗a anda∈Σa.

The language accepted by a DFA A is L (A ) = {w̄ ∈ Σ∗a | t̂(q0, w̄)) ∈ Fa}.

For verification and synthesis purposes, an scLTL property can be compiled into a DFA
Aφ over the alphabet 2AP such that L f (φ) = L (Aφ ). This construction is routine; we refer
the interested reader to [84] for the details. The resulting DFA has a unique accepting state
whose out-going transitions are all self-loops. Such a DFA is known as a co-safety automaton.
In the following, we assume that the DFA Aφ for an scLTL property φ is a co-safety one.

Some formulae of scLTL describe finite-horizon properties. For example, p∨XXq only
requires checking the first three letters of a word. Other properties, like pUq are satisfied
by finite words of arbitrary length. We can, however, adjoin a finite time horizon T to a
formula φ and stipulate that an infinite word satisfies (φ ,T ) if it has a prefix of length at
most T +1 that is in L (Aφ ).
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Fig. 4.2 DFA for pUq with no time horizon (left) and with T = 2 (right). The finite-horizon
DFA may be obtained by unrolling the co-safety DFA or by translating the finite-horizon
formula q∨ (p∧X(q∨ (p∧Xq))) [88].

The sets described by scLTL formulae with finite time horizon are clopen. This follows
from the observation [85, Lemma 2.1] that a subset of Σω

a is both open and closed if and only
if it has a finite minimal basis. One then observes that there are only finitely many words of
length up to T +1 in L f (φ). Clopen sets are closed under finite union, intersection, and
complementation. Accordingly, finite-horizon LTL properties are closed under finite Boolean
operations.

A DFA that accepts a clopen set can be restricted to have exactly one accepting sink state
and one rejecting sink state. All other states are transient: they can only be visited once.
We call automata with this structure finite-horizon automata. The finite-horizon automaton
for the bounded time-horizon satisfaction of φ can be computed by unrolling the co-safety
automaton Aφ (cf. Fig. 4.2).

The second way we consider to restrict LTL to finite-horizon properties is to remove
the “until" operator from the definition of scLTL, leaving only X as temporal modality. The
resulting fragment also describes clopen sets and finite-horizon automata can be obtained
by direct translation of such properties. On the one hand, the formulae that forgo the until
operator do not need a separate specification of the time horizon. On the other hand, they
tend to be more cumbersome to write. Hence, scLTL plus time horizon is usually preferable
and is the type of specification assumed in the sequel.

4.4 Problem definition

We say that a dt-SCS Σ = (X ,U,W,ς , f ,Y,h) is unknown if f and the distribution of ς are
not known explicitly, but can be sampled. We are interested in automatically synthesising
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controllers for a network of unknown dt-SCS (Definition 4.2) whose requirements are
specified as finite-horizon properties. We present our solution to this problem in two parts.
In the first part (Section 4.5 and 4.6) we consider the network of systems monolithically
and study how to synthesise a centralised control for such monolithic system by studying
the synthesis for closed and unknown dt-SCSs against scLTL specifications using RL. We
extend this approach to compositionally design a decentralised controller for a network of
open dt-SCSs by exploiting minimax-Q learning in the second part (Section 4.7 and 4.8).
Finally, we demonstrate the effectiveness and scalability of our approaches on three physical
benchmarks.

We emphasise that, even when the system is known, there is no closed-form solution for
computing optimal policies enforcing scLTL specifications over continuous-space stochastic
control systems. One can employ the approximation approaches, discussed in Subsec-
tion 4.5.1, to synthesise those policies which, however, suffer severely from the curse of
dimensionality and, more importantly, require knowing precisely the probabilistic evolution
of states in models. Instead, we propose an RL approach synthesising policies for unknown
continuous-space stochastic systems while providing quantitative probabilistic guarantees
on the satisfaction of properties.

4.5 Controller synthesis for unknown continuous-space
stochastic control systems

In this section, we are concerned with automatically synthesising controllers for the unknown
continuous-space stochastic control systems in (4.3.3) whose requirements are specified in
finite-horizon LTL. Given a discrete-time stochastic control system Σ = (X ,U,ς , f ), where f
and the distribution of ς are unknown and given a finite-horizon formula φ , we seek a Markov
policy enforcing satisfaction of the property φ in Σ with probability within a guaranteed
threshold from the unknown optimal probability.

In order to provide any formal guarantee, we need to make further assumptions on the
dt-SCS. In particular, we assume that the dynamical system in (4.3.3) is Lipschitz-continuous
with a constant H . Consider the system in (4.3.3) where ς(·) is i.i.d. with a distribution tς (·).
Suppose that the vector field f is continuously differentiable and the matrix ∂ f

∂ς
is invertible.

Then, the implicit function theorem guarantees the existence and uniqueness of a function
ḡ : X ×X ×U → Vς such that ς(k) = ḡ(x(k+ 1),x(k),υ(k)). In this case, the conditional
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density function is:

tx(x′|x,u) =
∣∣∣∣det

[
∂ ḡ
∂x′

(x′,x,υ)
]∣∣∣∣ tς (ḡ(x′,x,υ)).

The Lipschitz constant H is specified by the dependency of the function ḡ(x′,x,υ) on the
variable x. As a special case, consider a nonlinear system with an additive noise

f (x,υ ,ς) = fa(x,υ)+ ς .

Then the invertibility of ∂ f
∂ς

is guaranteed and ḡ(x′,x,υ) = x′− fa(x,υ). In this case, H is
the product of the Lipschitz constant of tς (·) and fa(·).

Example 4.1 Consider a dt-SCS Σ with linear dynamics x(k+1) = Ax(k)+ B̄υ(k)+ ς(k),
where A = [ai j], and ς(k) is i.i.d. for k = 0,1,2, . . . with a normal distribution having zero

mean and covariance matrix diag(σ1, . . . ,σn). Then, one obtains H = ∑i, j
2|ai j|

σi
√

2π
. Note

that for the computation of the approximation error (cf. (4.5.2)), it is sufficient to know an
upper bound on entries of the matrix A and a lower bound on the standard deviation of the
noise.

An alternative way of computing the Lipschitz constant H is to estimate it from sample
trajectories of Σ. This can be done by first constructing a non-parametric estimation of
the conditional density function using techniques proposed in [136] and then compute H

numerically using the derivative of the estimated conditional density function. We refer the
interested reader to [89, equation (3)] for more details.

Now we have all the required ingredients to state the main problem we address in the
first part of the chapter.

Problem 4.1 Let φ be a finite-horizon formula and Σ = (X ,U,ς , f ) a closed discrete-
time stochastic control system, where f and the distribution of ς are unknown, but the
Lipschitz constant H is known. Synthesise a Markov policy that enforces satisfaction of
the property φ by Σ with probability within a-priori defined threshold ε of the unknown
optimal probability.

To present our solution to this problem, we first present a technical result connecting
continuous-space stochastic systems with corresponding finite abstractions. We then exploit
this result to provide a reinforcement learning-based solution to Problem 4.1. We emphasise
that we do not explicitly construct finite abstractions of continuous-space stochastic systems.
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In fact, we cannot construct them because the dynamics of continuous-space systems are
unknown.

4.5.1 Abstraction of dt-SCS Σ by a finite MDP

We approximate the dt-SCS Σ in (4.3.3) with a finite Σ̂ using an abstraction algorithm. The
algorithm first constructs a finite partition of the state space X = ∪iXi. Then representative
points x̂i ∈ Xi are selected as abstract states. Given a dt-SCS Σ = (X ,U,ς , f ), the constructed
finite MDP Σ̂ is

Σ̂ = (X̂ ,Û ,ς , f̂ ), (4.5.1)

where X̂ = {x̂i, i = 1, . . . ,nx}, a finite subset of X , and Û :=U are finite state and input sets
of the MDP Σ̂. Moreover, f̂ : X̂ × Û ×Vς → X̂ is defined as f̂ (x̂, υ̂ ,ς) = Qx( f (x̂, υ̂ ,ς)),
where Qx : X → X̂ is the map that assigns to any x ∈ X , the representative point x̂ ∈ X̂ of the
corresponding partition set containing x. The initial state of Σ̂ is also selected according to
x̂0 := Qx(x0) with x0 being the initial state of Σ.

Abusing notation, a policy in Σ̂ can be considered as a valid policy in Σ, i.e., ΠΣ̂ ⊆ΠΣ.
The following theorem [147] shows the closeness between a continuous-space stochastic
control system Σ and its finite abstraction Σ̂ in a probabilistic setting.

Theorem 4.2 Let Σ = (X ,U,ς , f ) be a continuous-space stochastic control system and
Σ̂ = (X̂ ,Û ,ς , f̂ ) be its finite abstraction. For finite-horizon specification φ , Markov policy
ρ ∈ΠΣ̂, and initial state x ∈ X, we have:

|P(Σx
ρ |= φ)−P(Σ̂x̂

ρ |= φ)| ≤ ε, with ε := T δH L, (4.5.2)

where x̂ = Qx(x), T is the finite time horizon, δ is the state discretisation parameter, H is
the Lipschitz constant of the stochastic kernel, and L is the Lebesgue measure of the state
space. Moreover, if we take the optimal policy ρ∗ ∈ΠΣ̂ of satisfying the specification in Σ̂

and applying it to Σ, we have the error at most 2ε , i.e.,∣∣ max
ρ∈ΠΣ

P(Σx
ρ |= φ)−P(Σx

ρ∗ |= φ)
∣∣≤ 2ε. (4.5.3)

The error bound ε in (4.5.2) is obtained by characterising P(Σx
ρ |= φ) recursively similar

to dynamic programs (DP). This error is related to the approximation of the continuous kernel
via a discrete one, hence, the term δH appears in ε . There is also an integration over the
state space, thus L appears in ε . Finally, the errors contributed in every iteration of the DP
are added, hence, the horizon T appears in ε .



68 Model-free RL for formal control of stochastic systems

Stochastic Control System

xx̂

δ − quantizer

a

Interpreter

scLTL Specification

u

Reinforcement Learner

x
⋆ , ρ

⋆

T

q1

Fig. 4.3 Model-free reinforcement learning is employed by DFA Aφ corresponding to SCLTL
objective φ to provide scalar rewards by combining DFA Aφ and a δ -quantised observation set of the
continuous-space MDP Σ. In particular, the δ -quantised observation set of the continuous-space MDP
Σ is used by an interpreter process to compute a run of Aφ . When the run of Aφ reaches a final state,
the interpreter gives the reinforcement learner a positive reward and the training episode terminates.
Any converging reinforcement learning algorithm over such δ -quantised observation set is guaranteed
to maximise the probability of satisfaction of the scLTL objective φ and converge to a 2ε-optimal
strategy over the concrete dt-SCS Σ, thanks to Theorem 4.2 [88].

Remark 4.3 Note that in order to employ Theorem 4.2, one can first a-priori fix the desired
threshold ε in (4.5.2). According to the values of H , L , and T , one computes the required
discretisation parameter as δ = ε

T H L . For instance in the case of a uniform quantiser, one
can divide each dimension of the set X into intervals of size δ/

√
n with n being the dimension

of the set.

4.6 Synthesis via reinforcement learning

In this section, we sketch how we apply Theorem 4.2 to solve Problem 4.1 when conditional
stochastic kernels are unknown. We begin by detailing the solution of finding optimal policies
for finite-horizon properties in the case of known MDPs, and then we show how to exploit
that to provide an RL-based algorithm to synthesise an optimal policy.

4.6.1 Product Markov decision process

It follows from Theorem 4.2 that one can construct a finite MDP Σ̂ from a continuous-space
dt-SCS Σ with known conditional stochastic kernels such that the optimal probability of
satisfaction of a finite-horizon specification φ for T steps in Σ̂ is no more than 2ε-worse
than the optimal policy in Σ; see the definition of ε in Theorem 4.2. Hence, given a dt-SCS
Σ with known conditional stochastic kernels, a finite-horizon property φ with horizon T , a
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2ε-optimal policy to satisfy φ is computed using a suitable finite MDP with the corresponding
δ as the state discretisation parameter. This problem can be solved using the finite-horizon
dynamic programming over the product of Σ̂ and the DFA Aφ (cf. Definition 4.7 and the
paragraph afterward) by giving a scalar reward to all transitions once a final state of Aφ is
reached.

Definition 4.9 (Product MDP) Given a finite MDP Σ̂ = (X̂ ,Û , T̂ ) with initial state x̂0 ∈ X̂ ,
a labeling function L : X → Σa (cf. Subsection 4.3.4), and a DFA Aφ = (Q,Σa, t,q0,Fa)

capturing the finite-horizon specification φ , we define the product MDP M⋆ as a finite MDP
(X⋆,U⋆,T⋆) with initial state x⋆0, and reward function R⋆ where:

– X⋆ = X̂×Q is the set of states;

– U⋆ = Û is the set of actions;

– T⋆ : X⋆×U⋆×X⋆→[0,1] is the probabilistic transition function defined as

T⋆((x,q),v,(x′,q′)) =

T̂ (x,v,x′), if q′ = t(q,L(x)),

0, otherwise,

– x⋆0 = (x0,q0) is the initial state; and

– R⋆ : X⋆×U⋆×X⋆→N is the reward function defined as:

R⋆((x,q),v,(x′,q′)) =

1, if q′ ∈ Fa,

0, otherwise.

Recall that the DFA Aφ corresponding to a finite-horizon specification φ has the property
that there is a unique accepting state and all out-going transitions from that state are self-loops.
It follows that total optimal expected reward in the product is equal to the optimal probability
of satisfying the specification.

Proposition 4.1 (Product preserves probability [28]) An expected reward-optimal policy
in (X⋆,U⋆,T⋆) from initial state x⋆0 ∈ S⋆ and reward function R⋆ along with Aφ characterises
an optimal policy in Σ̂ to satisfy φ . The optimal expected total reward and an optimal policy
can be computed in polynomial time [120] in the size of the MDP and the DFA.
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4.6.2 Unknown conditional stochastic kernels

When stochastic kernels are unknown, Theorem 4.2 still provides the correct probabilistic
bound given a discretisation parameter δ if the Lipschitz constant H is known. This
observation enables us to employ RL algorithms over the underlying discrete MDP without
explicitly constructing the abstraction by simply restricting observations of the reinforcement
learner to the closest representative point in the set of partitions.

Model-free RL can be employed under such observations by using the DFA Aφ to
provide scalar rewards as defined in Definition 4.9. The observations of the MDP are
used by an interpreter process to compute a run of the DFA. When the DFA reaches a
final state, the interpreter gives the reinforcement learner a positive reward and the training
episode terminates. Since the product MDP M⋆ is a finite MDP, from Proposition 4.1, it
follows that any correct and convergent RL algorithm that maximises this expected reward is
guaranteed to converge to a policy that maximises the probability of satisfaction of the scLTL
objective. From Theorem 4.2, it then follows that any converging reinforcement learning
algorithm [68, 17] over such finite observation set then converges to a 2ε-optimal policy over
the concrete dt-SCS Σ, thanks to Theorem 4.2. We summarise the proposed solution in the
following theorem.

Theorem 4.3 Let φ be a finite-horizon formula, ε > 0, and Σ = (X ,U,ς , f ) be a continuous-
space MDP, where f and the distribution of ς are unknown but the Lipschitz constant H

as discussed before is known. For a discretisation parameter δ satisfying T δH L ≤ ε , a
convergent model-free RL algorithm (e.g., Q-learning [17] or TD(λ ) [68]) over Σ̂ with a
reward function guided by the DFA Aφ , converges to a policy which is 2ε-optimal for Σ.

4.6.3 Reward shaping: overcoming sparse rewards

Consider a finite MDP Σ̂= (X̂ ,Û , T̂ ), a co-safety automaton Aφ = (Q,Σa, t,q0,qF), and their
product MDP M⋆ = (X⋆,U⋆,T⋆) along with the starting state x⋆0, and the reward function R⋆.
Since the reward function R⋆ is sparse, it may not be computationally effective in the RL. For
this reason, we introduce a “shaped” reward function Rκ (parameterised by a hyper-parameter
κ) such that for suitable values of κ , optimal policies for Rκ are the same as optimal policies
for R⋆, but unlike R⋆ the function Rκ is dense.

The function Rκ is defined based on the structure of co-safety automaton Aφ . Let
d(q) be the minimum distance of the state q to the unique accepting state qF . Let dmax =
1+maxq∈Q{d(q) : d(q) < ∞}. If there is no path from q to qF , let d(q) be equal to dmax.
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We define the potential function P : N→ R as the following:

P(d) =

κ
d−d(q0)
1−dmax

, for d > 0,

1, for d = 0,

where κ is a constant hyper-parameter. Note that the potential function of the initial state is
P(d(q0)) = 0 and the potential function of the final state is P(d(qF)) = 1. Note that

P(1)−P(dmax) = κ.

We define the “shaped” reward function Rκ : X̂ × Û × X̂ → R as the difference between
potentials of the destination and of the target states of transition of the automaton, i.e.,

Rκ((x,q),v,(x′,q′)) = P(d(q′))−P(d(q)).

Moreover, notice that for every run r = (x0,q0),v1,(x1,q1), v2, . . . ,vn,(xn,qn) of M⋆, its
accumulated reward is simply the potential difference between the last and the first states,
i.e., P(d(qn))−P(d(q0)).

Theorem 4.4 (Correctness of reward shaping) For every product MDP M⋆ = (X⋆,U⋆,T⋆)
with initial state x⋆0 and reward function R⋆, there exists κ⋆ > 0 such that for all κ < κ⋆ we
have that the set of optimal expected reward policies for M⋆ is the same as the set of optimal
expected reward policies for M⋆ with reward function Rκ .

Proof 4.1 First we note that for the optimality, it is sufficient [124] to focus on positional
strategies. Let η1 and η2 be two positional strategies such that the optimal probability of
reaching the final state qF for η1 is greater than that for η2. We write p1 and p2 for these
probabilities and p1 > p2. Notice that these probabilities are equal to the optimal expected
reward with the R⋆ reward function.

We denote the expected total reward for policies η1 and η2 for the shaped reward function
Rκ as s1 and s2, respectively. These rewards satisfy the following inequalities:

s1 ≥ p1(P(0)−P(d(q0)))+(1−p1)(P(dmax)−P(d(q0)),

s2 ≤ p2(P(0)−P(d(q0)))+(1−p2)(P(1)−P(d(q0))).

Now consider:

s1− s2
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≥
(

p1(P(0)−P(d(q0)))+(1−p1)(P(dmax)−P(d(q0))
)

−
(

p2(P(0)−P(d(q0)))+(1−p2)(P(1)−P(d(q0)))
)

=
(

p1(1−P(d(q0)))+(1−p1)(P(dmax)−P(d(q0))
)

−
(

p2(1−P(d(q0)))+(1−p2)(P(1)−P(d(q0)))
)

=
(

p1 +(1−p1)P(dmax)−P(d(q0))
)

−
(

p2 +(1−p2)P(1)−P(d(q0)))
)

=
(

p1 +(1−p1)P(dmax)
)
−
(

p2 +(1−p2)P(1)
)

=
(

p1 +(1−p2)P(dmax)− (p1−p2)P(dmax)
)

−
(

p2 +(1−p2)P(1)
)

= (p1−p2)+(1−p2)(P(dmax)−P(1))−(p1−p2)P(dmax)

= (p1− p2)− (1−p2)κ− (p1−p2)P(dmax)

= (p1− p2)−κ
(
(1−p2)+(p1−p2)P(dmax)

)
≥ (p1−p2)−κ.

We used p2 ≥ 0, p1−p2>0, andP(dmax)≤0 to conclude the last inequality. It can be verified
that if κ < p1− p2 then s1 > s2. Therefore, if η1 is an optimal positional strategy, and η2 is
one of the next best positional strategies, choosing κ∗ < p1− p2 guarantees that an optimal
strategy in Mκ is also optimal for M⋆, which concludes the proof. ■

Theorem 4.4 demonstrates one way to shape rewards such that the optimal policy remains
unaffected while making the rewards less sparse. Along similar lines, one can construct a
variety of potential functions and corresponding shaped rewards with similar correctness
properties. Of course, the reward shaping scheme presented here is no silver bullet: we expect
the performance of different potential functions to be incomparable along a carefully chosen
ensemble of MDPs. Since rewards are shaped without any knowledge of the underlying
MDP, there may be MDPs where un-shaped rewards may work as well or even better than
a given shaped reward. We envisage that the ability to combine several competing ways to
shape reward may work better in practice. While sparse rewards may be sufficient for simpler
learning tasks, we demonstrate that shaped rewards such as the one provided here are crucial
for larger case studies such as the BMW case-study reported in the case study section.

4.6.4 Discussion

Before proceeding with the second part of the chapter, we elaborate on the dimension depen-
dency in our proposed RL techniques compared to the abstraction-based ones. Assuming
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a uniform quantiser, the finite MDP constructed in Subsection 4.5.1 is a matrix with a di-
mension of (nx×nu)×nx, where nu is the cardinality of the finite input set U . Computing
this matrix is one of the bottlenecks in abstraction-based approaches since an n-dimensional
integration has to be done numerically for each entries of this matrix. Moreover, nx (i.e., the
cardinality of the finite state set) grows exponentially with the dimension n. Once this matrix
is computed, it is employed for the dynamic programming on a vector of the size (nx×nu).
This is a second bottleneck of the process. On the other hand, by employing the proposed RL
approach, the curse of dimensionality reduces to only learning the vectors of size (nx×nu)

without having to compute the full matrix. Moreover, the abstraction-based techniques need
to precisely know the probabilistic evolution of states in models, whereas in this work we
only need to know the Lipschitz constant H , which can be readily estimated from sample
trajectories of Σ.

Although the proposed RL framework has the above-mentioned merits compared to
the abstraction-based techniques, it may not be efficient enough while dealing with large-
scale stochastic systems. In particular, when a system is described as an interconnection
of subsystems, the proposed approach produces a centralised controller operating on the
monolithic states of the interconnected systems. This does not take advantage of the system
topology and suffers from the curse of dimensionality. In the rest of the chapter, we propose
synthesising a set of decentralised controllers by solving a stochastic game for each subsystem
(cf. (4.3.2)) using multi-agent reinforcement learning [97]. We derive performance bounds
on the composed controller from the bounds computed based on the individual controllers.

4.7 Controller synthesis for networks of unknown stochas-
tic control systems

In this part we generalise our results by proposing a compositional approach for the controller
synthesis of networks for unknown continuous-space stochastic control systems under finite-
horizon specifications. We apply a model-free two-player RL in an assume-guarantee
fashion and compositionally compute policies over finite horizons for continuous-space
interconnected systems without explicitly constructing their finite-state abstractions. We then
propose a lower bound for the optimality guarantee of synthesised controllers when applied
to the interconnected system based on those of individual controllers.

Given discrete-time stochastic subsystems Σ = (X ,U,W,ς , f ,Y,h), where f , h, and
distribution of ς are unknown, and given finite-horizon specifications ϕ for them1, we

1We dropped index i from Σ and ϕ for the sake of simple presentation.
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implicitly abstract each subsystem in the network with a finite MDP with unknown transition
probabilities. We then synthesise policies over each abstract MDP in an assume-guarantee
fashion using RL and map the results back over the concrete network while providing
guarantees on satisfaction probability. In particular, we propose a lower bound on the
satisfaction probability of synthesised policies when applied to the interconnected system
based on those of individual policies applied to subsystems.

In order to provide any formal guarantee, we assume that the system in (4.3.2) is Lipschitz-
continuous with respect to states and internal inputs with constants Hx and Hw, respectively.
The next example provides a systematic way of computing Hx and Hw for a class of linear
continuous-space stochastic control subsystems.

Example 4.2 Consider a dt-SCS Σ with linear dynamics x(k+1)=Ax(k)+B̄υ(k)+Dw(k)+
ς(k), for some matrices A = [ai j], B̄, and D = [di j] of appropriate dimensions, where
ς(k) is i.i.d. for k = 0,1,2, . . . with normal distribution, zero mean and covariance ma-
trix diag(σ1, . . . ,σn). Then, one obtains the Lipschitz constants of the stochastic kernel with

respect to states and internal inputs as Hx = ∑i, j
2|ai j|

σi
√

2π
and Hw = ∑i, j

2|di j|
σi
√

2π
, respec-

tively.

Now, we state the main problem that we aim to solve in this section. In particular, this
problem is an extension of Problem 4.1 to allow a more efficient solution and make it more
scalable when the underlying system is an interconnection of many subsystems.

Problem 4.2 Let ϕi be finite-horizon objectives and Σi = (Xi,Ui,Wi,ςi, fi,Yi,hi)

continuous-space subsystems, where fi,hi and distribution of ςi are unknown, but Lipschitz
constants Hxi and Hwi are known, for 1≤ i≤ N. Synthesise Markov policies that satisfy
ϕi in Σi with probabilities within a-priori defined thresholds εi from unknown optimal ones.
Then, provide a lower bound on the satisfaction probability of synthesised controllers
when applied to the interconnected system based on those of individual controllers applied
to subsystems.

To present our solution to this problem, we first report the following result [164, 147] to
show the closeness between a continuous-space subsystem Σ and its finite abstraction Σ̂ in
a probabilistic setting. We then leverage this result in Section 4.8 to provide a two-player
stochastic game RL-based solution to Problem 4.2. Note that all (Markov) policies for Σ̂ are
also (Markov) policies for Σ, i.e., Π̂Max ⊆ΠMax and Π̂Min ⊆ΠMin.

Corollary 4.1 Let Σ = (X ,U,W,ς , f ,Y,h) be a continuous-space subsystem and
Σ̂= (X̂ ,Û ,Ŵ ,ς , f̂ ,Ŷ , ĥ) be its finite abstraction. For a given finite-horizon objective ϕ , initial
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state x ∈ X, and Markov policy pair (ρ,ξ ) ∈ Π̂Max× Π̂Min for the closed-loop Σ̂ (denoted by
the solution process Σ̂x

(ρ,ξ )
), the closeness between the continuous-space subsystem and its

abstraction in terms of satisfaction probability is given by

|P(Σx
(ρ,ξ ) |= ϕ)−P(Σ̂x̂

(ρ,ξ ) |= ϕ)| ≤ ε, (4.7.1)

with ε :=T L (δHx+µHw),

where x̂ = Qx(x), T is the time horizon, δ and µ are respectively state and internal input
discretisation parameters, Hx and Hw are respectively Lipschitz constants of the stochastic
kernel with respect to states and internal inputs, and L is the Lebesgue measure of (bounded)
state space.

Note that if the state space is unbounded, we assume that the specification requires the system
to stay in a safe bounded subset of the state space, and this bounded subset can be used in the
above corollary. Next, we consider networks of stochastic control subsystems and provide a
lower bound for the satisfaction probability of synthesised controllers when applied to the
interconnected system based on those of individual controllers applied to subsystems as in
Corollary 4.1.

Theorem 4.5 Let Σ = (X ,U,ς , f ) be an interconnected continuous-space stochastic control
system and Σ̂ = (X̂ ,Û ,ς , f̂ ) be its finite abstraction. For a given finite-horizon objective
ϕ = ϕ1∧ϕ2∧ . . .∧ϕN , we have

P(Σx
ρ∗ |= ϕ) ≥

N

∏
i=1

min
ξi∈ΠΣi

P((Σ̂i)
xi
(ρ∗i ,ξi)

|= ϕi) −
1
2
[(1 + ε)N − (1 − ε)N ], (4.7.2)

where ε := maxi εi, the state x ∈ X is the initial state of the interconnected system, for every
subsystem 1≤ i≤ N the state xi ∈ Xi is its initial state, and ρ∗ ∈ΠΣ is the policy obtained
by composing the optimal policies ρ∗i ∈Π

Σi
Max for an objective ϕi.

Proof 4.2 We have

P(Σx
ρ∗ |= ϕ)≥

N

∏
i=1

min
ξi∈ΠΣi

P((Σi)
xi
(ρ∗i ,ξi)

|= ϕi).
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This inequality holds due to the dynamic programming (DP) formulation of P(Σx
ρ∗ |= ϕ)

[153, 154] and the following property of the Bellman operator used in each iteration of DP:∫
X1

∫
X2

V1(x̄1)V2(x̄2)T1(d x̄1 |x1,x2)T2(d x̄2 |x1,x2)

=
∫

X1

V1(x̄1)T1(d x̄1 |x1,x2)
∫

X2

V2(x̄2)T2(d x̄2 |x1,x2)

≥min
w1

∫
X1

V1(x̄1)T1(d x̄1|x1,w1)min
w2

∫
X2

V2(x̄2)T2(d x̄2|w2,x2),

where Ti is the stochastic kernel of Σi and Vi is the value function used in each iteration of
DP, for i ∈ {1,2}. This inequality allows us to consider the effect of other subsystems in the
worst case and get a lower bound on the solution.

Since for i = 1,2, . . . ,N,∣∣∣∣∣ min
ξi∈ΠΣi

P((Σi)
xi
(ρ∗i ,ξi)

|= ϕi)− min
ξi∈ΠΣi

P((Σ̂i)
xi
(ρ∗i ,ξi)

|= ϕi)

∣∣∣∣∣≤ εi.

one can write

P(Σx
ρ∗ |= ϕ)≥

N

∏
i=1

( min
ξi∈ΠΣi

P((Σ̂i)
xi
(ρ∗i ,ξi)

|= ϕi)−εi)

≥
N

∏
i=1

min
ξi∈ΠΣi

P((Σ̂i)
xi
(ρ∗i ,ξi)

|= ϕi)−
[(

N
1

)
ε+

(
N
3

)
ε

3+. . .

]
=

N

∏
i=1

min
ξi∈ΠΣi

P((Σ̂i)
xi
(ρ∗i ,ξi)

|= ϕi)−
1
2
[(1+ ε)N−(1− ε)N ],

where ε = maxi εi and it completes the proof. ■

4.8 Compositional controller synthesis via reinforcement
learning

According to Corollary 4.1, one can construct a finite abstraction Σ̂i from a given continuous-
space subsystem Σi with known stochastic kernels such that the optimal probability of
satisfaction of a finite-horizon specification ϕi with horizon T in Σ̂i is no more than 2εi-
worse than the optimal strategy in Σi. Hence, given subsystems Σi with known stochastic
kernels, properties ϕi, and time horizon T , 2εi-optimal strategies to satisfy ϕi in T steps
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can be computed using a suitable finite SGA with δi and µi as state and internal input
discretisation parameters for subsystems.

When the stochastic kernels are unknown, Corollary 4.1 still provides the correct prob-
abilistic bound given discretisation parameters δi and µi if Lipschitz constants Hxi and
Hwi are known. This observation enables us to employ two-player RL on the underlying
discrete SGA, denoted by Σ̂δi , without explicitly constructing the abstraction by restricting
observations of the reinforcement learner to the closest representative point in the discrete
set of states. Similarly to Section 4.6.1, we can construct the product of a SGA and a DFA.
Consequently, any converging RL algorithm for two-player stochastic games over such
finite observation set then converges to a 2εi-optimal strategy for the concrete dt-SCS Σi (cf.
Corollary 4.1). We summarise our proposed solution in the following theorem.

Theorem 4.6 Let ϕi be given finite-horizon properties, εi > 0, and Σi =(Xi,Ui,Wi,ςi, fi,Yi,hi)

be continuous-space subsystems, where fi,hi and distribution of ςi are unknown, but Lipschitz
constants Hxi and Hwi are known for i ∈ {1, . . . ,N}. For discretisation parameters δi and
µi satisfying TiLi(δiHxi +µiHwi)≤ εi, a convergent model-free reinforcement learning al-
gorithm (e.g., minimax-Q learning [98]) for two-player stochastic games over Σ̂δi converges
to a 2εi-optimal strategy for subsystems Σi. Accordingly, one can compute a lower bound
for the satisfaction probability of the synthesised controllers applied to the interconnected
system based on (4.7.2).

We reiterate that in our proposed setting, we do not need to compute transition probabili-
ties T̂X since we directly learn the value functions using the proposed RL.

4.8.1 Accelerating RL with multi-level discretisation

The efficiency of tabular RL algorithms is directly connected to the size of the state set of the
finite control system—with larger state sets typically requiring longer training times. For
instance, if two different agents are trained on a coarse discretisation and a fine discretisation
of the same system, then the former will typically have shorter training times at the cost of
higher discretisation error. However, since the underlying continuous system is the same, the
two agents will learn roughly similar policies. We propose first training an RL agent on a
coarse discretisation of the system and then using the resulting policy to initialise training for
a different RL agent on a finer discretisation of the same system. By repeating this process
with increasingly fine discretisation levels, we reach the final desired discretisation level.
Our experimental results demonstrate that this multi-level discretisation scheme dramatically
accelerates the learning process.
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The proposed multi-level discretisation algorithms begin by creating a coarse discreti-
sation of the continuous system. It then trains a minimax-Q learning agent for a fixed time.
After this time has elapsed, it decreases the discretisation parameter to create a more finely
discretised system by, for instance, halving the discretisation parameter. It then creates a
new learning agent for the more finely discretised problem. The values for the new Q-table
get initialised from the old Q-table where the value of a state inherits its values from the
corresponding nearest state in the previous discretisation. This new agent is then trained
for a fixed time and is used to initialise a new agent on an even finer discretisation of the
system. This process gets repeated until we reach the final desired discretisation level. Note
that as long as we stop refining the discretisation at some point, we retain in the limit the
convergence of minimax-Q learning since the minimax-Q learning algorithm will converge
from an arbitrarily initialised Q-table.

4.9 Case studies

To demonstrate the effectiveness of the proposed approaches, we apply them to three physical
benchmarks, including (i) regulation of a room temperature (network), (ii) control of a
road traffic (network), and (iii) control of a 7-dimensional nonlinear model of a BMW 320i
car. We note that application of formal abstraction-based methods is studied previously
in smart grids [176], temperature regulation of smart buildings [148, 151, 77, 43], and
transportation networks [3, 155] for either small-scale models or aggregate models without
coupled dynamics.

4.9.1 Room temperature (network)

Monolithic system. We first apply our results to the temperature regulation of a room
equipped with a heater. The model of this case study is adapted from [109] by including
stochasticity in the model in the form of an additive noise.

The goal is to synthesise a controller for Σ using Theorem 4.3, so that the controller
maintains the temperature of the room in the safe set [19,21] for at least 10 steps.

Network of systems. We then apply the compositional approach proposed in the second
part of the chapter to a network of N = 20 rooms with a circular topology (cf. Fig. 4.4). We
employ Theorem 4.6 and synthesise a controller for Σ via its implicit abstract subsystems
Σ̂δi , so that the controller maintains the temperature of any room in the safe set [17,18] for at
least 45 minutes.
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Σ1

Σ2

Σ3 Σ4

Σ5

Σ20

Fig. 4.4 A circular building in a network of 20 rooms [88].

4.9.2 Road traffic (network)

Monolithic System. We also apply our results to a road traffic system containing a cell with
2 entries and 1 way out, as schematically depicted in Fig. 4.5. The model of this case study
is taken from [93]; stochasticity is included in the model as an additive noise. One of the

Traffic light

Σ

Way out

Entry

Fig. 4.5 Model of a road traffic control with the length of 500 meters, 1 way out, and 2
entries, one of which is controlled by a traffic light [88].

entries of the cell is controlled by a traffic light, denoted by v ∈ {0,1}, that enables (green
light) or not (red light) the vehicles to pass.

We synthesise a controller for Σ using Theorem 4.3, so that traffic density is less than 20
vehicles for at least 10 steps.

Σ1 Σ2

.

Σ7

Road Traffic

Network

Traffic light

Σ1

.

.

Way out

Fig. 4.6 Model of a road traffic network in a ring composed of 7 identical cells, each of which
has 1 entry and 1 exit [88].

Network of systems. We apply our compositional approach to a road traffic ring network
that consists of N = 7 identical cells, each of which has 1 entry and 1 exit, as schematically
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Table 4.1 Q-Learning Results for Room Temperature and Road Traffic [88].
Room Traffic

δ pr p∗ ε pl ph pr p∗ ε pl ph
0.01 0.969 0.975 0.246 0.728 1.0 0.985 0.999 0.016 0.983 1.0
0.02 0.974 0.975 0.493 0.481 1.0 0.997 0.999 0.031 0.967 1.0
0.05 0.954 0.975 1.233 0.000 1.0 0.999 0.999 0.079 0.919 1.0
0.1 0.977 0.975 2.467 0.000 1.0 0.999 0.999 0.159 0.839 1.0
0.2 0.973 0.974 4.935 0.000 1.0 0.999 0.999 0.319 0.680 1.0
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Fig. 4.7 Room temperature control: A heat-map visualisation of strategies learned via Rein-
forcement Learning after 105 episodes (left) and after 8·106 episodes (right). The x axis shows
the room temperature in ◦C, while the y axis shows time steps 1≤k≤10. The action selected
by the strategy is in the input set {0.03,0.09,0.15, 0.21,0.27,0.33,0.39,0.45,0.51,0.57}
and is color-coded according to the map shown in the middle: Bright yellow and deep blue
represent maximum and minimum heat. In the first step, strategies are only defined for the
initial state; this causes the blue bands at the top [88].

depicted in Fig. 4.6. By leveraging Theorem 4.6, we synthesise a controller for Σ via its
implicit abstract subsystems Σ̂δi so that the controller keeps traffic density below 20 vehicles
per cell for at least 36 seconds.

4.9.3 Learning Controllers

Monolithic analysis. Table 4.1 shows a comparison of Q-learning to the computed optimal
probabilities for the room temperature and road traffic examples. For each model, five
different discretisation steps (δ ) are considered and for each value of δ , probabilities of
satisfaction of the finite-horizon objectives are reported in the columns labelled pr. These
probabilities are Q-values of the initial state of the finite-state MDP for the policy computed
by Q-learning after 106 episodes. The objective is to keep the system safe for at least 10
steps. For comparison, the optimal probability p∗ for a time-dependent policy is reported
assuming that we know the exact dynamics for these two examples. Note that we compute p∗
by dynamic programming over the constructed finite MDPs as proposed in Subsection 4.5.1
to verify our results. The optimal probability p∗ reported in Table 4.1 corresponds to the
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Table 4.2 Results for distributed controller learned by minimax Q-learning on the quantised
subsystems [88].

p+ plow ε psampled

Room
0.999943 0.902585

0.004807
0.998880

0.999952 0.902769 ± 0.000066
± 0.000014 ± 0.000272

Traffic
0.996837 0.932064

0.006571
0.999999

0.998878 0.946167 ± 0.000002
± 0.000066 ± 0.000459
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Fig. 4.8 State evolution of the learned distributed controllers visualised through percentiles
from 106 sampled trajectories [88].

same initial condition that is utilised in the learning process. The optimal probability for the
original continuous-space stochastic system is always within an interval [pl, ph] centred at
p∗ and with a radius ε as reported in Table 4.1. One can readily see from Table 4.1 that as
the discretisation parameter δ decreases, the size of this interval shrinks, which implies that
the optimal probability for the original continuous-space stochastic system converges to p∗.
While finer abstractions give better theoretical guarantees, for a fixed number of episodes
it is easier to learn good strategies for coarser abstractions. This is reflected in Table 4.1,
where the values of pr do not necessarily get better with smaller values of δ . However, by
increasing the number of episodes, strategies converge toward the optimal one, as illustrated
in Fig. 4.7, which visualises room temperature control strategies computed by Q-learning
after different numbers of episodes. Note that in Table 4.1, the error bound ε exceeds 1 for
δ ≥ 0.05 in the room temperate control example, which is not a useful probability bound for
the continuous-space system. However, we report the corresponding values of pr and p∗ so
that they may still be compared.

Compositional analysis. Following the motivation in Sections 4.7 and 4.8, we synthesise
a controller for Σ in both case studies by first producing implicitly the abstract subsystems
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Σ̂δi . We then learn a controller for the resulting stochastic game with minimax Q-learning. To
accelerate learning, we use the multi-level discretisation scheme described in Section 4.8.1.
For the room temperature control and road traffic network, the final discretisation values
are δi = 0.001, µi = 0.1, and δi = 0.05, µi = 0.01, respectively. For the room temperature
control, we use 1.5 million episodes, a learning rate of 0.04 decayed linearly to 0.02, an
exploration rate of 0.1, and a discount factor of 1. This takes approximately 5 minutes of
wall-clock time. For the road traffic network, we use 2 million episodes, a learning rate of
0.1 decayed linearly to 0.02, an exploration rate of 0.2, and a discount factor of 1. This takes
approximately 4 minutes of wall-clock time.

Table 4.2 shows the results for the learned controllers: p+ is the (approximate) probability
of the learned policy satisfying the finite-horizon objective over the subsystem against an
optimal adversarial internal input, ε is the bound on the quantised measurement error from
equation (4.7.1), plow is the lower bound from equation (4.7.2) on the probability of the
decentralised controller satisfying the finite-horizon objective over the interconnected system,
and psampled is a 95% confidence bound on the probability of satisfying the finite-horizon
objective using the decentralised controller as computed via 106 samples. We compute
p+ in two ways. First, we approximate p+ without knowledge of the model by fixing the
controller policy that results from learning and producing a 95% confidence bound on the
probability of satisfying the objective from 106 samples. Second, we fix the controller policy
that results from learning and compute an optimal strategy for the internal input by dynamic
programming. This requires knowledge of the model and is done to validate the results of
learning.

Table 4.2 shows that on these case studies, the computed bound on the probability
of the decentralised controller satisfying the finite-horizon objective is within 0.1 of the
estimated probability using samples for both examples. Additionally, there is a successful
mitigation of the curse of dimensionality versus synthesising a centralised controller for
the interconnected system monolithically. On the room temperature example, the selected
quantisation parameters result in nx = 1000 states and nw = 20 internal inputs for each
subsystem. Combined with nυ = 6 control inputs and a time horizon of T = 5, there are
T (nxnυ +nxnυnw) = 630,000 total state-input pairs in the stochastic game which we need
to solve to produce the decentralised controller. For comparison, we can select appropriate
quantisation parameters which yield the same quantisation error in the compositional case,
1
2 [(1+ ε)N−(1− ε)N ], as in the monolithic case, ε . The appropriate quantisation results
in n̂x = 9 states for each individual subsystem. Even with only a few states required in
each quantised subsystem, the monolithic approach still needs to reason over T (n̂xnυ)

20 ≈
2.22 ·1035 state-input pairs to produce a controller. For the road traffic example, there are
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nx = 400 states, nw = 2000 internal inputs, nυ = 2 control inputs, and a time horizon of T = 2.
We require n̂x = 21 states per subsystem for producing a monolithic controller with the same
quantisation error as in the compositional case. We get that there are T (nxnυ +nxnυnw) =

3,201,600 state-input pairs in the stochastic game, and T (n̂xnυ)
7 ≈ 4.61 ·1011 state-input

pairs in the monolithic setting.

4.9.4 7-dimensional BMW 320i car

The previous case-studies are representative of what can be solved by discretisation and
tabular methods like Q-learning. Relaxing those constraints, we were able to apply deep
deterministic policy gradient (DDPG) [96] to a 7-dimensional nonlinear model of a BMW
320i car [5] to synthesise a reach-while-avoid controller. Though convergence guarantees
are not available for DDPG and for most RL algorithms with nonlinear function approxi-
mations, breakthroughs in this direction will expand the applicability of our results to more
complex safety-critical applications. For instance, the authors in [80] propose an approach
for maximising the probability of satisfying LTL specifications over unknown stochastic
processes with continuous state spaces. The results in [80] show that under some regularity
assumptions, the learned policy converges to the optimal one given the convergence of the
RL algorithm.

The model of the BMW 320i case study is borrowed from [5, Section 5.1] by discretising
the dynamics in time and including a stochasticity inside the dynamics as additive noises. We
are interested in the autonomous operation of the vehicle on a highway. Consider a situation
on a two-lane highway when an accident suddenly happens on the same lane on which our
vehicle is travelling. The vehicle’s controller should find a safe manoeuvre to avoid the crash
with the next-appearing obstacle. Details of the dynamics of the vehicle and its specification
can be found in [89].

Fig. 4.9 shows the simulation from 100 samples with varying initial positions and initial
heading velocities (16–18 [m/s]) for the learned controller. We employed potential-based
reward shaping to speed-up learning in this case study from 10K episodes (no success) to
under 5K episodes (for a convincing learning, see Fig. 4.9).

4.10 Conclusion

In this chapter, we proposed a policy synthesis approach for continuous-space stochastic
systems with unknown dynamics. The goal of the policy was to maximise the probability
that the system satisfies a complex property written in a fragment of LTL. Our approach
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Fig. 4.9 Trajectories of 100 simulations of the RL-synthesised controller for a 7-dimensional
model of a BMW 320i car trained using DDPG. The road segment is 6 meter wide and 50
meter long; the length of the car is 4.508 meters and its width is 1.610 meters [88].

replaced the unknown system with a finite MDP without explicitly constructing it. Since
transition probabilities of the MDP are unknown, we utilised RL to find a policy and apply
it to the original continuous-space system. We showed that any converging RL algorithm
over such a finite MDP converges to a 2ε-optimal strategy over the concrete continuous-
space system with unknown dynamics, where ε is defined a-priori and can be controlled.
Since automata-based reward functions are often sparse, we also presented a potential-based
reward shaping technique to produce dense rewards and speed up the learning procedure.
We also proposed a compositional approach for the policy synthesis of networks of unknown
stochastic systems using a novel two-player RL scheme. We proposed a lower bound for the
probability of satisfaction of a finite-horizon property by the interconnected system based on
those of subsystems. We finally applied our approaches to three physical case studies.



Chapter 5

Formal policy synthesis for
continuous-state systems via
reinforcement learning

5.1 Chapter introduction

In previous chapters the procedure of designing a controller includes an abstraction step and
then we synthesised the controller for a finite state system. This chapter studies satisfaction
of temporal properties on unknown stochastic processes that have continuous state spaces
without an abstraction step.

We show how reinforcement learning (RL) can be applied for computing policies that are
finite-memory and deterministic using only the paths of the stochastic process. We address
properties expressed in linear temporal logic (LTL) and use their automaton representation
to give a path-dependent reward function maximised via the RL algorithm. We develop
the required assumptions and theories for the convergence of the learned policy to the
optimal policy in the continuous state space. To improve the performance of the learning
on the constructed sparse reward function, we propose a sequential learning procedure
based on a sequence of labelling functions obtained from the positive normal form of the
LTL specification. We use this procedure to guide the RL algorithm towards a policy that
converges to an optimal policy under suitable assumptions on the process. We demonstrate
the approach on a 4-dim cart-pole system and 6-dim boat driving problem.

The research presented in the chapter has been accepted and presented in the IFM
Conference [80]. My role in this research was to provide the theoretic results, simulate the
case studies and write the paper.
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5.2 Introduction

Motivations. Omega-regular languages provide a rich formalism to unambiguously express
desired properties of the system. Linear temporal logic (LTL), as a class of omega-regular
languages, is widely used for task specification such as safety, liveness, and repeated reach-
ability. Synthesising policies formally for a system to satisfy a specification requires the
knowledge of a model of the system. Extensive techniques are developed in the literature
for different classes of models including finite-space models [8] and continuous-state or
hybrid models [53, 89, 104, 107]. Reinforcement learning (RL) is a promising paradigm for
sequential decision making when a model of the system is not available or is very hard to
construct and analyse. The objective of an RL algorithm is to find suitable action policies in
order to maximise the collected rewards that depend on the states and actions taken at those
states. The RL algorithms are in particular useful when the total collected reward has an
additive structure.

Many objectives including satisfaction of omega-regular properties on stochastic systems
do not admit an equivalent additive reward structure. A natural approach used in the literature
(e.g., [92]), is to use heuristics for assigning additive rewards and then apply RL algorithms
to obtain a policy. Unfortunately, there is no unique procedure for constructing these rewards
and the learning does not necessarily converge to the optimal policy. Due to all of these
limitations, there is a need to provide data-driven algorithms that do not require any heuristics
and have suitable convergence guarantees to policies that are optimal for satisfaction of
temporal properties.

Main contributions. We apply RL algorithms to continuous-state stochastic systems using
only paths of the system to find optimal policies satisfying an LTL specification. We show that
if a suitable assumption on the system holds, the formulated optimal average reward converges
linearly to the true optimal satisfaction probability. We use negation of the specification
and learn a lower bound on this satisfaction probability. To improve the performance of the
learning on the constructed sparse reward function, we show how to construct a sequence
of labelling functions based on the positive normal form of the LTL specification and use
them for guiding the RL algorithm in learning the policy and its associated value function.
This sequential learning is able to find policies for our case studies in less than 1.5 hours but
direct learning does not converge in 24 hours.

Organisation. Section 5.3 recalls definition of controlled Markov processes (CMPs) as the
unknown model. We also give linear temporal logic, limit-deterministic automata, and the
problem statement in the same section. Section 5.4 gives construction of the augmented CMP
and the product CMP. It establishes the relation between the reachability on the augmented
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CMP and the LTL satisfaction on the original CMP. Section 5.5 gives the reward function
for reachability on the augmented CMP that can be used by RL algorithms. It also gives
a procedure for guiding the learning task via a sequence of labelling functions. Finally,
Section 5.6 illustrates our approach on two case studies, a 4-dim cart-pole system and 6-dim
boat driving problem.

5.3 Preliminaries and problem statement

We consider a probability space (Ω,FΩ,PΩ), where Ω is the sample space, FΩ is a sigma-
algebra on Ω comprising subsets of Ω as events, and PΩ is a probability measure that
assigns probabilities to events. We assume that random variables introduced in this chapter
are measurable functions of the form X : (Ω,FΩ)→ (SX ,FX) from the measurable space
(Ω,FΩ) to a measurable space (SX ,FX). Any random variable X induces a probability
measure on its space (SX ,FX) as Prob{A}=PΩ{X−1(A)} for any A∈FX . We often directly
discuss the probability measure on (SX ,FX) without explicitly mentioning the underlying
sample space and the function X itself.

A topological space S is called a Borel space if it is homeomorphic to a Borel subset of a
Polish space (i.e., a separable and completely metrisable space). Examples of a Borel space
are the Euclidean spaces Rn, its Borel subsets endowed with a subspace topology, as well as
hybrid spaces of the form Q×Rn with Q being a finite set. Any Borel space S is assumed
to be endowed with a Borel sigma-algebra, which is denoted by B(S). We say that a map
f : S→ Y is measurable whenever it is Borel measurable. We denote the set of non-negative
integers by N := {0,1,2, . . .} and the empty set by /0.

5.3.1 Controlled Markov processes

Controlled Markov processes (CMPs) are a natural choice for physical systems that have
three main features: an uncountable state space that can be continuous or hybrid, control
inputs to be designed, and inputs in the form of disturbance which have certain probabilistic
behaviour [39].

We consider CMPs in discrete time defined over a general state space, characterised
by the tuple S= (S ,A ,{A (s)|s ∈S },Ts) , where S is a Borel space as the state space
of the CMP. We denote by (S ,B(S )) the measurable space with B(S ) being the Borel
sigma-algebra on the state space. A is a Borel space as the input space of the CMP. The
set {A (s)|s ∈ S } is a family of non-empty measurable subsets of A with the property
that K := {(s,u) : s ∈S ,u ∈A (s)} is measurable in S ×A . Intuitively, A (s) is the set
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Fig. 5.1 Cart-pole system with a 4-dim state space. It should stay within the limits specified
by C1, always keep the pole upright in the range C2, and reach the region A [80].

of inputs that are feasible at state s ∈S . Ts : B(S )×S ×A → [0,1], is a conditional
stochastic kernel that assigns to any s ∈S and u ∈ A (s) a probability measure Ts(·|s,u)
on the measurable space (S ,B(S )) so that for any set A ∈B(S ),Ps,u(A) =

∫
A Ts(ds|s,u),

where Ps,u denotes the conditional probability P(·|s,u).

Example 5.1 Consider the cart-pole in Figure 5.1. The cart moves along a line in either
direction. The states are position s1, velocity s2, pole’s angle s3, and the angular velocity s4.
The input un is the force applied to the cart at time step n. Its dynamics in discrete time are
according to the following 4-dim difference equation:


s1

n+1 = s1
n +∆s2

n

s2
n+1 = s2

n +∆a3

s3
n+1 = s3

n +∆s2
n

s4
n+1 = s4

n +∆a2 +ηn,

with



a3 := a1−
la2 cos(s3

n)

(M+m)

a2 :=
gsin(s3

n)− cos(s3
n)a1

l(4
3 −m(cos(s3

n))
2/(M+m))

a1 :=
un + l(s4

n)
2 sin(s3

n)

M+m
.

(5.3.1)

∆ is the sampling time, M is the mass of the cart, m is the mass of the pole, l is the half length
of the pole, and ηn models the disturbance. The cart has discrete input and can be either
pushed to the left or right with a fixed value, A = {−Fmax,Fmax}. This input un appears
in a1 that affects both a2 and a3. Assuming that the disturbances are all independent with
normal distribution N ( · ; 0,σ2), this system is a CMP with S = R4, A (s) = A for all
s ∈S , and kernel

Ts(ds̄ |s,u) = N (ds̄4 ; s4
n+ ∆a2 , σ2)δ (ds̄1 ; s1

n +∆s2
n)

×δ (ds̄2 ; s2
n +∆a3)δ (ds̄3 ; s3

n +∆s2
n),
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where δ (· ; a) is the Dirac delta measure centred at a and N (· ; m,σ2) is the normal
probability measure with mean m and variance σ2.

5.3.2 Semantics of controlled Markov processes

The semantics of a CMP is characterised by its paths or executions, which reflect both the
history of previous states of the system and of implemented control inputs. Paths are used to
measure the performance of the system.

Definition 5.1 A finite path of S is a sequence wn = (s0,u0, . . . ,sn−1,un−1,sn), n∈N, where
si ∈S are state coordinates and ui ∈A (si) are control input coordinates of the path. The
space of all paths of length n is denoted by PATHn := K n ×S . Further, we denote
projections by wn[i] := si and wn(i) := ui. An infinite path of the CMP S is the sequence
w = (s0,u0,s1,u1, . . .), where si ∈S and ui ∈A (si) for all i ∈N. As above, let us introduce
w[i] := si and w(i) := ui. The space of all infinite paths is denoted by PATH∞ := K ∞.

Given an infinite path w or a finite path wn, we assume below that si and ui are their
state and control coordinates respectively, unless otherwise stated. For any infinite path
w ∈ PATH∞, its n-prefix (ending in a state) wn is a finite path of length n, which we also call
n-history. We are now ready to introduce the notion of control policy.

Definition 5.2 A policy is a sequence ρ = (ρ0,ρ1,ρ2, . . .) of universally measurable stochas-
tic kernels ρn [14], each defined on the input space A given PATHn and such that for all
wn ∈ PATHn with n ∈ N, ρn(A (sn)|wn) = 1. The set of all policies is denoted by Π.

Given a policy ρ ∈Π and a finite path wn ∈ PATHn, the distribution of the next control
input un is given by ρn(·|wn) and is supported on A (sn) (i.e., the chance of selecting
an invalid input at sn is zero). For a CMP S, any policy ρ ∈ Π together with an initial
probability measure α : B(S )→ [0,1] of the CMP induce a unique probability measure
on the canonical sample space of paths [63] denoted by Pρ

α with the expectation Eρ

α . When
the initial probability measure is supported on a single point, i.e., α(s) = 1, we write Pρ

s

and Eρ
s in place of Pρ

α and Eρ

α , respectively. We denote the set of probability measures on
(S ,B(S )) by D. Implementation of a general policy requires an infinite memory. In this
work, we restrict our attention to the class of policies that depend on the paths via a finite
memory.

Definition 5.3 A finite-memory policy for S is a tuple ρ f := (Ŝ , ŝ0,Tp,To), where Ŝ is
the state space of the policy, ŝ0 ∈ Ŝ is the initial state, Tp : Ŝ ×S ×B(Ŝ )→ [0,1] is the
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stochastic kernel for updating the state of the policy, and To : Ŝ ×S ×B(A )→ [0,1] is
the output kernel such that To(A (s) | ŝ,s) = 1 for all ŝ ∈ Ŝ and s ∈S . We denote the set of
such policies by Π f ⊂Π.

Note that the state space Ŝ could in general be any continuous or hybrid space. The
policy has access to the current state sn of S and updates its own state ŝn according to
ŝn+1 ∼ Tp(· | ŝn,sn). As we will see later in Lemma 5.1, a finite Ŝ is sufficient for optimal
satisfaction of LTL specifications.

There is a special class of policies called positional that do not need a memory state as
defined next.

Definition 5.4 A policy ρ is positional if there is a stochastic kernel C : S ×B(A )→ [0,1]
such that at any time n ∈ N, the input un is taken from the probability measure C (·|sn).
Namely, the output kernel To(·|ŝ,s) in Definition 5.3 is independent of ŝ. We denote the class
of positional policies by Πp ⊂Π f and a positional policy just by the kernel C ∈Πp.

Designing optimal finite-memory policies to satisfy a specification on S can be reduced
to finding an optimal positional policy for satisfying a specification on an extended model
S′. This is formally proved in Section 5.4. Next we define the class of specifications used in
this chapter.

5.3.3 Linear temporal logic

Linear temporal logic (LTL) provides a high-level language for describing the desired
behaviour of a process. Formulas in this logic are constructed inductively by using a set
of atomic propositions and combining them via Boolean operators. Consider a finite set of
atomic propositions AP that defines the alphabet Σ := 2AP. Thus, each letter of this alphabet
evaluates a subset of the atomic propositions as true. Composed as an infinite string, these
letters form infinite words defined as ω = ω0,ω1,ω2, . . . ∈ ΣN. These words are connected to
paths of CMP S via a measurable labelling function L : S → Σ that assigns letters α = L(s)
to state s ∈S . That is, infinite paths w = (s0,u0,s1,u1, . . .) are mapped to the set of infinite
words ΣN, as ω = L(w) := (L(s0),L(s1),L(s2), . . .).

Definition 5.5 An LTL formula over a set of atomic propositions AP is constructed induc-
tively as

ψ ::= true | false | p |¬p |ψ1∧ψ2 |ψ1∨ψ2 | Xψ |ψ1Uψ2 |ψ1 sfR ψ2, p ∈ AP, (5.3.2)

with ψ1,ψ2,ψ being LTL formulas.
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Let ωn = (ωn,ωn+1,ωn+2, . . .) be a postfix of ω . The satisfaction relation is denoted by
ω ⊨ ψ (or equivalently ω0 ⊨ ψ) and is defined recursively as follows

– ωn ⊨ true always hold and ωn ⊨ false does not hold.

– An atomic proposition, ωn ⊨ p for p ∈ AP holds if p ∈ ωn.

– A negation, ωn ⊨ ¬p, holds if ωn ⊭ p.

– A logical conjunction, ωn ⊨ ψ1∧ψ2, holds if ωn ⊨ ψ1 and ωn ⊨ ψ2.

– A logical disjunction, ωn ⊨ ψ1∨ψ2, holds if ωn ⊨ ψ1 or ωn ⊨ ψ2.

– A temporal next operator, ωn ⊨ Xψ , holds if ωn+1 ⊨ ψ .

– A temporal until operator, ωn ⊨ ψ1Uψ2, holds if there exists an i ∈ N such that
ωn+i ⊨ ψ2, and for all j ∈ N, 0≤ j < i, we have ωn+ j ⊨ ψ1.

– A temporal release operator is dual of the until operator and is defied as ωn ⊨ ψ1 sfRψ2

if ωn ⊭ ¬ψ1U¬ψ2.

In addition to the aforementioned operators, we can also use eventually ♢, and always □
operators as ♢ψ := (trueUψ) and □ψ := false sfR ψ .

Remark 5.1 The above definition is the canonical form of LTL and is called positive normal
form (PNF), in which negations only occur adjacent to atomic propositions. If this is not the
case, it is possible to construct an equivalent formula [8, Theorem 5.24] in the canonical
form in polynomial time as a function of the length of the formula. We utilise the canonical
form in Section 5.5.1 to construct a sequence of learning procedures that guides the optimal
policy learning problem.

Example 5.1 (Continued). The cart in Figure 5.1 should stay within the limits specified by
C1, always keep the pole upright in the range C2, and reach the region A. We can express this
requirement as the LTL specification

ψ = ♢a∧□(c1∧ c2) (5.3.3)

with AP = {a,c1,c2} and the labelling function L with a ∈ L(s) if the cart is inside A,
c1 ∈ L(s) if the cart is inside C1, and c2 ∈ L(s) if the pole angle is inside the specified range
of C2.
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5.3.4 Limit-deterministic Büchi automata

Satisfaction of LTL formulas can be checked on a class of automata called Limit-Deterministic
Büchi Automata (LDBA) [28, 56, 137, 57]. Similar to [57], we use the translation of the
specification to an LDBA that has one set of accepting transitions and is presented next.
This translation is provided by [56]. An implementation of a wide range of algorithms for
translating LTL to various types of automata is also available [82].

Definition 5.6 (LDBA) an LDBA is a tuple A = (Q,Σ,δ ,q0,Acc), where Q is a finite set of
states, Σ is a finite alphabet, δ : Q×(Σ∪{ε})→ 2Q is a partial transition function, q0 ∈Q is
an initial state, and Acc⊂Q×Σ×Q is a set of accepting transitions. The transition function
δ is such that it is total for all (q,ω) ∈ Q×Σ, i.e., |δ (q,ω)| ≤ 1 for all ω ̸= ε and q ∈ Q.
Moreover, there is a partition {QN ,QD} for Q such that

– δ (q,ε) = /0 for all q ∈ QD, i.e., the ε-transitions can only occur in QN .

– δ (q,ω)⊂ QD for all q ∈ QD and ω ∈ Σ, i.e., the transitions starting in QD remain in
QD.

– Acc⊂ QD×Σ×QD, the accepting transitions start only in QD.

We can associate to an infinite word ω = (ω0,ω1,ω2, . . .) ∈ (Σ∪ {ε})N, a path r =

(q0,ω0,q1,ω1,q2, . . .) to A such that q0 is the initial state of A and qn+1 ∈ δ (qn,ωn) for
all n ∈ N. Such a path always exists when ω ∈ ΣN. Let us denote by in f (r) as the set of
transitions (q,ω,q′) appearing in r infinitely often. We say the word ω is accepted by A

if it has a path r with in f (r)∩Acc ̸= /0. The accepting language of A is the set of words
accepted by A and is denoted by L (A ).

5.3.5 Problem statement

We are interested in the probability that an LTL specification ψ can be satisfied by paths of a
CMP S under different policies. Suppose a CMP S= (S ,A ,{A (s)|s ∈S },Ts), an LTL
specification ψ over the alphabet Σ, and a labelling function L : S → Σ are given. An infinite
path w = (s0,u0,s1,u1, . . .) of S satisfies ψ if the infinite word ω = L(w) ∈ ΣN satisfies ψ .
We denote such an event by S |= ψ and will study the probability of the event.

Remark 5.2 In general, one should use the notation S |=L ψ to emphasise the role of
labelling function L in the satisfaction of ψ by paths of S. We eliminate the subscript L
with the understanding that it is clear from the context. We add the labelling function in
Section 5.5.1 when discussing multiple labelling functions for evaluation of S |= ψ .
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Given a policy ρ ∈ Π f and initial state s ∈ S , we define the satisfaction probability as
f (s,ρ) :=Pρ

s (S |=ψ), and the supremum satisfaction probability f ∗(s) := supρ∈Π f
Pρ

s (S |=
ψ).

Problem 5.1 (Synthesis for LTL) Given CMP S, LTL specification ψ , and labelling func-
tion L, find an optimal policy ρ∗ ∈Π f along with f ∗(s) s.t. Pρ∗

s (S |= ψ) = f ∗(s).

Measurability of the set {S |= ψ} in the canonical sample space of paths under the
probability measure Pρ

s is proved in [165]. The function f ∗(s) is studied in [165] with an
approximation procedure presented in [104]. These works are for fully known S and only for
Büchi conditions where the system should visit a set B⊂S infinitely often. This condition
is denoted by ψ =□♢B.

Problem 5.2 (Synthesis for Büchi conditions) Given S, a set of accepting states B∈B(S ),
find an optimal positional policy ρ∗ ∈Πp along with f ∗(s) s.t. Pρ∗

s (S |=□♢B) = f ∗(s).

Remark 5.3 We have restricted our attention to finite-memory policies in Problem 5.1. This
is due to the fact that proving existence of an optimal policy ρ∗ ∈Π is an open problem. We
note that existence of ε-optimal policies is already proved [101, 45]. We prove in Section 5.4
that Problems 5.1 and 5.2 are closely related: in order to find a solution for Problem 5.1, we
can find a solution for Problems 5.2 on another CMP with an extended state space.

5.4 Augmented CMP with reachability specification

In this section we discuss approximating solutions of Problems 5.1 and 5.2 using reachability
specifications. This section contains one of the main contributions of the chapter that is
formulating Assumption 5.1 and proving Theorems 5.1-5.3 and Lemma 5.1 for continuous-
state CMPs.

5.4.1 The augmented CMP

Given S= (S ,A ,{A (s)|s ∈S },Ts) and a set of accepting states B⊂S , we construct an
augmented CMP Sζ =

(
Sζ ,A ,{Aζ (s)|s ∈Sζ},T ζ

s

)
that has an additional dummy state

φ , Sζ := S ∪{φ} and the same input space A . The set of valid inputs Aζ (s) is the same as
A (s) for all s ∈S and Aζ (φ) = A . The stochastic kernel of Sζ is a modified version of Ts
as T ζ

s (A|s,u) = [1− (1−ζ )1B(s)]Ts(A|s,u), T ζ
s (φ |s,u) = (1−ζ )1B(s), and Ts(φ |φ ,u) = 1,

for all A ∈B(S ), s ∈S and u ∈Aζ (s). In words, T ζ
s takes the same Ts, adds a sink state

φ , and for any accepting state s ∈ B, the process will jump to φ with probability (1−ζ ). It
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also normalises the outgoing transition probabilities of accepting ones with ζ . We establish a
relation between S and Sζ regarding satisfaction of Büchi conditions under the following
assumption.

Assumption 5.1 For S and a set B, define the random variable τB as the number of times
the set B is visited in paths of S conditioned on having it as a finite number. The quantity
τ∗B := supρ E

ρ
s (τB) is bounded for any s ∈S .

Theorem 5.1 Given S satisfying Assumption 5.1 and for any positional policy ρ on S, there
is a positional policy ρ̄ on Sζ such that

Pρ̄
s (Sζ |= ♢φ)− (1−ζ )Eρ

s (τB)≤ Pρ
s (S |=□♢B)≤ Pρ̄

s (Sζ |= ♢φ). (5.4.1)

For any ρ̄ on Sζ , there is ρ on S such that the same inequality holds.

The above theorem shows that the probability of satisfying a Büchi condition with
accepting set B⊂S by S is upper bounded by the probability of reaching φ in Sζ . It also
establishes a lower bound but requires knowing Eρ

s (τB).
Inequalities of Theorem 5.1 can be extended to optimal satisfaction probabilities as stated

in the next theorem.

Theorem 5.2 For any S satisfying Assumption 5.1, we have

sup
ρ̄

Pρ̄
s (Sζ |= ♢φ)− (1−ζ )τ∗B ≤ sup

ρ

Pρ
s (S |=□♢B)≤ sup

ρ̄

Pρ̄
s (Sζ |= ♢φ). (5.4.2)

Corollary 5.1 Under Assumption 5.1, the optimal value supρ̄ Pρ̄
s (Sζ |= ♢φ) converges to

supρ Pρ
s (S |= □♢B) from above when ζ converges to one from below, and the rate of

convergence is at least linear with (1−ζ ).

Next example highlights the need for Assumption 5.1 on S to get the linear convergence.
Such an assumption holds for all S with finite state spaces as used in [57, 19] but it may not
hold for S with infinite state spaces.

Example 5.2 Consider the S presented in Figure 5.2, which has a countable state space
{1,2,3, . . .} and the input space is singleton. S starts at state s = 2. The state 1 is absorbing.
From any other state n, it jumps to state 1 with probability 1

n and to state (n+ 1) with
probability n−1

n . Take the set of accepting states B = {3,4,5, . . .}. Eρ
s (τB) is unbounded for

S:

Eρ
s (τB) =

∞

∑
n=1

n× 1
2
× 2

3
× 3

4
×·· · n

n+1
× 1

n+2
=

∞

∑
n=1

n
(n+1)(n+2)

= ∞.
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Fig. 5.2 A CMP with space {1,2,3, . . .}, a single input and accepting states B = {3,4,5, . . .}.
Its augmented CMP Sζ does not show convergence with a linear rate [80].

It can be easily verified that

Pρ
s (S |=□♢B) =

1
2
× 2

3
× 3

4
× 4

5
×·· ·= 0

Pρ̄
s (Sζ |= ♢φ) = (1−ζ )

[
1+

1
2

ζ +
1
3

ζ
2 +

1
4

ζ
3 + . . .

]
=
−(1−ζ ) ln(1−ζ )

ζ
.

The left-hand side of inequality (5.4.2) is still technically true for this S despite Eρ
s (τB) = ∞,

but the provided lower bound is trivial and does not give linear convergence mentioned in
Corollary 5.1.

Remark 5.4 The lower bound in (5.4.2) is useful for showing linear convergence when
ζ → 1−, but it is not beneficial for learning purposes since the computation of τ∗B requires
knowing the structure of the underlying unknown transition kernel Ts. In the next subsection,
we utilise Theorem 5.2 to give a lower bound independent of τ∗B. We also demonstrate
convergence experimentally in the case study section.

5.4.2 The product CMP

The product of a CMP and an LDBA is used in the literature, e.g., [57, 19, 61] for finite state
spaces. We provide this construction for continuous-state CMPs.

Definition 5.7 The product CMP S⊗ = (S ⊗,A ⊗,{A ⊗(x)|x ∈ S ⊗},T ⊗
x ) of an CMP

(S ,A ,{A (s)|s ∈ S },Ts) and an LDBA A = (Q,Σ,δ ,q0,Acc) is defined as follows:
S ⊗ := S×Q is the set of states, A ⊗ := A ∪Aε with Aε := {εq|q ∈ Q} is the set of actions.
The valid input sets are A ⊗(s,q) = A (s) if δ (q,ε) = /0 and A ⊗(s,q) = εq′ if q′ ∈ δ (q,ε).
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The stochastic kernel is defined as

T ⊗
x (A×{q′}|s,q,u) :=


Ts(A|s,u) if q′ = δ (q,L(s)) and u ∈A (s)

1A(s) if q′ = δ (q,ε) and u = εq′

0, otherwise,

where 1A(s) is the indicator function of the set A.

Any distribution α : B(S )→ [0,1] for the initial state of S induces an initial distribution
α⊗ : B(Ŝ )→ [0,1] with α⊗(A×{q}) := α(A) for any A ∈B(S ) and q = q0, and zero
otherwise. The set of accepting states in the product CMP S⊗ is

Acc⊗ =
{
(s,q) |(q,L(s),q′) ∈ Acc,q′ = δ (q,L(s))

}
. (5.4.3)

We say the path w⊗ of S⊗ satisfies the Büchi condition ψB if the number of states in Acc⊗

visited by the path is not finite (the set is visited infinitely often).

Lemma 5.1 Any positional policy on S⊗ can be translated into a finite-memory policy for
S that has a finite state space equal to the space of the LDBA A . Moreover, the class of
finite-memory policies are sufficient for solving Problem 5.1 if an optimal policy exists.

Due to Lemma 5.1, we focus in the next section on finding positional policies for the
product CMP using reinforcement learning. Next theorem is one of the main contributions of
the chapter that formalises a lower bound on the optimal satisfaction probability.

Theorem 5.3 For any S, specification ψ , labelling function L, and any s ∈S ,

1− inf
ρ̄

Pρ̄
s,q0(S

⊗
1ζ
|= ♢φ)≤ sup

ρ

Pρ
s (S |= ψ)≤ sup

ρ̄

Pρ̄
s,q0(S

⊗
2ζ
|= ♢φ), (5.4.4)

where S⊗1ζ
and S⊗2ζ

are the augmented CMPs constructed for the products of S with A¬ψ

and Aψ , respectively.

In the next section, we focus on the computation of the right-hand side of (5.4.4) using
RL. The left-hand side is computed similarly.

5.5 Reinforcement learning for policy synthesis

This section contains another main contribution of the chapter that is using relaxed versions of
the LTL specification in learning a policy. We have shown that Problem 5.1 can be reduced to
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Problem 5.2 on a product CMP, which then can be approximated using reachability objectives
as shown in (5.4.4). The reachability probability is an average reward criterion

Pρ̄
s (Sζ |= ♢φ) = lim

N→∞

1
N +1

Eρ̄
s

N

∑
n=0

R(sn), (5.5.1)

with the reward function R : Sζ →R defined as R(s) = 1 for s = φ and R(s) = 0 otherwise. It
can alternatively be written with a total (undiscounted) additive reward criterion by assigning
reward one to the first visit of the φ and zero otherwise. Both cases can be computed by
RL algorithms whenever the model of the CMP is not known or is hard to analyse. Any
off-the-shelf RL algorithm for continuous systems can be used to learn a policy. Note that for
a general LTL specification, the reward function R is state dependent on the product CMP,
but it becomes path dependent when interpreted over the original CMP through the LDBA of
the specification.

Advantage actor-critic RL. RL algorithms are either value based or policy based. In
value-based RL, the algorithm tries to maximise a value function that is a mapping between
a state-input pair and a value. Policy-based RL tries to find the optimal policy without using
a value function. The policy-based RL has better convergence and effectiveness on high
dimensions or continuous state spaces, while value-based RL is more sample efficient and
steady. The intersection between these two categories is the actor-critic RL, where the goal
is to optimise the policy and the value function together. It optimises the policy and value
function as a function of state. We use in this chapter the Advantage Actor-Critic RL (A2C)
[111] that takes the value function as a baseline. It makes the cumulative reward smaller
by subtracting it with the baseline, thus have smaller gradients and more stable updates. It
works better in comparison with other actor-critic RL in terms of the stability of the learning
process and lower variance. An implementation of A2C is available in MATLAB. We have
taken this implementation and adapted it to be applicable to the augmented CMP S⊗

ζ
. A

pseudo algorithm of our approach based on the A2C is provided in the extended version [80].

5.5.1 Specification-guided learning

The reward function R used in (5.5.1) is sparse and it slows down the learning. To improve
the learning performance, we give an algorithm that sequentially trains the Actor and Critic
networks and guides the learning process by a sequence of labelling functions defining
satisfaction of the specification with different relaxation degrees. This sequential training
has a similar spirit as the approach of [92]. The novelty of our algorithm is in constructing a
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sequence of labelling functions that automatically encode the satisfaction relaxation, thus
requires Actor and Critic networks with fixed structures.

Relaxed labelling functions. We denote the elements of the alphabet by Σ = {Σ1, . . . ,Σm}.
The labelling function L : S → Σ induces a partition of the state space {S1,S2, . . . ,Sm} such
that Si := L−1(Σi), S = ∪n

i=1Si, and Si∩S j = /0 for all i ̸= j. Define the r-expanded version
of a set S⊂S by

S+r := {s ∈S |∃s′ ∈ S with ∥s− s′∥∞ ≤ r}, (5.5.2)

for any r ≥ 0, where ∥ · ∥∞ is the infinity norm. Define the r-relaxed labelling function
Lr : S → 2Σ with

Lr(s) := {Σi |L(Si) = Σi and s ∈ S+r
i }, for all s ∈S . (5.5.3)

Theorem 5.4 The relaxed labelling functions Lr are monotonic with respect to r, i.e., for
any 0≤ r ≤ r′ and L, we have {L(s)}= L0(s)⊂ Lr(s)⊂ Lr′(s).

Specification interpreted over Σ. We interpret the specification ψ over the letters in Σ

instead of the atomic propositions in AP. For this, we take the PNF form of ψ and replace
an atomic proposition p by ∨i{Σi | p ∈ Σi}. We also replace ¬p by ∨i{Σi | p /∈ Σi}. Let us
denote this specification in PNF with the letters {Σ1, . . . ,Σm} treated as atomic propositions
ψ̄ . We can construct its associated LDBA ¯Aψ as discussed in Section 5.3.4,

¯Aψ := (Q̄,2Σ, δ̄ , q̄0,Acc). (5.5.4)

Theorem 5.5 For any 0≤ r ≤ r′ and L, we have

{S |=L ψ}=
{
S |=L0 ψ̄

}
⊂ {S |=Lr ψ̄} ⊂

{
S |=Lr′ ψ̄

}
, (5.5.5)

where Lr is the r-relaxed labelling function defined in (5.5.3), and ψ̄ is the specification ψ in
PNF and interpreted over Σ.

A pseudo algorithm for the specification-guided learning is provided in Alg. 1 that is
based on repeatedly applying an RL algorithm to S using a sequence of r-relaxed labelling
functions. The algorithm starts by applying Actor-Critic RL to the most relaxed labelling
function Lrm . Then it repeatedly fixes the actor network (the policy) by setting its learning
rate to zero (Step 6), runs Actor-Critic RL on the next most relaxed labelling function to
update the Critic network that gives the total reward (Step 7), and uses these two networks as
initialisation for running Actor-Critic RL to optimise both Actor and Critic networks (Step 9).
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Algorithm 1: Specification-guided learning [80].
input : CMP S as a black box, specification ψ , labelling function L : S → Σ

output :Actor network µ(s,q|θ µ) and Critic network Q(s,q|θQ)
1 Select hyper-parameters rm > rm−1 > .. .r1 > r0 = 0
2 Compute r-relaxed labelling functions Lri : S → 2Σ according to (5.5.3)
3 Compute LDBA ¯Aψ as discussed for (5.5.4)
4 Run the Actor-Critic RL with (S, ¯Aψ , Lrm) to get Actor and Critic networks µ(s,q|θ µ) and

Q(s,q|θQ)
5 for i =m to 1 do
6 Fix parameters θ µ of the Actor network by setting its learning rate to zero
7 Run Actor-Critic RL with Lri−1 to train only the Critic network
8 Change the learning rate of Actor back to normal
9 Run Actor-Critic RL with Lri−1 and initial parameters obtained in Steps 6 and 7

10 end

Remark 5.5 The main feature of Alg. 1 is that the structure of the LDBA ¯Aψ is fixed through
the entire algorithm and only the labelling function (thus the reward function) is changed in
each iteration.

We presented Alg. 1 for the computation of the right-hand side of (5.4.4). The lower bound
in (5.4.4) is computed similarly. The only difference is that the LDBA is constructed using
¬ψ . The reward function should assign zero to φ and one to all other states. The r-relaxed
labelling functions in (5.5.3) can be used for guiding the computation of the lower bound.

5.6 Case studies

To demonstrate our model-free policy synthesis method, we first apply it to the cart-pole
system of Example 5.1 and then discuss the results on a 6-dim boat driving problem. Note
that it is not possible to compare our approach with [89] that only handles finite-horizon
specifications. Also, the approach of [60, 62] maximises the frequency of visiting a sequence
of sets of accepting transitions and does not come with formal convergence or lower-bound
guarantees.

Our algorithms are implemented in MATLAB R2019a on a 64-bit machine with an Intel
Core(TM) i7 CPU at 3.2 GHz and 16 GB RAM.

5.6.1 Cart-pole system

We use negation of the specification (5.3.3) to learn a lower bound on the optimal satisfaction
probability. We set the safe interval C2 = [−12◦,12◦] for the angle, safe range C1 = [−1,1]
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and reach set A = [0.4,1] in meters for the location. We first directly apply A2C RL to the
specification (5.3.3) and set the timeout of 24 hours. The RL does not converge to a policy
within this time frame. Note that it is a very challenging task to keep the pole upright and at
the same time move the cart to reach the desired location.

We then apply Alg. 1 by using the expanded sets A+i = [αi,1] with αi ∈ {−1,0.01,0.4}
for defining the relaxed labelling functions Li. We select the Actor network to have 7 inputs
(4 real states and 3 discrete states of the automaton) and 2 outputs. It also has two fully-
connected hidden layers each with 7 nodes. The Critic network has the same number of
inputs as Actor network, one output, and one fully-connected layer with 7 nodes. We also set
ζ = 0.999, learning rate 8×10−4, and episode horizon N = 500.

Our sequential learning procedure successfully learns the policy within 44 minutes
and gives the lower bound 0.9526 for satisfaction probability (according to Theorem 5.3).
Figure 5.3 shows cart’s position (left) and pole’s angle (right) for 50,000 trajectories under
the learned policy. The grey area is an envelop for these trajectories, their mean is indicated
by the solid line and the standard deviation around mean is indicated by dashed lines. Only
515 trajectories (1.03%) go outside of the safe location [−1,1] or drop the pole outside of the
angle interval [−12◦,12◦]. All trajectories reach the location [0.4,1]. The histogram of the
first time the trajectories reach this interval is presented in Figure 5.4, which shows majority
of the trajectories reach this interval within 150 time steps.

Using Hoeffding’s inequality,1 we get that the true satisfaction probability under the
learned policy is in the interval [0.975,1] with confidence 1−4×10−10. This is in line with
the lower bound 0.9526 computed by the RL.

5.6.2 Boat driving problem

The objective in the boat driving problem is to design a policy for driving a boat from the
left bank to the right bank quay in a river with strong nonlinear current. Variations of this
problem have been used in the literature (see e.g. [121]). We use a more general version
presented in [74] with the dynamics reported in [80]. The model has six continuous states
including x and y coordinates for the location both in the interval [0,200]. The boat starts its
journey from the left bank of the river x0 = 0 and y0 ∈ [60,100] and should reach the right
bank of the river xn = 200 and yn ∈ [95,105] for some n. There is an unknown nonlinear
stochastic current affecting the location of the boat.

1Hoeffding’s inequality asserts that the tail of the binomial distribution is exponentially decaying: Prob(H ≥
(p+ ε)N)≤ exp(−2ε2N) for all ε > 0 with the number of trials N, the success probability p, and the observed
number of successes H.
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Fig. 5.3 Cart-pole system. Cart’s position (left) and pole’s angle (right) for 50,000 trajecto-
ries under the learned policy. The grey area is an envelop for these trajectories, their mean is
indicated by the solid line and the standard deviation around mean is indicated by dashed
lines. Only 515 trajectories (1.03%) go outside of the safe location [−1,1] or drop the pole
outside of the angle interval [−12◦,12◦] [80].

Fig. 5.4 Cart-pole system. Histogram of
the first time the trajectories reach the in-
terval [0.4,1]. A majority of the trajec-
tories reach this interval within 150 time
steps [80].

Fig. 5.5 Boat driving problem. The satis-
faction probability as a function of the ini-
tial position y0 for the policies learned with
labelling functions Li, i∈{0,1,2,3,4} [80].
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Direct application of A2C RL does not converge to a policy within 24 hours. We then
apply Alg. 1 with labelling functions L4,L3,L2,L1,L0 respectively with the target range
[50,150], [80,120], [85,115], [90,110], and [95,105]. We also adaptively increase the value
of ζ to get better lower bounds on the satisfaction probability: ζ4 = 0.9950, ζ3 = 0.9965,
ζ2 = 0.9980, ζ1 = 0.9995, and ζ0 = 0.9999. The results of this sequential learning procedure
are presented in Fig. 5.5 as a function of the initial position of the boat. The learning rate is
set to 8×10−4 and the computational time is 70 minutes. The results show that the lower
bound on satisfaction probability is monotonically increasing for all initial positions of the
boat when ζ increases, which shows also convergence as a function of ζ .

In order to validate the computed bound, we took the initial position (x0,y0) = (0,80) and
obtained 50,000 trajectories. All trajectories reach the target location. Based on Hoeffding’s
inequality, the true probability is in [0.99,1] with confidence 5×10−5, which confirms the
lower bound 0.9810 computed by RL.

5.7 Future work

We presented an approach for applying reinforcement learning (RL) to unknown continuous-
state stochastic systems with the goal of satisfying a linear temporal logic specification. We
formulated an optimal average reward criterion that converges linearly to the true optimal
satisfaction probability under suitable assumptions. We used RL to learn a lower bound on
this optimal value and improved the performance of the learning by a sequential algorithm
using relaxed versions of the specification. In future, we plan to study the relation with
discounting reward functions [19], formal connections with maximising frequency of visits,
and providing guidance in adapting the network architecture in the RL to the structure of the
specification.



Chapter 6

Translating omega-regular specifications
to average objectives for model-free
reinforcement learning

6.1 Chapter introduction

In all previous chapters, we learn an omega-regular task in an episodic manner whereby the
environment is periodically reset to an initial state during learning. In some settings, this
assumption is challenging or impossible to satisfy. Instead, in the continuing setting, the agent
explores the environment without resets over a lifetime. This is a more natural setting for
reasoning about omega-regular specifications defined over infinite traces of agent behaviour.
Optimising the average reward instead of the usual discounted reward is more natural in
this case due to the infinite-horizon objective that poses challenges to the convergence of
discounted RL solutions.

We restrict our attention to the omega-regular languages which correspond to absolute
liveness specifications. Any finite prefix of agent behaviour cannot invalidate these specifica-
tions in accordance with the spirit of a continuing problem. We propose a translation from
absolute liveness omega-regular languages to an average reward objective for RL. Our reduc-
tion can be done on-the-fly, without full knowledge of the environment, thereby enabling the
use of model-free RL algorithms. Additionally, we propose a reward structure that enables
RL without episodic resetting in communicating MDPs, unlike previous approaches. We
demonstrate empirically with various benchmarks that our proposed method of using average
reward RL for continuing tasks defined by omega-regular specifications is more effective
than competing approaches that leverage discounted RL.
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The research presented in the chapter has been presented at the 21st International Con-
ference on Autonomous Agents and Multiagent Systems [79]. An extended version of
this research is invited for potential publication in the Journal of Autonomous Agents and
Multiagent Systems. This research was the result of a collaboration with the University of
Colorado Boulder. My role in this research is to provide the theoretical results and write the
paper.

6.2 Introduction

The area of reinforcement learning (RL) for sequential decision-making has witnessed
tremendous success in recent years. This is evidenced by RL architectures with superhuman
performance in games of perception and precision such as Go [138, 140], general board
games [139], and Atari [113, 112, 135], among others. In these settings, the reward signal by
which agent experience is labelled for positive or negative reinforcement needs only account
for the current state observed by the agent and the action chosen by the same. However,
it is often necessary or useful to account for the history of the agent when arbitrating the
credit assignment computed by the reward function of the underlying decision process.
Examples of this include learning in decision processes where rewards are sparse [116],
where states are partially observable [166], or where the objective is temporally extended
[24]. Moreover, it is often more natural to express the goal of the agent as the language
of desirable and undesirable outcomes, with the reward signal reflecting the pursuit and
avoidance, respectively, of such behaviours. The use of formal language structures to define
such behavioural specifications has been well-studied in the area of formal verification and
is gaining traction in specifying reward signals for RL. These specifications take the form
of automata with various accepting conditions that define the language they capture. It
is worth noting that there exist techniques to translate natural language objectives to their
corresponding automata representations in some settings [21].

The recent development of reward machines provides a similar structured representation
of the underlying reward signal and can capture non-Markovian, or history-dependent,
behaviour [65, 66]. These reward machines are automata whose transitions denote the reward
observed by an agent for traversing from the initial node in the reward machine to some
other node via a sequence of transitions that capture semantically meaningful events in the
decision process. This naturally enables the definition of temporally extended objectives
in RL as well as the augmentation of the underlying decision process to include observed
transitions in the reward machine, thereby transforming some non-Markovian objectives into
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Markovian tasks over the augmented decision process [47, 178]. Traditional off-the-shelf RL
solutions can be employed for these Markovian tasks.

The field of RL [160] studies sampling-based approaches to derive decision-making
policies that rely on scalar reward signals to optimise for the underlying learning objective.
Samples of behaviour and their associated rewards are used in a data-driven fashion to refine
state or action value functions and compute policies that maximise expected cumulative
reward. In episodic RL, the environment is periodically reset to an initial state over the course
of learning. In continuing RL, the environment is not reset, and the agent seeks to maximise
its performance over its lifetime. Additionally, the environment in this setting should permit
the agent to visit any state from all other states in order to allow the agent to correct early
mistakes. Such an environment is called communicating.

The foregoing notions of formal languages and RL have been used to great effect in
the formal synthesis of control policies, which has garnered much interest in recent years
[12, 71, 103]. This paradigm enables developers to focus on defining the behavioural
specification of interest in some formal language as opposed to translating and implementing
said specification as a reward signal or learning objective manually, which is known to be
error-prone and lacking guarantees of behaviour [81]. Formal synthesis algorithms leverage
the underlying specification and compute a correct-by-construction policy yielding the desired
behaviour. In this chapter, we explore such formal synthesis of policies through the use
of average reward model-free reinforcement learning (RL) [100, 169] for a class of formal
specifications expressed in omega-regular languages [8]. These languages provide a rich
formalism to express desired properties of the system unambiguously. These languages are
accepted by automata on infinite words, where a word denotes a sequence of semantically
meaningful observations observed by the agent. We introduce the notion of nondeterministic
reward machines to capture reward inherent in ω-regular automata. Then, by computing
a product Markov decision process (MDP) between the reward machine of an ω-regular
specification and the MDP that models the agent-environment dynamics, existing continuing
RL algorithms can be readily adopted to search for an optimal policy.

We focus our attention to the problem of translating omega-regular objectives to average
reward for model-free RL. This is justified by challenges facing the adoption of discounted
RL for continuing tasks, as discussed in the sequel. Consider the cumulative reward that
is often expressed as a discounted sum of the individual rewards received by the agent at
each step. The use of a discount factor ensures that the cumulative reward is bounded even
for an infinite sequence of actions and rewards, thereby facilitating convergence. While
mathematically convenient, discounting results in short-term rewards being valued higher
than the long-run performance of the system. Thus, obtaining a suitable policy for long-run
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behaviour depends on choosing the right discount factor, which may have to approach 1
as the size of the environment increases. However, choosing a discount factor close to 1
results in a weak contraction in RL algorithms, causing slow convergence and instability.
This is exacerbated in continuing task settings, where one has to choose a very high discount
factor to approximate the maximisation of long-run performance. Moreover, despite the
success of discounted RL for episodic tasks [112], the solution of discounted RL depends on
initial state distributions, which makes it an optimization that is not compatible with function
approximations in continuing settings [115]. Such function approximation is critical for
learning policies on large-scale models, as evidenced by the adoption of large learning models
in state-of-the-art RL solutions. Thus, a natural alternative to discounting is optimising the
agent’s average reward in these settings.

However, the adoption of average reward RL faces its own set of challenges. While
establishing the existence of an optimal policy for discounted RL is relatively straightfor-
ward, analysing MDPs with the average reward objective is more difficult and requires some
assumptions over the structure of the underlying MDP. Unlike discounted RL approaches,
where the discount factor plays the role of the contraction parameter and enables conver-
gence, in average reward RL algorithms, the contraction factor depends on communicating
assumptions of the MDP. When the communicating assumption is satisfied, there are model-
free convergent average reward RL algorithms. Satisfying the communicating assumption
presents a challenge to the adoption of average reward RL for the formal synthesis of policies
satisfying omega-regular specifications. Indeed, the product MDP resulting from the property
and the underlying MDP may not be communicating. When episodic resetting is unavailable,
communication is a natural assumption. The challenge is to ensure that this property is
preserved in the MDP product. By leveraging the proposed reward machines, we demonstrate
that this communicating property is preserved in the product MDP for an important class of
omega-regular specifications.

The main contribution of this chapter is to provide an average-reward model-free RL
algorithm for the design of policies that satisfy a given absolute liveness omega-regular
specification. Our approach ensures that the communicating property is preserved in the
product, enabling the learning of optimal policies, while not requiring episodic resetting.
Despite the assumption of communicating MDPs, the naive synchronisation of the MDP
with the automaton is not generally communicating. We propose a reward machine and
an augmented specification to preserve the communicating property of the synchronised
MDP. Our work is the first to provide a translation from omega-regular objectives to average-
reward RL with formal guarantees. We validate our approach with an implementation of the
proposed construction and demonstrate its effectiveness on several benchmarks.
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The chapter is organised as follows. Section 6.3 includes the preliminaries and states the
problem definition. Section 6.4 presents the main results of the chapter, which establish a
novel algorithm for producing optimal policies for an absolute liveness property with average
reward RL. In Section 6.5, we test the performance of our approach on different case studies
against prior techniques. Section 6.6 discusses related work in formal synthesis, average
reward RL, and related areas. We conclude with a summary in Section 6.7.

6.3 Problem definition

Markov Decision Processes. Let D(S) be the set of distributions over a given set S. A
Markov decision process (MDP) M is a tuple (S,s0,A,T,AP,L) where S is a finite set
of states, s0 ∈ S is the initial state, A is a finite set of actions, T : S×A −⇁ D(S) is the
probabilistic transition function, AP is the set of atomic propositions, and L : S→ 2AP is the
labeling function.

For any state s ∈ S, we let A(s) denote the set of actions that can be selected in state
s. An MDP is a Markov chain if A(s) is singleton for all s ∈ S. For states s,s′ ∈ S and
a ∈ A(s), T (s,a)(s′) equals p(s′|s,a), probability of next state, s′ given current state s
and taking the action a. A run of M is an ω-word ⟨s0,a1,s1, . . .⟩ ∈ S× (A× S)ω such
that p(si+1|si,ai+1)>0 for all i ≥ 0. A finite run is a finite such sequence. For a run
r = ⟨s0,a1,s1, . . .⟩ we define the corresponding labelled run as L(r) = ⟨L(s0),L(s1), . . .⟩ ∈
(2AP)ω . We write RunsM (FRunsM ) for the set of runs (finite runs) of the MDP M and
RunsM (s)(FRunsM (s)) for the set of runs (finite runs) of the MDP M starting from the
state s. We write last(r) for the last state of a finite run r.

A strategy in M is a function σ : FRuns→ D(A) such that supp(σ(r)) ⊆ A(last(r)),
where supp(d) denotes the support of the distribution d. A memory skeleton is a tuple
M = (M,m0,αu) where M is a finite set of memory states, m0 is the initial state, and
αu : M×Σ→M is the memory update function. We define the extended memory update
function α̂u : M×Σ∗→M in a straightforward way. A finite memory strategy for M over a
memory skeleton M is a Mealy machine (M,αx) where αx : S×M→D(A) is the next action
function that suggests the next action based on the MDP and memory state. The semantics
of a finite memory strategy (M,αx) is given as a strategy σ : FRuns→D(A) such that for
every r ∈ FRuns we have that σ(r) = αx(last(r), α̂u(m0,L(r))).

A strategy σ is pure if σ(r) is a point distribution for all runs r ∈ FRunsM and is mixed
(short for strictly mixed) if supp(σ(r)) = A(last(r)) for all runs r ∈ FRunsM . Let RunsM

σ (s)
denote the subset of runs RunsM (s) that correspond to strategy σ with initial state s. Let
ΠM be the set of all strategies. We say that σ is stationary if last(r) = last(r′) implies
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σ(r) = σ(r′) for all runs r,r′ ∈ FRunsM . A stationary strategy can be given as a function
σ : S→D(A). A strategy is positional if it is both pure and stationary.

An MDP M under a strategy σ results in a Markov chain Mσ . If σ is a finite memory
strategy, then Mσ is finite-state Markov chain. The behaviour of an MDP M under a strategy
σ and starting state s ∈ S is defined on a probability space (RunsM

σ (s),FRunsM
σ (s),PrMσ (s))

over the set of infinite runs of σ with starting state s. Given a random variable f : RunsM →R,
we denote by EM

σ (s){ f} the expectation of f over the runs of M originating at s that follow
σ .

A sub-MDP of M is an MDP M ′ = (S′,A′,T ′,AP,L′), where S′ ⊂ S, A′ ⊆ A is such that
A′(s)⊆ A(s) for every s ∈ S′, and T ′ and L′ are analogous to T and L when restricted to S′

and A′. Moreover, M ′ is closed under probabilistic transitions. An end-component [30] of an
MDP M is a sub-MDP M ′ such that for every state pair s,s′ ∈ S′ there is a strategy that can
reach s′ from s with positive probability. A maximal end-component is an end-component
that is maximal under set-inclusion. Every state s of an MDP M belongs to at most one
maximal end-component. An MDP M is communicating if it is equal to its maximal end-
component. A bottom strongly connected component (BSCC) of a Markov chain is any of its
end-components.

Reward machines. In the classical RL literature, the learning objective is specified using
Markovian reward functions, i.e. a function ρ : S×A→ R assigning utility to state-action
pairs. A rewardful MDP is a tuple M = (S,s0,A,T,ρ) where S,s0,A, and T are defined in
a similar way as for MDPs, and ρ is a Markovian reward function. A rewardful MDP M

under a strategy σ determines a sequence of random rewards ρ(Xi−1,Yi)i≥1, where Xi and Yi

are the random variables denoting the i-th state and action, respectively. For λ ∈ [0,1[, the
discounted reward Disct(λ )Mσ (s) is defined as

lim
N→∞

EM
σ (s)

{
∑

1≤i≤N
λ

i−1
ρ(Xi−1,Yi)

}
,

while the average reward AvgM
σ (s) is defined as

limsup
N→∞

1
N
EM

σ (s)

{
∑

1≤i≤N
ρ(Xi−1,Yi)

}
.

For an objective RewardM∈{Disct(λ )M ,AvgM } and state s, we define the optimal re-
ward RewardM

∗ (s) as supσ∈ΠM
RewardM

σ (s). A strategy σ is optimal for RewardM if
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RewardM
σ (s)=RewardM

∗ (s) for all s∈S. The optimal cost and strategies for these objectives
can be computed in polynomial time [124].

Often, complex learning objectives cannot be expressed using Markovian reward signals.
A recent trend is to express learning objectives using finite-state reward machines [65]. We
require a more expressive variant of reward machine capable of ε transitions and nonde-
terminism. We call them nondeterministic reward machines. A (nondeterministic) reward
machine is a tuple R = (Σε ,U,u0,δr,ρ) where U is a finite set of states, u0 ∈ U is the
starting state, δr : U ×Σε → 2U is the transition relation, and ρ : U ×Σε ×U → R is the
reward function, where Σε = (Σ∪{ε}) and ε is a special silent transition.

Given an MDP M = (S,s0,A,T,AP,L) and a reward machine R = (Σε ,U,u0,δr,ρ) over
the alphabet Σ = 2AP, their product

M ×R = (S×U,s0×u0,(A×U)∪{ε} ,T×,ρ×)

is a rewardful MDP where T× : (S×U)×((A×U)∪{ε})→D(S×U) is such that T×((s,u),α)((s′,u′))
equals

T (s,a)(s′) if α = (a,u′) and (u,L(s),u′) ∈ δr

1 if α = ε and s = s′ and δ (u,ε,u′) ∈ δr

0 otherwise.

and ρ× : (S×U)× ((A×U)∪{ε})× (S×U)→ R is defined such that ρ×((s,u),α,(s′,u′))
equalsρ(u,L(s),u′) if α = (a,u′) and (u,L(s),u′) ∈ δr

ρ(u,ε,u′) if α = ε.

For technical convenience, we assume that M×R contains only reachable states from
(s0,u0). For both discounted and average objectives, the optimal strategies of M×R are
positional on M×R. Moreover, these positional strategies characterise a finite memory
strategy (with a memory skeleton based on the states of R and the next-action function based
on the positional strategy) over M maximising the learning objective given by R.

Omega-Regular Specifications. Formal specification languages, such as ω-automata and
logical based objectives, provide a rigorous and unambiguous mechanism to express learning
objective over continuing tasks. There is a growing trend [57, 130, 59, 19, 80] in expressing
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learning objectives in RL using linear temporal logic (LTL) and ω-regular languages (that
strictly generalise LTL). We will express ω-regular languages as good-for-MDP Büchi
automata [58].

LTL [8] is a temporal logic whose formulae describe a subset of the ω-regular languages,
which is often used to specify objectives in human-readable form. Given a set of atomic
propositions AP, the LTL formulae over AP can be defined via the following grammar:

ϕ := a ∈ AP | ¬ϕ | ϕ ∨ϕ | Xϕ | ϕ Uϕ. (6.3.1)

Additional operators are defined as abbreviations: ⊤ def
= a∨¬a; ⊥ def

= ¬⊤; ϕ ∧ψ
def
= ¬(¬ϕ ∨

¬ψ); ϕ→ ψ
def
= ¬ϕ ∨ψ ; Fϕ

def
=⊤Uϕ ; and Gϕ

def
= ¬F¬ϕ . We write w |= ϕ if ω-word w over

2AP satisfies LTL formula ϕ . The satisfaction relation is defined inductively [8]. Every LTL
formula can be converted [137, 82] into a Good-for-MDP Büchi automaton, defined later.

Nondeterministic Büchi automata are finite state machines capable of expressing all
ω-regular languages. Formally, a (nondeterministic) Büchi automaton is a tuple A =

(Σ,Q,q0,δ ,F), where Σ is a finite alphabet, Q is a finite set of states, q0 ∈ Q is the initial
state, δ : Q×Σ→ 2Q is the transition function, and F ⊂ Q×Σ×Q is the set of accepting
transitions.

A run r of A on w ∈ Σω is an ω-word r0,w0,r1,w1, . . . in (Q×Σ)ω such that r0 = q0

and, for i > 0, ri ∈ δ (ri−1,wi−1). Each triple (ri−1,wi−1,ri) is a transition of A . We write
inf(r) for the set of transitions that appear infinitely often in the run r. A run r of A is
accepting if inf(r)∩F ̸= /0. The language L (A ) of A is the subset of words in Σω that
have accepting runs in A . A language is ω-regular if it is accepted by a Büchi automaton.

Given an MDP M and an ω-regular objective ϕ given as an ω-automaton Aϕ =

(Σ,Q,q0,δ ,F), we want to compute an optimal strategy satisfying the objective. We define
the satisfaction probability of σ from starting state s as:

PSemM
A (s,σ) = PrM

σ (s)
{

r ∈ RunsM
σ (s) : L(r) ∈L (A )

}
.

The optimal satisfaction probability PSemM
A (s) for specification A is defined as

supσ∈ΠM
PrMσ (s,σ) and we say that σ ∈ΠM is an optimal strategy for A if PSemM

A (s,σ)(s)=
PSemM

A (s).
Given an MDP M = (S,s0,A,T,AP,L) and automaton A = (2AP,Q,q0,δ ,F), the prod-

uct M ×A = (S×Q,(s0,q0),A×Q,T×,F×) is an MDP with initial state (s0,q0) and
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accepting transitions F× where T× : (S×Q)× (A×Q)−⇁ D(S×Q) is defined by

T×((s,q),(a,q′))((s′,q′))=

T (s,a)(s′) if (q,L(s,a,s′),q′)∈δ

0 otherwise.

The accepting transitions F×⊆ (S×Q)×(A×Q)×(S×Q) is defined by ((s,q),(a,q′),(s′,q′))∈
F× if, and only if, (q,L(s,a,s′),q′) ∈ F and T (s,a)(s′)> 0. A strategy σ× on the product
defines a strategy σ on the MDP with the same value, and vice versa. Note that for a
stationary σ×, the strategy σ may need memory. End-components and runs of the product
MDP are defined just like for MDPs.

A run of M ×A is accepting if inf(r)∩F× ̸= /0. We define the syntactic satisfaction
probabilities PSatMA ((s,q),σ×) as the probability of accepting runs, i.e.

PrM×A
σ× (s,q)

{
r ∈ RunsM×A

σ× (s,q) : inf(r)∩F× ̸= /0
}

Similarly, we define PSatMA (s) as the optimal probability over the product, i.e.
supσ×

(
PSatMA ((s,q0),σ

×)
)
. For a deterministic A the equality PSatMA (s) = PSemM

A (s)
holds; however it is not guaranteed for nondeterministic Büchi automata as the optimal
resolution of nondeterministic choices may require access to future events. This motivates for
the definition of a good-for-MDP nondeterminisitc Büchi automata. A Büchi automaton A

is good for MDPs (GFM), if PSatMA (s0) = PSemM
A (s0) holds for all MDPs M and starting

states s0 [58]. Note that every ω-regular objective can be expressed as a GFM automaton [58].
A popular class of GFM automata is suitable limit-deterministic Büchi automata [56, 137].
This chapter considers only GFM Büchi automata.

The satisfaction of an ω-regular objective given as a GFM automaton A by an MDP
M can be formulated in terms of the accepting maximal end-components of the product
M×A , i.e. the maximal end-component that contains an accepting transition from F×. The
optimal satisfaction probabilities and strategies can be computed by computing the accepting
maximal end-component of M ×A and then maximizing the probability to reach states in
such components. The optimal strategies are positional on M ×A and characterise a finite
memory strategy over M maximising the satisfaction probability of the learning objective
given by A .

Reinforcement learning. Given an MDP M , reward machine R, and an optimisation
objective (discounted or average reward), an optimal strategy can be computed in polynomial
time using linear programming [124]. Similarly, graph-theoretic techniques to find maximal
end-components can be combined with linear programming to compute optimal strategies
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for ω-regular objectives [56]. However, when the transition/reward structure of the MDP is
unknown, such techniques are not applicable.

Reinforcement learning [160] (RL) is a sampling-based optimisation approach where an
agent learns to optimise its strategy by repeatedly interacting with the environment relying
on the reinforcements (numerical reward signals) it receives for its actions. We focus on
model-free approach to RL where the learner computes optimal strategies without explicitly
estimating the transition probabilities and rewards. These approaches are asymptotically
space-efficient [157] than model-based RL and have been shown to scale well [112, 138].
Some prominent model-free RL algorithms for discounted and average reward objectives
include Q-learning and TD [160] and differential Q-learning [169].

In some applications, such as running a maze or playing tic-tac-toe—the interaction
between the agent and the environment naturally breaks into finite length learning sequences,
called episodes. Thus the agent optimises its strategy by combining its experience over
different episodes. We call such tasks episodic. On the other hand, for some applications—
such as process control and reactive systems—this interaction continues ad-infinitum and the
agent lives and learns over a single lifetime. We call such tasks continuing.

6.4 Construction and correctness

Let us fix a communicating MDP M = (S,s0,A,T,AP,L) and an absolute liveness GFM
property A = (Σ,Q,q0,δ ,F) for the rest of this section. Our goal is to learn a reward
machine R such that we can use an off-the-shelf average reward RL on M ×R to compute
an optimal strategy of M against A .

Since the optimal strategies are not positional on M but rather positional on M×A , it is
natural to assume that the reward machine R takes the structure of A with a reward function
providing positive reinforcement with every accepting transition. Unfortunately, even for
absolute liveness GFM automata A , the product M ×A with a communicating MDP M

may not be communicating.

Example 6.1 Assume a communicating MDP M with at least one state labelled a or b,
and the absolute liveness property ϕ = F(Ga∨GFb) and its automaton shown in Fig. 6.1.
Observe that any run that visits one of the two accepting states cannot visit the other one.
Hence, the product does not satisfy the communicating property.

Reward machine construction Let A = (Σ,Q,q0,δ ,F) be an absolute liveness GFM
automaton. Consider RA = (Σε ,Q,q0,δ

′,ρ) where δ ′(q,a) = δ (q,a) for all a ∈ Σ and ε
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q0

q1

q2

q4

q3

a

b

¬a

¬b

b

⊤

a

b

⊤

¬b

Fig. 6.1 A Büchi automaton for ϕ = F(Ga∨GFb) [79].

transitions reset to the starting state, i.e. δ ′(q,ε) = q0. Note that by adding the reset (ε)
action from every state of R to its initial state, the graph structure of M is strongly connected.
The reward function ρ : Q×Σ∪{ε}×Q→R is such that

ρ(q,a,q′) =


c if a = ε

1 if (q,a,q′) ∈ F

0 otherwise.

Lemma 6.1 (Preservation of communication) For a communicating MDP M and reward
machine RA for an absolute liveness GFM automaton A , we have that the product M×RA

is communicating.

Proof 6.1 To show that M×RA is communicating, we need to show that for arbitrary
states (s,q),(s′,q′) ∈ S×Q reachable from the initial state (s0,q0), we have that there is a
strategy that can reach (s′,q′) from (s,q) with positive probability. Note that since M is
communicating, it is possible to reach (s0,q′) from (s,q) for some q′ of RA using a strategy
to reach s0 from s in M . We can then use a reset (ε) action in RA to reach the state (s0,q0).
Since (s′,q′) is reachable from the initial state (s0,q0), we have a strategy to reach (s′,q′)
from (s,q) with positive probability.

Lemma 6.2 (Average and probability) There exists a c∗ < 0 such that for all c < c∗, posi-
tional strategies that maximise the average reward on M ×RA will maximise the satisfaction
probability of A .
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Proof 6.2 The proof is in three parts.

1. First observe that if c < 0, then for any average-reward optimal strategy in M ×RA ,
the expected average reward is non-negative. This is so because all other actions
except ε actions provide non-negative rewards. Hence, any strategy that takes ε actions
only finitely often, results in a non-negative average reward.

2. Let Π∗ be the set of positional strategies in M×RA such that the ε actions are taken
only finitely often, i.e. no BSCC of the corresponding Markov chain contains an ε

transition. Let Πε be the set of remaining positional strategies, i.e., the set of positional
strategies that visit an ε transition infinitely often. Let 0<pmin<1 be a lower bound on
the expected long-run frequency of the ε transitions among all strategies in Πε . Let
c∗ =−1/pmin. Observe that for every policy σ ′ ∈Πε , the expected average reward is
negative and cannot be an optimal strategy in M ×RA . To see that, let 0 < p≤ 1 be
the the long-run frequency of the ε transitions for σ and let 0≤ q < 1 be the long-run
frequency of visiting accepting transitions for σ . The average reward for σ is

AvgM×RA
σ (s0,q0) = p · c+q ·1+(1− p−q) ·0

≤ p · c+q ·1+(1− p−q) ·1
= p · c+(1− p)

≤ p · c∗+(1− p)

= −p/pmin+(1− p)

≤ −1+(1− p)≤−p.

Since every optimal policy must have a non-negative average reward, no policy in Πε

is optimal for c < c∗.

3. Now consider an optimal policy σ∗ in Π∗. We show that this policy also optimises the
probability of satisfaction of A . There are two cases to consider.

(a) If the expected average reward of σ∗ is 0, then under no strategy it is possible to
reach an accepting transition (positive reward transition) in M ×RA . Hence,
every policy is optimal in M against A , and so is σ∗.

(b) If the expected average reward of σ∗ is positive, then notice that for every BSCC
of the Markov chain of M ×RA under σ∗, the average reward is the same. This
is so because otherwise, there is a positional policy that reaches the BSCC with
the optimal average from all the other BSCCs with lower averages, contradicting
the optimality of σ∗. Since for an optimal policy σ∗, every BSCC provides
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the same positive average, every BSCC must contain an accepting transition.
Hence, every run of the MDP M under σ∗ will eventually dwell in an accepting
component and in the process will see a finitely many ε (reset) transitions. For
any such given run r, consider the the suffix r′ of the run after the last ε transition
is taken and let r = wr′ for some finite run w. Since L(r′) is an accepting word in
A , and since A is an absolute liveness property any arbitrary prefix w′ to this
run r′ is also accepting. This implies that the original run r is also accepting for
A . It follows that for such a strategy σ∗, the probability of satisfaction of A is 1,
making σ∗ an optimal policy for M against A .

The proof is now complete.

Since our translation from ω-regular objective to reward machines is model-free, the
following theorem is immediate.

Theorem 6.1 (Convergence of model-free RL) Differential Q-learning algorithm for max-
imising average reward objective on M ×RA will converge to a strategy maximising the
probability of satisfaction of A for a suitable value of c. Moreover, the product construction
M ×RA can be done on-the-fly and it is model-free.

As an example, consider the property FGa and an MDP with two states and all transitions
between states are available as deterministic actions (Fig. 6.2). Only one of the states is
labeled a. An infinite memory strategy could see a for one step, reset, then see two as, reset,
then see three as and so forth. This strategy will produce the same average value as the
positional strategy which sees a forever without resetting. However, the infinite memory
strategy will fail the property while the positional one will not.

Shaping rewards via hard resets. For a Büchi automaton A , we say that its state q ∈ Q
is coaccessible if there exists a path starting from that state to an accepting transition. If a
state is not coaccessible then any run of the product M ×A that ends in such a state will
never be accepting, and hence one can safely redirect all of its outgoing transitions to the
initial state with reward c (a hard reset). Such hard resets will promote speedy learning by
reducing the time spent in such states during unsuccessful explorations, and at the same time
adding these resets does not make a non-accepting run accepting or vice versa. Lemma 6.1,
Lemma 6.2, and Theorem 6.1 continue to hold with such hard resets. Introducing hard resets
is a reward shaping procedure in that it is a reward transformation [117] under which optimal
strategies remain invariant.
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q0 q1 q2
a ¬a

⊤ a ⊤

(a) Automaton of FGa, dashed lines represent reset transitions [79].

a ¬a

(b) MDP, each transition represents an action

Fig. 6.2 The two state MDP and a persistence property [79].

6.5 Experimental results

We implemented the reduction1 with hard resets presented in Section 6.4. As described, we
do not build the product MDP explicitly, and instead, compose it on-the-fly by keeping track
of the MDP and automaton states independently. We use Differential Q-learning [169] to
learn optimal, positional average reward strategies. For our experiments, we have collected a
set of communicating MDPs with absolute liveness properties2.

We compare with two previous approaches for translating omega-regular languages to
rewards: the method of [57] with Q-learning and the method of [19] with Q-learning. The
method of [57] translates a GFM Büchi automaton into a reachability problem through a suit-
able parameter ζ . This reachability problem can be solved with discounted RL by rewarding
reaching the target state and using a large enough discount factor. The method of [19] uses a
state dependent discount factor γB and a GFM Büchi automaton. By using a suitable γB and
large enough discount factor, one can learn optimal strategies for the omega-regular objective.

RQ1. How do previous approaches perform in the continuing setting? The methods
of [57] and [19] may produce product MDPs that are not communicating (see Example 6.1).
This means that a single continuing run of the MDP may not explore all relevant states and
actions. Thus, previous methods are not guaranteed to converge in this setting.

1The implementation is available at https://plv.colorado.edu/mungojerrie/.
2Case studies are available at https://plv.colorado.edu/mungojerrie/aamas22.

https://plv.colorado.edu/mungojerrie/
https://plv.colorado.edu/mungojerrie/aamas22
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We studied if this behaviour affects these prior methods in practice. As a baseline,
we include our proposed approach. Instead of tuning hyperparameters for each method,
where hyperparameters that lead to convergence may not exist, we instead take a sampling
approach. We select a wide distribution over hyperparameters for each method and sample
200 hyperparameter combinations for each method and example. We then train for 10 million
training steps on each combination. The hyperparameter distribution we selected is α ∼
D(0.01,0.5), ε ∼D(0.01,1.0), c∼D(1,200), η ∼D(0.01,0.5), ζ ∼D(0.5,0.995), γB ∼
D(0.5,0.995), and discount factor γ ∼ D(0.99,0.99999) where D(a,b) is a log-uniform
distribution from a to b. The end points of these distributions and the training amount was
selected by finding hyperparameters which led to convergence in the episodic setting for
these methods.

Figure 6.3 shows the resulting distribution over runs. A distribution entirely at 0 indicates
that all sampled runs produced strategies that satisfy the property with probability 0. A

0.00 0.25 0.50 0.75 1.00
Probability of satisfaction

adverse

frozenSmall

frozenLarge

windy

windyStoch

grid5x5

ishift

doublegrid

busyRingMC2

busyRingMC4

Learning comparison without episodic resetting

Average (ours)
Hahn et al.
Bozkurt et al.

Fig. 6.3 Comparison of the distributions of probability of satisfaction of learned policies
across sampled hyperparameters in the continuing setting. For each distribution, the mean is
shown as a circle, and the maximum and minimum are shown as vertical bars. We compare
our proposed reduction, the reduction of [57] with Q-learning, and the reduction of [19] with
Q-learning. Episodic resetting was not used [79].
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Name states prod. time time† time‡ c ε α η train-steps
adverse 202 507 8.51 7.09 12.56 -150 0.2 10M
frozenSmall 16 64 0.99 20.23 9.88 500k
frozenLarge 64 256 4.07 3.88 8.79 0.02 0.02 3M
windy 123 366 1.40 1.81 2.61 0.95 0.5 0.05 1M
windyStoch 130 390 2.97 3.91 2.53 0.5 2M
grid5x5 25 100 0.62 1.12 1.02 0.5 200k
ishift 4 29 0.03 0.01 0.02 10k
doublegrid 1296 5183 16.43 3.45 3.09 -2 0.5 0.05 0.01 12M
busyRingMC2 72 288 0.03 0.03 0.03 0.01 10k
busyRingMC4 2592 15426 6.08 3.94 2.33 0.01 1.5M

Table 6.1 Learning results and comparison. Hyperparameters used for our reduction are
shown. Blank entries indicate that default values were used. The default parameters are
c =−1, ε = 0.1, α = 0.1, and η = 0.1. Times are in seconds. Superscript † indicates results
from Q-learning with reduction from [57], while superscript ‡ indicates Q-learning with
reduction from [19]. Results for † and ‡ required episodic resetting. All hyperparameters
were tuned by hand [79].

distribution entirely at 1 indicates that all sampled runs produced strategies that satisfy the
property with probability 1. For many examples, prior approaches had no successful hyper-
parameter combinations, with distributions centered entirely at 0. However, our proposed
approach always had some hyperparameters that led to optimal, probability 1, strategies, as
indicated by the tails of the distributions touching the probability 1 region of the plot.

RQ2. How does our method compare to previous approaches when we allow episodic
setting? By allowing episodic resetting, we can now find hyperparameters for previous
methods that lead to convergence. We tuned all hyperparameters by hand to minimise training
time while verifying with a model checker that the produced strategies are optimal. Table 6.1
shows learning times, as well as hyperparameters for our reduction. We report the number of
states reachable in the MDP and the product, learning times averaged over 5 runs, the reset
penalty c, the ε-greedy exploration rate ε , the Differential Q-learning learning rates α and
η , as well as the number of training steps. Note that we do not do any episodic resetting
when training with our reduction. This means that the RL agent must learn to recover from
mistakes during training, while previous approaches are periodically reset to a good initial
state. Our reduction using Differential Q-learning is competitive with previous approaches
while not being reliant on episodic resetting.
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6.6 Related work

The development and use of formal reward structures for RL have witnessed an increased
interest in recent years. For episodic RL, logics have been developed over finite traces of
agent behavior, including LTL f and Linear Dynamic Logic (LDL f ) [32, 23]. These logics
have equivalent automaton and reward machine representations. These representations have
catalysed a series of efforts on defining novel reward shaping functions to accelerate the
convergence of RL algorithms subject to formal specifications [31, 65, 24]. These methods
leverage the graph structure of the automaton to provide an artificial reward signal to the
agent. More recently, dynamic reward shaping using LTL f has been introduced as a means
to both learn the transition values of a given reward machine and leverage these values
for reward shaping and transfer learning [167]. There has also been work on learning or
synthesising the entire structure of such reward machines from agent interactions with the
environment by leveraging techniques from satisfiability and active grammatical inference
[116, 177, 47, 178, 166].

For the infinite-trace settings, LTL has been extensively used to verify properties and
synthesise policies formally using the mathematical model of a system [8, 16, 104, 80, 89,
180]. The notion of coupling between stochastic systems is developed in [54, 53, 55] with
extensions to multi-objective setting [52] to check infinite-horizon properties.

Considering the generality of the results in terms of the structure of the underlying
MDP, most of the research focuses on discounted reward structures. Despite the simplicity
of discounted Markov decision problems, the discounted reward structure (unlike average
reward) prioritises the transient response of the system. However, the application of the
average reward objective because of the restriction over the structure of the MDP is limited.
The work [37] proposes a policy iteration algorithm for satisfying LTL properties of the
form GFφ ∧ψ for a communicating MDP almost surely. In [6], the authors propose a value
iteration algorithm for solving the average reward problem for multichain MDPs. In this way,
the algorithm first computes the optimal value for each of the strongly connected components
of the MDP and then weighted reachability to find the optimal policy. The work [7] provides
a linear programming formulation for policy synthesis of multichain MDPs with steady-state
constraints.

In the last few years, researchers have started developing data-driven policy synthesis
techniques in order to satisfy temporal properties. There is a large body of literature in
safe reinforcement learning (RL) (see e.g. [48, 126, 40]). The problem of learning a policy
to maximise the satisfaction probability of a temporal property using discounted RL is
studied recently [20, 46, 130, 19, 59, 61, 119]. The work [57] by using a parameterised
augmented MDP provides an RL-based policy synthesis for finite MDPs with unknown
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transition probabilities. It shows that the optimal policy obtained by RL for the reachability
probability on the augmented MDP gives a policy for the MDP with a suitable convergence
guarantee. In [19] authors provide a path-dependent discounting mechanism for the RL
algorithm based on a limit-deterministic Buchi automaton (LDBA) representation of the
underlying omega-regular property and prove convergence of their approach on finite MDPs
when the discounting factor goes to one. An LDBA is also leveraged in [59, 61, 119] for
discounted-reward model-free RL in both continuous- and discrete-state MDPs. The LDBA
is used to define a reward function that incentivises the agent to visit all accepting components
of the automaton. These works use episodic discounted RL with a discount factor close to one
to solve the policy synthesis problem. There are two issues with the foregoing approaches.
First, because of the episodic nature of the algorithms, they are not applicable in continuing
settings. Second, because of high discount factors in practice, these algorithms are difficult to
converge. On the other hand, recent work on reward shaping for average reward RL has been
explored based on safety properties to be satisfied by the synthesised policy [72]. In contrast
to the solution proposed in this chapter, the preceding approach requires knowledge of the
graph structure of the underlying MDP and does not account for absolute liveness properties.

There is a rich history of studies in average reward RL [35, 100]. The lack of stopping
criteria for multichain MDPs affects the generality of model-free RL algorithms. In this way,
all model-free RL algorithms put some restrictions on the structure of MDP (e.g. ergodicity
[2, 173] or communicating property). The closest line of work to this work is to use the
average reward objective for safe RL. The work [141] proposes a model-based RL algorithm
for maximising average reward objective with safety constraints for communicating MDPs.
It is worth noting that in multichain settings, the state-of-the-art learning algorithms use
model-based RL algorithms. The work [83] studies satisfaction of ω-regular properties
using data-driven approaches. The authors introduce an algorithm where the optimality of
the policy is conditioned to not leaving the corresponding maximal end component which
leads to a sub-optimal solution. The authors provide PAC analysis for the algorithm as well.
Despite all the efforts to use data-driven approaches for satisfying the ω-regular properties,
there is a gap in using average reward model-free RL algorithms for satisfying temporal
properties.

This chapter is an attempt to close this gap by proposing a model-free average reward RL
algorithm for a subclass of LTL properties called absolute liveness properties. We claim this
subclass captures a large class of interesting properties and is suitable for average reward
RL. Furthermore, the eventual satisfaction semantics of an arbitrary omega-regular or LTL
specification φ can be captured by an absolute liveness property Fφ .
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6.7 Conclusion

This work addressed the problem of synthesising policies that satisfy a given absolute
liveness omega-regular property in the continuing setting. Continuing tasks are concerned
with the eventual satisfaction of properties, which is naturally captured by the notion of
absolute liveness. Our key contribution is a model-free translation from the omega-regular
specification to an average reward objective, enabling the use of off-the-shelf average reward
RL. This is in contrast to existing methods in the literature that use discounted, episodic
learning, which requires the ability to reset the underlying environment. Such a requirement
is restrictive in some settings, and our approach avoids this episodic learning, instead learning
the optimal policy in one life-long episode without resetting. Furthermore, the proposed
solution does not require access to a model of the environment nor to its graph structure,
thereby avoiding a common assumption made in the literature where the computation of
end components is required for verification and synthesis of policies subject to some omega-
regular specification.

As a result, the proposed approach can be integrated with a wide range of model-free
average-reward RL algorithms. For our experiments, we applied Differential Q-learning to
a range of case studies and showed that the proposed approach is successful in converging
to optimal strategies under the raised assumptions. In particular, our experiments showed
that the proposed approach is superior to previous methods in the continuing setting. This
lends credence to the important and understudied idea that average reward RL is better-suited
for continuing task settings than the more popular discounted RL. For future work, we will
explore the use of function approximation in the hopes that the average reward RL can
experience the same success for continuing tasks that its discounted RL counterpart has
witnessed in episodic settings.





Chapter 7

Conclusion

7.1 Summary of the research and contributions

In this thesis we developed data-driven approaches to formally synthesis controller for cyber-
physical systems. This approaches can be divided into two categories: abstraction based
methods that rely on a simplified model of the system, and model-free methods that aim
for synthesising the controller directly without constructing any (simplified) model for the
system.

In Chapter 3, We proposed a method for computing finite abstractions of continuous
systems with unknown dynamics that is based on the use of data. We proposed a way to
compute an overapproximation of reachable sets by implementing it as a robust convex
program (RCP). It is then possible to determine a feasible solution to the RCP with preset
confidence by solving a scenario convex program (SCP) that corresponds to the RCP. There
is no need to include the system’s dynamics as part of the SCP, and all that is needed is a
finite set of sample trajectories. Using the sample complexity result that we have provided,
we can give a lower bound on the number of trajectories needed to achieve a certain level of
confidence. Based on our analysis, we can confidently state that the computed abstraction
is a valid abstraction of the system. In other words, this abstract representation accurately
describes the system’s behaviour over the entire state space. Using our data-driven approach,
we could design a controller and enlarge its winning region to satisfy temporal properties
using abstraction refinement schemes.

In Chapter 4, we proposed a policy synthesis approach for continuous-space stochastic
systems with unknown dynamics. Essentially, the policy’s goal was to maximise the prob-
ability that the system would satisfy a complex property written in a fragment of Linear
Temporal Logic (LTL). This approach replaces the unknown system with a finite Markov
decision process (MDP) without having to construct it explicitly. To find a policy and apply it
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to the original continuous-space system, we applied RL to the MDP with unknown transition
probabilities. We proposed a compositional method to synthesise policies for unknown
stochastic networks using a novel two-player RL scheme.

In Chapter 5, We applied reinforcement learning (RL) to unknown continuous-state
stochastic systems to satisfy a linear temporal logic specification. Taking into account
appropriate assumptions, we formulated an optimal average reward criterion which converges
linearly to the true optimal satisfaction probability. By applying a sequential algorithm and
relaxing the specification, we were able to learn a lower bound on this optimal value.

In Chapter 6, we sought to synthesise policies that satisfy a set of absolute liveness
omega-regular properties in a continuing setting. The notion of absolute liveness naturally
captures the idea of continuing tasks, which involves the eventual satisfaction of properties.
Furthermore, the proposed solution requires no access to a model of the environment or its
graph. Thus, we avoid a commonly held claim in the literature, where end components must
be computed for policies to be verified and synthesised.

7.2 Limitations of the research

In this thesis, we investigated the potential of data-driven control synthesis techniques with
formal guarantees. The algorithms presented in this thesis have a lot of potential in real world
applications but at the same time they come with their limitations. In the following I will
point out some of these limitations.

In Chapter 3 we proposed a data-driven abstraction-based approach. As a limitation of this
approach, we limit disturbance signals whose value does not change during the fixed sampling
period. We can relax this restriction by knowing a set, possibly an overestimated set, including
all the possible accumulated disturbance signals during the sampling period. Additionally, we
considered a uniform distribution over the disturbance set. We can extend our method to those
distributions whose probability density function is known. The sample complexity of the
approach is exponential with respect to the dimension of the system. It would be interesting
to study existence of such sampling approaches that require computational complexity below
exponential (e.g., polynomial with respect to the space dimension).

In Chapter 4, instead of analysing the whole network monolithically, and hence facing
the scalability barrier, we investigated a compositional approach that solves the optimisation
problem for each subsystem in the network separately, while considering the other subsystems
as adversaries in a two-player game. In this approach, we limit the class of properties to just
invariant properties. Future work include considering richer class of properties beyond safety
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and allow some form of communication between the subsystems (a preliminary work on this
direction is under submission).

In Chapter 5 we presented an algorithm for control synthesis of continuous state systems
and provided the correctness guarantees of the reward machine for satisfying temporal
properties. The convergence guarantee provided in this approach is valid under a technical
assumption on the underlying dynamics of the system. It is known that this assumption does
hold for finite-state Markov decision processes. It would be interesting to study which class
of continuous-space models satisfy the required assumption. In other words, what structural
properties are needed in the underlying dynamical system such that the convergence of the
algorithm to the true value is guaranteed?

As an alternative for discounted reward, in Chapter 6 we study average reward objectives
and in particular how we can translate a temporal property to an average reward objective
for RL algorithms. In this work we had two limitations: First, all of the state-of-the-art
model-free RL algorithms have (weakly) communicating assumption over the structure of
underlying MDP. Second, we need to restrict the class of properties to absolute liveness
properties which is a subclass of ω-regular properties. The intuition behind these assumptions
is to make sure the system can recover from the mistakes that can happen early on in the
learning procedure. It would be interesting to relax these assumptions as much as possible,
for instance by finding the largest class of properties where the translation to average reward
would lead to a correct optimal policy.

7.3 Suggestions for future work

This thesis was an attempt to study data-driven control synthesis approaches. We developed
algorithms with correctness guarantees in both episodic and continual tasks. This area of
research is relatively new and there are a lot of directions we are considering for future
work. In the following I mention a few of these directions regarding the contribution of each
chapter.

The data-driven abstraction-based approach presented in Chapter 3 can be extended to
handle a larger class of disturbances beyond piecewise constant ones. We can also parallelise
the method and apply it to large-scale case studies more efficiently. The formal RL algorithm
which was the focus of Chapter 5 can be extended to more general classes of properties such
as hyper-properties.

The average reward objectives were presented in Chapter 6. Our future efforts will
explore function approximation for the average reward objective with the hope of seeing the
same success as the discounted reward RL in episodic settings. A second research direction
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is to study the connection between transfer learning and lifelong learning and to incorporate
their success into our approach. The third research direction is to study lexicographic and
more general multi-objective scenarios in average reward framework.

The compositional approach for control synthesis was presented in Chapter 4. The
class of properties we consider for this research was restricted to invariant properties. A
future direction for research is to extend the approach to finite-horizon properties. A second
direction is to explore using collaborative frameworks in control synthesis in decentralised
multi-agent scenarios. Security and privacy in CPS has received attention recently. It would
be interesting to extend the data-driven ideas of this thesis to handle challenging problems of
security of CPS.
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