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Abstract 

Problems raised in a pilot linguistic survey of a street in 

Newcastle upon Tyne (Pellowe 1967) are here treated 

positively. An informal normative model of the hearer's 

treatment of the speaker's output is developed in terms both 

of psychological processing and of social interpretation. 

This model is then interpreted methodologically and used to 

generate an analytical framework and a set of 

mete-interpretive procedures. These are tested in various 

ways on samples of speech from members of the Tyneside 

speech community., on experimental groups of hearers and 

speakers, and on various miscellaneous data. The generality, 

replicability and accountability of the methods are 

examined, and the consequences of the model and its 

techniques are contrasted with those of. other studies. 
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These dead pressed leaves are for 
Emma Pellowe and Ann Cowan, 

who have suffered too much and too long 
f rom thei r col I ecti on. 

And in memory of Peggy Volkov 
who showed me both the infinity of mind 

and the limitations on its effability, 
and in whom 

"feeling and intellect were so exactly matched" 
(Annand 1977). 

And for Paolo Freire and all those who know why 
how it could be if it wasn't how it is 

is difficult to bring about. 

And for that courageous, gentle, lovely one 
who keeps showing me that 
in this end is our beginning. 
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"There is a common quality among all beings and things ... 
[which] is 

ixpermonelw, e, 'anicca', a constant decaying and changing which is 
uncontrollable" An unnamed Buddhist scholar in Wat 

Sraket, Bangkok, quoted by 
Hamilton-Merritt (1979: 55). 

"What is the energy of listening ? Of comprehension T 
Firth ( 1957/9 1 ). ZI 

"The ski If ul speaker wi ns prai se; the ski If ul Ii stener, despi te the 
mystery of his achieyement, is ignored" 

Parker-Rhodes (1978: xiii). 

"Patterns very difficult to imagine were made together by everything 

... merging into a supernal harmony their unexceptionable varieties" 
O'Brien 0967: 125). 

"Meanwhile the indefiniteness remains., and the limits of Yariation are 
really much wider than anyone would imagine" 

George Eliot, Preface to Middlemarch. 

"RealitU is an activitU of the most august imagination" 
Stevens (1972: 396). - 

"Every 'object'... has an infinitude of attributes ... We simply cannot 
speak meaningfully of the properties of a thing in itself; .. 

[added to 
which] attributes themselves are infinitely divisible' 

Johnson (1970: 213-4). 

"The order that our mind imagines is ... like a ladder, built to attain 
something. But afterward you must throw the ladder away, because you 
di scover that even ifit was usef ul., it was meani ng] ess ... The only 
truths that are useful are instruments to be thrown away" 

Eco (1984: 492). 

"Al ['explanations' in language are circular and leave the most 
essential things unexplained and undefined ... Where do I begin and end 
in space? I have relations to the sun and air which are just as vital 
parts of my existence as my heart" 

Watts (1987: 45-6). 
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Note on the time scale of the research 

The research, of which this thesis is a final report, was 
begun in 1965. Some of the work was submitted in the form of 
an M. Litt. thesis (Pellowe 1967); some of it has appeared in 
the form of published and semi-published papers. 

During the period of my own full-time doctoral research 
1967-1970), and thereafter continuous] U, other students 

became interested in the ideas which I was developing, and 
devoted their own research to contiguous or overlapping 
projects. In addition, 1970 was the year in which the work 
first attracted the support of the SSRC for two person-years 
of research. 

During a period of twenty five years ('65-'90), and with a 
continuously changing group of co-workers in different 
locations.. many elements of one's research thinking undergo 
change; and one is more conscious of some of these changes 
than of others. In what follows., I have devoted space to these 
changes of belief and attitude since their occurrence is 
intrinsic to- the general thesis which I am advancing. The ways 
in which each of us understands the differences between our 
pasts and our presents create one of the bases for our 
imagining - and differentially imagining - the differences 
between our presents and our futures. (And, as Durrel I 
suggests, reality may follow the imagination. ) This truism 
applies as well to conceptual i sati ons for academic purposes 
as to the constructs we articulate for daily living. (How could 
it be otherwise ? (Foster 1983). ) 

Parts of this thesis are expansions, summaries.. or 
derivations from previous] Upubl i shed, or semi-published, 
materials. Reference is made to these at the relevant places in 
the text. 



Organisation of the thesis 
x 

From one point of view, this thesis is a record of a dead project, 
namely the Tyneside Linguistic Survey. It is a project which failed, 
but it is one whose failure was not the result of faults in its 
conception and design, but rather, it failed because of errors in 
administration and management which went uncorrected. Though I 
shall go into neither the economics nor the personalities of failure 
and mi smanagement, some of the gaps ref erred to be] ow have thei r 
source in such diurnal, and very human, frailties. 

In spi te of such di ffi cul ti es, the theoreti cal and methodol ogi cal 
ideas which developed over the years - together with their impact 
upon the way data were collected and analysed - seem to me to be as 
f resh.. and as cri ti cal IU rel eyant, as ever. The general thrust of the 
theory, and its implications for method, are presented in Chapters 
1-4, whilst detailed studies of particular data., dimensions for 
various classificatory spaces, calibrations of analysts, the 
indeterminacy of classificatorU procedures, and so forth, are given in 
Appendices A-F. 

There is a complex interaction between the six Appendices of 
volume two and the four chapters of volume one. This interaction, 
though it reflects the connections and the dependencies, also dwells 
on the g. ýIps between the development of the model and the concrete 
details of its empirical interpretation. Much research reports itself 
as if there were never ei ther seams or rents between methodological 
developments and their application to particular data, or between the 
framing of hypotheses and the practicability of their testing, or 
between the detailed consequents of some hypothesis and some 
generalisation in the theory, but surely it is precisely such failures 
of tailoring which reallU tell us what we think we might want to 
know.. and what the reliability of our beliefs in these matters might 
be like ? (Cf. also Lakatos 1976. ) 

Sometimes a particular methodological move is demanded by 
some component in the model or in the theory, and the violence which 
itis seen to do to the data makes f or an i mprovement in the model or 
the theory. Sometimes a rainbow of particular co-occurrent facts 
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suggests a methodological move which has important general 
consequences in the theory or in the model. Sometimes. But at 
others ? 

Given, then., the peculiarities and particularities of the history of 
this document, it would have constituted an unrecognisable distortion 
of that history to have made its structure fit the kinds of blue- 
/thumb- print given by Phillips and Pugh (1987). 

This work is concerned, in the widest sense, with burdens of 
proof. A widely hold, but in my view false assumption maintains 
that the burden of proof lies with the refuter of hypotheses. I cannot 
see how anything other than the opposite of this is the case. The 
burden of proof must surely rest squarely on the proponent of some 
hypothesis or theory. His critic is not bound, by any convention of 
argument, or principle of reasoning, to provide an alternative to that 
which is found inadequate (Macbeth 1974). Consider the case of 
prosecution and defence. It would be ridiculous indeed to require a 
defence which had destroyed the coherence of a prosecution case to 
put up a better case subsequently 1 It is precisely this subtle 
pressure against the freedoms and privileiges of the sceptic, the 
critic, the refuter, which leads to the closed, protectionist, 
unthoughtful, and aggressive theorising which pollutes so much of the 
intellectual landscape. More strictly.. one might contend that an 
argument which did not play a part in establishing some culminating 
synthesis was intrinsically more trustworthy than one which did. 

In the present work this principle, that the burden of proof lies 
with the proponent of some position, not only applies externally as it 
were, between the ideas advanced here and those of others, but 
internally, between the ideas advanced here and their own refutation. 
As Lakatos has it (1976: 94), in patterns of heuristic, "the growing 
theory not only explains but produces its refutatio'ns". 

Chapter I proposes some of the sorts of patterns (and their 
resultant tensions) which a person establishes for herself or himself 
in order to get into society and then 'get through'. Of course this is 
done in an extremely sketchy and superficial manner without regard 
for the (ineffable) circumstances or experiences of any particlular 
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Sel f and i ts sel ves. Itisa rough ground on the canvas f or Chapter 2. 
Chapter 2 provides a discursive model of the activity of a hearer 

when he is engaged in making inferences about his interlocutor. N 

N Throughout this thesis the Speaker will be pronominalised as 

. 
ahe, Her, Hers, and the 

-Hearer as -He, _Him, -His. 

The model is restricted and it is normative. It is restricted in the 
sense that it does not make provision for the simultaneity of 
inferences about.. for example, purely syntactic or purely pragmatic 
matters which are also of importance to hearers. It would be surprising 
if the simultaneity of such inferences did not have important 
consequences for the 'real' manner of their formation. The model is 
normative in the sense that speculative introspections concerning my 
own behaviour as a hearer, and the behaviour of others whom I have 
been able to persuade to talk about it, are'assumed to be equatable to 
Ahe hearing skills and hearing experience of others. 

Chapter 3 interprets the model of Chapter 2 empirically and shows 
how that empirical interpretation leads to various methodological 
requiremerfts and innovations. Data which are handled in the Appendices 
are referred to at several points. 

Chapter 4 gives a critical account of other methods and theoretical 
positions which have been made use of to handle linguistic variation 
and indicates how those methods and theoretical claims would be 
incorporated by the methods and claims set out here. 
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Starting positions 



2 

"It is as difficult to find a satisfactorg definition of an individual 
as it is of a species" (Watson 1976: 30). 

"The individual person is the means whereby reality articulates 
itself* (Deikman 1973: 323). 

"Proof and real i tU are rather strong words f or me; ones f or whi ch a 
positive and definite context of use might never occur" (Strong 
1969). 

"Reality is an activity of the most august imagination" (Stevens 
1972: 396). 

"The properties which any particular thing or phenomenon can be 
thought of as possessing or lacking are endless, they are limited 
only by our imagination (which means that they are not limited at 
all)" (Sampson 1979: 127). 
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Abstract. 
This chapter makes initial assumptions and then proposes 
some of the sorts of skills and processes which a person 
estabi i shes f or hersel f or hi msel fin order to get i nto soci ety 
and then 'get through'. Of course this is done in an extremely 
sketchy and superf i ci a] manner wi thout regard f or the 
(ineffable) circumstances or experiences of any particular 
'I' and its Selves. It is a rough ground on the canvas for 
Chapter 2. 

Initial- assumptions 

I assume that languages can vary without limit (1, C I). Others 

have assumed the some: "Languages can di ff er f rom each other 

without limit and in unpredictable wayý" Qoos, 1957: 96); "Speech 

is a human, activity that varies without assignable limit ... It 

varies as all creative effort varies" (Sapir, 1921: 4). 

N Pre-naive conjectures, naive conjectures, guesses, speculations 
and assumptions, are numbered by chapter (or appendix) through the 
thesi s, as 1.. C I (Chapter 1, conj ecture I)B, C4 (Appendi x B, 
conjecture 4) etc., and collected in the Index of Conjectures, below. 
Assumptions are special 'background' forms of conjectures. About 
these Lakatos (1976: 45ff. ) has some useful warnings, e. g. 
"background knowledge is where we assume that we know 
everything but in fact know nothing". 

I treat as an immaterial distinction, for mU purposes here, whether 

this limitless variability is thought of as between languages, or V 
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within a language. 

I take the, central problem of linguistics to be 'providing an 

explanation' of the limitless variability of languages, in 

conjunction with their limited systematicity, rather than 

I proyiding an explanation' of the limited systernaticity of languages 

to the exclusion of all Yariability (1, C2). N 

N The ubiquitous pomposity of the phrase 'providing an explanation 
of' hides an inherent unlikelihood, I believe. The incapacity of 
humans to 'explain* language probably parallels the inability of 
computing machines to disprove 66del's theorem (that there are 
some theorems which are computationally undecidable). Cf. Postal 
(1972), Davis (1958), Hofstadter (1980) for corroborations of this 
point of view from various angles. 

This view is not new. Closely similar views have bben expressed by 

Paul (1891), Hockett (1968), Bailey (1973) and Sampson (1980). 

Taking variabilitU, rather than sUstematicity, to be the thing to be 

explained, involves us in developing new forms of representation; 

and it renders the old guiding dichotomies of questionable value. As 

Firth (1957: 227-8) puts it: 

"these dichotomies [mind and bodg, language and thought, word and 
idea, signifiant et signifi&, expression and content Vs examples, 
JPII are a quite unnecessarg nuisance, and in my opinion should be 
dropped ... The dualistic principle ... wrecks. the empirical analUsis 
of language material". 
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(For reasons which will gradually emerge, and which I discuss in 

Chapter 4 below, I do not believe that'the main thrusts of what are 

known as variationist linguistics and sociolinguistics are actually 

addressing this problem at all. ) 

In the face of the problem of limitless variability (1, C2), I 

advance one naive conjecture, na'melg, that each individual hearer is 

creative (I.. C3). 

That hearers are creative is a conjecture derived from a 

symmetrical one., namely that speaker-hearers are creative (1, C4), 

which is in turn deriyed from a wider one, namely that indiyiduals in 

the conducting of their dailU lives are continuouslU creative (1, C5). 

The reason for adopting the narrow, asymmetrical form of I, C3 is a 

matter of focus on I., C2. 

The view that individuals, however they are focussed upon, are 

creative is also not new. I., C5, for example, has been advanced by 

many scholars working in different fields: Bannister& Fransella 

(1971), Bateson (1979), Berger( 1979), Deikman (1973), Frei re 

(1972), Gregory (1972), Kelly (1955), Laing (1982), Penfield (1975), 

Popper ( 1959,1963,1972), and Popper & Eccl es ( 1977), to ci te a 

few. (Dissenting views such as Fischer's (1979: 32), that the 
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narrowness and stereotypy of the human repertoire are emphasised 

by. the creativity which transcends them, are surely based on a -, 

category mistake: creativity does not transcend stereotUpy, it 

complements it. Sampson says laconically (1980: 45) "linguists do 

not refute the creative view of mind, they simply ignore it". ) 

I JC4, that speaker-hearers are creative, has been advanced bU, 

for example, Paul (1891), Popper& Eccles (1977), Hockett 

( 196 1,1968) and Sampson ( 1979,1980). 1,, C3,. that hearers are 

creati Ye, has been adyanced bU, f or examp] e, Ci courel ( 1973).. 

Parker-Rhodes ( 1978) and, for the case, of the reader rather than the 

hearer, Derrida (1976). 

In trying to handle the limitless variability of language (1, C 0,, 

by means of the creativity of individual hearers (1, C3), it is worth 

bearing in mind Popper's (1972: 179) certaintU that "no creative 

action can ever be fully explained", and Sampson's (1980) suggestion 

that any creative phenomenon constantlU escapes the bounds 

suggested by its own past history. And, more generally, Meyerson 

(1930: 238) warns: "science in its effort to become 'rational' tends 

more and more to suppress variation in time". 

v 
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The point of attack 

The thesis is an exploration, of the extent to which the problem 

of limitless variabilitU (1, C2) can be 'solved' bU examining the 

consequences of the conjecture that hearers are creative (1, C3). 

Though 1, C3 may appear to be si mpl e, i ts consequences are f ar f rom 

simple (see belowlChapter 2). 

I adopt a heuristic style of presentation rather than a 

deducti vi st or an i nducti vi st, one si nce, as Lakatos ( 1976: 142-4) 

points out, the former imposes a false pattern on the conjectural 

history of the work, and the letter implies that there was no 

conjectural history at all. 

"Facts do not suggest conjectures and do not support them 

either" (Lakatos 1976: 73); rather, conjectures are simply more or 

less interesting., more or less useful, and., if the reports of others 

are to be admitted, more or less commonly entertained, by other 

individual minds. Furthermore, if 'facts' neither suggest nor support 

conjectures, then no more can 'facts"refute them; what refutes a 

conjecture is a competing conjecture which is, according to some 

criterion.. more powerful or more revealing.,, -or more persuagive. 

Therefore conjectures are not inductive, but they are arrived 
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at by trial and error, from pre-naive conjectures and refutationsi 

and so on.. beginninglessly. As Popper (1963) points out, conjectures 

are free inventions of the mind (Sampson 1980: 8). Like Durrell's 

962: 286 ff. ) rememberings and imaginings, conjectures have the 

indivisible and unmanipulable character of quanta. 

As will appear below, this thesis is a double articulation of 

conjecture. First, the method and the fabric of my argumen is 

conjectural; and secondly, that which the argument seeks to build is 

the conjectural method of 'naive' hearers successfully creating 

meaning from the spoken worlds which spin about, them. 

I sheU assume (1, C6), with Harrah (1963: 2), that it is 

" philosophically and scientifically legitimate" to conjecture an 

informal model of the creatiye hearer, "then interpret it 

empiricalig, and then experiment to discover its area of descriptive 

accuracy". But little of this can be done by any adaptation of 

cl assi cal sci enti fic method - there are af ter a] 1, as Sampson ( 1980) 

says, real things,, such as human intellectual actiyity, about which 

predictions cannot be made. "As soon as questions of will, or 

decision, or reason, or choice of action, arise, human science is at a 

loss" (Chomsky 1978: 435, (quoted by Sampson 196# 



9 

In opposition to the simplifying, and simple-minded., Yiew that 

it is possible (as well as obligatorij) to be right (Laboy 1972: 98), 1 

belieye that it is worth recalling Neils Bohr's principle of 

complementaritU, by which an event must be seen through one of 

two (or more) f rames of ref erence (Bohr 1958). The f rames are 

mutually exclusiye, but they also complement each other, -and only 

the tum-bg-turn usage of these complementary frames provides a 

picture of the appearences; of the phenomenon. In the some 

Yein., Capra (1982: 132) writes 

"The crucial feature of quantum theory -is that the human observer is 
not only necessary to observe the properties of an atomic 
phenomenon, but is necessary even to bring about these properties 

. 
[The] electron does not have properties independent of my mind. In 

atomic physics, the sharp Cartesian split between mind and matter, 
between I and the world, is no longer valid. We can never speak 
about nature without, at the same time, speaking about ourselves. " 

If these things are true of the investigator of the 'inorganic; J 

physical' world, how much more true must they be of, the 

investigator of human abilities. 

What cluster of further conjectures concerning abilities, 

structures, processes, needs to be made in order to underpin 1, C5.. 

and hence bg implication I, C4 and I, C3 
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A conscious mind 

First, we may attribute creativity in the individual to the 

activity of mind (1, C7). This is reflected in the wonder in Einstein's 

remark that "the mystery of, the world is its comprehensibility ", 

(Penfield 1970: 90), and in Whitehead's poetic irony when he writes: 

"Nature gets credit which in truth should be reserved for ourselves, 
the rose for its scent.. the nightingale for his song., and the sun for 
his radiance. The poets are entirely mistaken. They should address 
their lyrics to themselves and should turn them into odes of 
self-congratulation on the excellence of the human mind. Nature is a 
dull affair, soundless, scentless.. colourless, merely, the hurrying of 
material, endlessly, meaninglessly. " 
(Quoted by Ornstein (1972: 45) who quotes it from De Marquette, J. 
(1949) Introductionjo comparatiyd mUsticism. NY: 
Philosophical Library, p. 15. But I have been unable to find the 
remark in Whitehead's own works. ) 

I assume that minds exist, and are not reducible, either 

dimensionalIg or procedurallg, to brains (1, CB). Whereas brains are 

material and exist in three-dimensional space and in time, mind 

exists in time alone. "Concepts like mind, order, complexity, 

information, meaning, ... share a common, non-local, trans-spatial 

f eature" (Fi scher 1987: 4). Theref ore thei ri nteracti on can on] U 

occur in time. Indeed, as Whitrow (1980: 113) puts it, there is 

absolutely no need for a particular mind to be "associated Uniquely 

with the region of space occupied by a particular brain". 
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Mental processes such as believing., deciding.. intuiting; 

deceiving oneself., and so forth, do not have cerebral correlates 

(Penfield &Jasper 1954, Penfield 1975). "There is no area of greg 

matter ... in which local epileptic discharge brings to pass what 

coul d be cal I ed . 'mi nd-acti on' " (Penf i el d 1975: 77), theref ore, he 

concludes that 

"it is easier to rationalize man's being on the basis of two elements 
[mind and brain] than on the basis of one [brain] . ." 

(1975: 114). "If 
there are two elements then energy must be available in two forms 
(1975: 79) .. 

[But] "a final scientific conclusion [is not possible] 
until the nature of the energy responsible for mind-action is 
discovered as, in my opinion, it will be" (1975: 114). 

Mind in this sense clearlU comprises various states of 

consci ousness and thei r capaci ty f or arti cul ati on by means of 

various processes. The relationship between consciousness and 

brai nis sti II very Ii ttl e understood; as Whi trow ( 1980: 112) says 

" not all brain events are mental events [and) not all the neural 

correlates of mental process are known". But part of our lack of 

understanding of the connection is ontological, since 

"the mind is a system of models, and being self -referential, must 
also have'a model of itself; that model must have 'matching 
consci ousness' f or 'Sel C-i denti fi cati on. Thus mi nd ... is a system of 
systems or a model of models that includes 'the referee in the 
reference.. the observer in the description and. the axioms in the 
explanation'" (Fischer 1981: 27). 
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The nature of consciousness may be conjectured from various points 

of view. 

Poppers guess is to. do with biological function. The biological 

achievements which are served bg [the development] of 

consciousness are "the solution of problems of a non-routine for 

unexpected] kind" (Popper& Eccles 1977: 125). - Popper reckons that 

the source of consciousness is an interaction between pleasure, 

pain, expectation and attention. N 

N Using the argument the other way up., Fischer wants to illustrate 
the unitarian nature of information and action by recalling that 
. when a person's striated musculature (of voluntary action) is 
completely relaxed ... only the metalinguistic dimension of 
consciousness prevails, i. e. one is only aware of oneself while the 
denotative dimension is absent; consciousness has no content or 
information" (1979: 24-5). 

Penfield sees it from a metio-physiological point of Yiew: "the 

mind is present wheneyer the highest brain mechanism is 

functioning normally' (Penfield 1975: 79). Hinshelwood suggests 

that the higher functions of the brain are programmed "bU aesthetic 

and moral elements which somehow have their seat in 

consciousness, by elements, that is to say, which belong td the half 

of realitU concerned with the observer rathWthan the observed" 
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([1959 Presi denti al 'address Proc. Roy. Soc. A, 253, p. 447 ff. ] quoted 

by Whitrow 1980 : 112) Others conjecture that mind is a quantum 

effect (Bateson 1979, Fischer 1987, Simon 1970) arising from the 

degree and kind of complexity of the organism. 

It does not seem to me to be necessary to choose amongst these 

formulations, since there exists no superordinate critical 

framework within which it could be determined that they were 

incompatible. 

Under these charecterisatibns of consciousness', creativity is 

possible in non-ý-hurnan living individuals, and has indeed been 

observed, or better ascribed., in countless cases. I assume (1, C9) 

that the creati vi ty of humans is of a di ff brent order of magni tude 

f rom that of other, non-human, i ndi Yi dual s. The di ff erence ari ses 

from the human invention of language which permits the emergence 

of the consciousness of self, and hence of reflectiveness (Popper& 

Eccles 1977). 
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A chosen reflective self 

In the language of developmental ethics, one may sag that the 

self is created bg the individual (Kierkegaard 1959; Sartre 1957; 

Freud 1953). Selfhood is not created de novo but from elements of 

the history of the individual which are chosen (Kierkegaard 1959: 

263). Since personal identity is so intimately related to time, it is 

I 
not surprising, to Whitrow (1980: 114), "that self-consciousness 

only develops as the growing child becomes aware of memory and 

thereby ceases to live in a continual present". 

These choices may make for a more or less harmonious 

selfhood, but it seems plausible to assume with Fingarette (1969: 

68, passim), that the choices are articulated by means of 'avowals' 

which are linguistic or language-like acts making one's engagement 

wi th the worl d expl i ci tl U consci ous. Whi trow ( 1980: 111 ) concurs: 

"the origin of the concept of 'self' - which is usually thought to 

mark the beginning of conscious memory - may well depend on the - 

process of epitomising our feelings symbolicallgo. N 

N It is worth emphasizing that consciousness of self in this view. - is 
an activity, and that one may therefore distinguish between'the 
activity of being self-conscious and the prodjucts of that 
self-consciousness. Deikman (1973) makes this possibility a 
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necessity. Bertalanffg, however, gives a warning about such 
distinctions: " Structures are slow processes of long duration, 
functions are quick processes of short duration. If we say that a 
function is performed by a structure., it means that a quick and short 
process wave is superimposed on a long-lasting and slow-running 
wave " (1952: 134). 

Ayowals as purposeful forms of self-expression underscore the 

self as a synthesis, an achievement, an accomplishment. The 

eyowal s of a person, since they are responses DLI that person rather 

than ef f ects upon that person, are the root of personal i denti ty. They 

are constitutive acceptances of responsibility for the set of 

engagements with the world; they establish something 'as his for 

him' (Fingarette 1969: 70 ff. ). In these terms, I assume that each 

i ndi vi dual is uni que, havi ng a di ff erent personal i denti tU, or sel f, 

f rom every other i ndi vi due] ( I, C 10). 1 a] so assume that the personal 

identity, or self, can change in time, because of altering 

engagements with the world, and altering patterns of avowal and 

disavowal about those engagements (1, C, 1). 

N Thi sI atter assumpti on ( 1, C II)isa common f ol k-phi I osophi cal 
view (cf. utterances of the type "I wouldn't recognise myself of five 
years ago", "I'm not the me you used to know" etc. ), which is shared 
by some writers (Durrell 1962; Beckett 1965; Fingarette 1969; 
Derrida 1976). Some, however, prefer to assume continuity and 
stabi Ii ty f or the sel f (e. g. Popper and Eccl es 1977: 129). Whi I st the 
assumption of continuity may be true of and/or for those who make 
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it, it does not cover as many cases as my 1, C1 1, and does not seem 
to me to be so plausible. 

The linguistic basis for the construction of the Self (and hence 

the T or Ego) can hardly be doubted in so-called 'western' 

I (Euro-centric) cultures. For those seeking certain kinds of seitual 4' 

development, an of ten pai nf ul reversal, or deconstructi on, of that 

process is necessary. For instance, any determinate ontology is a 

delusion: 

"do you know what anything is - what it is. not what it looks like, 
not how you can experience it, not what it can do, all of which are 
secondary matters - do you know what it is itself ?... You can .. 
know things about it, but you never know what it -is. 

You never begin 
by knowing what it is., and you never end by knowing what it is. .. 
Ignorance is the Principle of existence... Becoming submitted to 
that truth is spiritual life" (Da Free John'l 980a: 35-9). 

And, any life of the spirit must be ineffable: 

N meaning is for getting things done in the ordinary way in da 
' 
ilg life, 

but meaning does not interfere with most of existence ... As 
spiritual practitioners you indulge in the world of non-meaning 
constantly. To live a spiritual life is to be projected into the world 
of non-meaning - not meaninglessness, not negativity, but a sphere 
of Being that does not have anything to do with meaning. . Jhe 
sphere of Being is not unreal, it is simply a more fundamental, a 
more profound dimension of existence. It is a dimension in which we 
actually exist, without mind, without words, but really, tangibly, 
presently, personally. We exist there in the frame of non-meaning" 
(Da Free John 1983: 30-3 1). 

Thi s1 ast is paral I el to Lawrence's ( 198 1: 18 1) vi ew that 



17 

"there is nothing of me that is alone and absolute except my mind, 
and we shall find that the mind has no existence by itself, it is only 
, the glitter of the sun on the surface of the waters. So that my 
individualism is really an illusion. I am part of the great whole, and 
I can never escape". 

A changing memorg 

Assumptions I, CIO and 1, CI I have powerful implications for, 

and sources in, the memoq of individuals. If personal identities are 

all different and if all experience is not only unique to the 

individuab but inexpressibly so (Laing 1970), and hence subjective 

(Bateson 1979), then the memories of different individuals will be 

different (since "memory is the concomitant of personal identity" 

(Whitrow 1980: 111)), they will be constructed differentig, and they 

wi II change di ff erentl U, f rom those of other i ndi Yi dual s. 

"Our view of reality is conditioned by our position, in space and time. 

.. Thus every interpretation of reality is based upon a unique 
posi ti on" (Durrel 1 1962: 2 10). 

Thus Broadbent (quoted by Whitrow 1980: 97) writes "it is 

highly likely that ... different individuals ... organise their 

memories in dif f erent ways". This is supported by Bartlett's (1932) 

notion that memorU is theactive organisation of reactions and 

experiences into schemata; each particular schema is chosen in 
I 
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terms of the indiyidual's interest. 

One of the most interesting reasons whU particular memories 

(engrams) undergo profound changes of content, and of meaning, may 

be by the very fact of their being recalled (a process which itself is 

barely understood) (Whitrow 1980: 101-3; Norman 1970). N 

N Considerations such as these prompted Durrell to not quite 
permit one of his persons to say "Could anything as rich as 
memory be a cheat? He never asked himself the question" (1962: 
444). 

These dynamic characteristics of memory make. the 

distinctions between it and imagination less obvious than th6y are 

often thought to be. Thus Fischer cl aims that the real nature of 

fiction and the fictitious nature of realitU : 

" are reflections of the unitary nature of information, perception and 
action and are as i nseparabl ef rom one another as the obseryer from 
the obseryed or the loyer from the beloyed" (1979: 31). 

The folk-psychological Yiews most commonly expressed about the 

relationship between memory and imagination by the people with 

whom I have discussed the matter are: 

(1) memory is a true (and fixed? ) record of the post, 

(2) imagination is a private fiction or dream, psually haying to do 
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with the future., 

(3) the distinction between lying and imagination is minimal and 

rests upon 'intention-to-misletid'. 

But Peters claims that distinguishing imagination from memory is a 

logical, rather than a psychological, act, and writes (1956: 133): 

"The test of whether a person remembers or imagines is not the 
subjective test of pastness accompanying the imagery, but the 
evi dence whi ch conf i rms or ref utes what is asserted about the 
relationship between 

, 
the situation thought about and the thinkers 

participation in actual events. And to establish whether or not such 
a relationship holds - i. e. whether it is a case of remembering 
rather than imagining -a person's private conviction is a good guide 
but an unreliable test. " 

The similitude between the psychological processes which 

underlie both memory and imagination, which is surelU the basis for 

Peters' stricture, makes the plight of the self-deceiver as common 

as it is (Fingerette 1969), and underlies such remarks of Durrell's 

as that "to imagine is not necessarily to invent" (1962; 275), and 

that "reality [is] always trying to copy the imagination ... from, 

which it [derives]" (1962: 286), and that "there are'only as many 

realities as you care to imagine" (1962: 315), and that the quanta 

which we call events are to be seen "across the transforming 

screens of memory* ( 1962: 369). N 
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NI make no apology for quoting the conjectures of those who write 
largely out of the imagination. There is good reason to suppose . ( 1, C 12) that largely because of that practice, their guesses about 
such complex doings as remembering, forgetting, imagining., 
understanding and lying (together with the products of those 
processes) are at least as good as those of philosophers, 
psychologists and linguists. 

A suffusing language 

It is a matter of widespread assumption (1, C13), though not of 

course of proof, that the sense of self, the memory, the imagination, 

and the experi enci ng of our experi ence are suf f used wi th I anguage, 

or wi th I anguage-I i ke pri nci pi es of organi sati on (Freud ý 1966; 

Tulving & Donaldson 1972; Sartre 1962; Laing 1967). 

Thi s suf f usi on of the i nner and outer worl ds of i ndi vi dual s by 

language plays an important part in Popper's 0 972) distinctions 

between Worlds 1,2, and 3. World I is the world of physical objects 

and states (the matter and energU of the cosmos, the structure and 

actions of living things or beings (including human brains), the 

material substrates of human creativitU). World 2 is-the world of 

states of consciousness (subjective knowledge, experience of 

perception, thinking, emotions, dispositional intentions, memories, 
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dreams, imagination). World 3 is the world of the products of World 

2 (objective knowledge, cultural heritage, theoretical systems 

(including problems'within them and arguments against them)). 

He writes: 

"Human language ... belongs to all three worlds. In so for as it 
consists of physical actions or physical symbols, it belongs to the 
fi rst worl d. In so f ar as it expresses a subj ecti Ye or psychol ogi cal 
state or in so f ar as - graspi ng or understandi ng I anguage i nvol Yes a 
change in our subjective state, it belongs to the second world. And 
in so f ar as I anguage contai ns i nf ormati on, in so f ar as it says or 
state's or describes anything or conveys any meaning or any 
significant message which may entail another, or agree or clash 
with another, it belongs to the third world" (Popper 1972: 157). N 

N Later, I shall haye cause to doubt the subjectiYe/objective 
distinction between language in World 2 and language in World 3, but 
for the moment I take Popper's remarks as a useful account of the 
suf f usi on of our worl ds by I anguage. 

All our worlds are suf f used bU language because we are 

creating a language during the period of our greatest 

cerebral-mental plasticity, say from conception to twelve years. 

(The period will no doubt vary from one individual to the next as do 

other aspects of indiyiduality. ) As we are choosing a self, as we are 

learning the significance of avowals, as we are learning to control 

and motivate the systems of our bodies, as we. are learning about 
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the behaviour of objects and of others, as we are remembering, as 

we are experiencing, and learning something about what 

remembering and experiencing are in themselves, as we are hoping, 

deceiving, deciding and expecting, so, at the some time we are 

I earni ng, each of us di ff erentl U, our mother tongue. Each of one of us 

reconstructs, or, better, recreates his or her language as af eat of 

intellect. 

For instance., in the child's construction of its lexicon, given that an 

object has an infinity of properties, there can be no certainty that 

the points of similarity which the child notices between a new 

sample and the given object fit with the properties which led a 

parent to apply the word 'cup' to the new*sample; indeed more 

general rul es about the ki nds of f eature rel eyant f or who] e cl asses 

of words ... are themselves creative and fallible conjectures" 

(Sampson 1980: 48). The set of properties which speakers use to 

justify the application of a word is indeterminate because "objects 

do not come to our attention labelled with a fixed set of properties 

and our mi nds do not i mpose afi xed set of categori es on our 

experience" (Sampson 1980: 54). Indeed, the indeterminacylof word 

meaning is "a necessarij condition for the growth of individual 
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thought' (Sampson 1980:, 61). Most of the changes in a person's 

understanding of the world will be "subtler and more gradual than- 

[learning 'hoyercraf t' for a new form of transport], and furthermore 

they will not in general run in parallel with the learning of other 

individuals" (1980: 60). 

As Sampson (1980: 19) says " the contents of our speech and writing 

are not born with us but made by us. It is not only by a figure of 

speech that we are entitled to describe ourselves as making sense. " 

Creativity and personal constructs 

A condition on our certaintU of the creativitU of the individual 

is our sense of the shareability of those makings. There are several 

ways in which we might think of this sharing, but I shall assume, 

wi th Kel IU( 1955) that, Ii ke the creati ons of the i ndi vi dual, the 

process of sharing is also Creative (1, C14). KellU's theory of 

personal constructs (1955) is both simple and powerful. It consists 

of one basic. postulate: 

a person's processes are psychologically channelised by the 

ways in which he/she anticipates events, 

whi ch gi Yes ri se to el even corol I ari es. Veq ýri ef I U, these cover the 
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following ground: 
I (1) a person must, be able to construe replications of events; 

(2) the ways in which persons do this differ; 
(3) the construals of a person are organised into a system of 

constructs; 
(4) each construct is dichotomous; 
(5) the poles of each construct are chosen by each person for 

the greatest elaboration of his/her system; 
(6) a person entertains only a finite number of constructs; 
(7) the experience of a person may be extended by variability 

of construals; 
(8), but a person's variation of construal of a replication is 

limited by the permeability of that person's construct; 
(9) a person may have a fragmented construct system and thus 

entertain incompatible constructs; 
(10) persons haying similar constructions have a psychological 

commonality; 
(11) a person's ability to construethe constructions of another 

enables him/her to play a role in the sociality of the other. 

Of course this does not show the power and richness of Kelly's 

theory (see a] so Banni ster iond Fransel Ia 197 1, f or exposi ti on and 

illustration). It is not incumbent on Kelly (1955) to specify either 

the person's 'processes', or the 'waUs' in which he/she anticipates 

events., and this is part of the power of his theorU, since as we have 

seen, verg little is known about either. 

Nevertheless, we may assume that the general process 

underlUing all of these constructions is inference (I.. C15). 

*We can know as much as we do, not because 'in a sense we already 
knew it', but because we are creative beings with the ability to 
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formulate fallible but genuinely original concepts and hypotheses in 
response to genuinely unforeseen experiences. The common features 
of our languages, and of our other complex intellectual constructs, 
ref I ect the uncertai n, gradual process by whi ch each of. us has bui It 
up his structure of belief on a foundation of blank ignorance" 
(Sampson 1980: 209). 1 

Fi scher suggests ( 1987: 11 ) that creati ve i nf erence depends to 

some extent upon self-deception since "the mind suppresses the 

secret of i ts f uncti oni ng f rom i tsel fin order to f uncti on* ( 1985: 

49). Thus, the statement sugar is sweet is based on a paradoxical 

syllogism 
sugar is not sweet (in and of itself) 
sugar is sweet (when it is tested) 
sugar is sweet and not sweet 

and is therefore constructed upon something which had to be 

suppressed, namelU that 

. sweetness is a threateningly fleeting interactional process 
between subject (matter) and (material) object; reality has no' 
permanence; no past and no future; reality is a temporary construct 
that continually requires the retouching of the present against a 
backdrop of nothingness" (Fischer 1985: 51). 

The poles of anU construct thus jointlU create in a non-linear 

manner the phenomenon of real i ty, a generati on of f act and fi cti on, a 

production of time and space, which is "a narratiye that 

matter-energU tells to itself about itself" (Fischer 1985: 51). 

In order to understand things Yye must w? aye them into our own 
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mode of existence. The constructions of my'mind constitute 

components of a story it is telling itelf about itself; but as Eco says 

'to tell a storU Uou must first of all construct a world, furnished as 

much as possible, down to the slightest detail" (1985: 23). 

Norwich's entropic theory of perception (1983) reflects these 

paradoxes. He suggests that awareness is not possible without 

uncertaintg, that one can never perceive an event which is certain. 

This is a generalisation to perception (and for Fischer (1987) to 

Lonception) from Heisenberg's Uncertainty Principle concerning the 

properties of atomic particles. (One mag require arbitrarilg high 

precision concerning either the position of a particle or its velocitU. 

but not both. ) 

Thus, one must question the existence of a phenomenon (sc. be 

uncertain about it) before one can perceive it, get one must perceive 

it before one can be uncertain. Paradoxes'such as this are apparently 

rendered harmless bU the invocation of "an interpretive repertoire 

of expectations" -a sortbf 'pre-understanding'. But the source of 

this pre-understanding is not specified. 

Presumably the source must be some form of Kelig's (1955) 

first corollarg. The process inyolyed in the býilding of 
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pre-understanding will be the noticing, and hence the collection and 

grouping, of recurrences of differences which make a difference 

(Bateson 1985). That i s, it wi II be some cl assi fi cutorg process 

( I, C 16). 1 have revi ewed a smal I number of these processes in Appx. 

D, below. 

I suggest that the very large number of techniques available in 

taximetry, and the unabating inventiveness of practitioners in that 

field (whose primary trainings are at least as diYerse as any list of 

uniyersity curricular subjects), are reflections of the primacU, 

centrality and diversity of classificatory processes in all individual 

human lives., especially in their developmental phase. 

Minsky's frame theory (1975) has many formal parallels with 

Kelly's theory. A frame is a data-structure for representing a 

stereotyped situation. It consists of nodes and relations. Related 

f rames are gathered i nto f rame systems. The theory is si mp] e and 

powerf ul, Ii ke Kel I U's, but what isi mportant f or our present purpose 

is what Minsky says about the gaps (1975: 21.3): 

"ApologU ! The schemes proposed herein are incomplete in many 
respects. I often propose representations without specifying the 
processes which will use them. Sometimes I only describe ' 
properties the structures should exhibit. I talk about markers and 
assignments as though it were obvious how they are attached and 
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linked: it is not... I will talk as though unaware of many other 
important kinds of problems. I simplify many issues related to' 
0 understanding' that really need much deeper analysis. I often treat 
statically things that probably require procedural representations". 

It is almost certainig the case that we must always have such 

gaps, that an empirically and aesthetically conyincing model of 

mi nd-f uncti oni ng woul d be dangerous f or mi nd-f uncti oni ng ( I, C 17). 

Hof stadter ( 1980) suggests as much in respect of -the death of J. S. 

Bach. ,- 

Fragility and indivisibility of the individual 

I want to make three general points in conclusion of this 

inadequate sketch of what an individual needs to get into society., 

before getting through. 

First.. any, or all, of the skills or processes I have discussed may be 

lost or impaired by sickness, isolation, or depriyation. They are in a 

del i cate bal ance whi ch may be easi IU di sl ocated. Thei rI oss i s, f or 

the unimpaired observer., often horrifying and always dramatic. 

Thus., Socks (1982), with his usual sympathy, shows us a glimpse of 

the ef f ects of aI oss of sel f.. 

"Feelings of impotent outrage ... haunt all patients who find 
themselves, their very sense of 'self', grotesqqelU changed bU 
illness or other circumstances., but perhaps post-encapholitic and 
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schizophrenic patients most of all, for theg suffer the greatest 
ontological outrage, the most intense and 'inexplicable' assaults on 
the citadel of the self" (Sacks 1982: 52). 

And of a loss of action tantamount to a loss of thought, 

"The patients show normal or superior ability to understand and act 
on these [training] programmes -except when they are "frozen% 
and at such times they cannot even think of them, cannot 
0 remember' themP let alone act on them ... At the moment of 
freezing the Parkinsonian is indeed deprived of procedures, and, 
Ii teral I U, does not know how to proceed. Thi s rai ses prof ound 
questions as to what constitutes 'knowing' or 'understanding' a 
procedure in such a context ... it is as if (as in all of us) a 
. procedure' cannot be really understood unless one is actually able to 
proceed on it - that the understanding is embedded in, inseparable 
from, the undertaking: and thus, if the undertaking, the power of 
action, is arrested, so too is the understanding, the power of 
thought" (Sacks 1982: 29 1 ). 

Secondly, haying tried to provide the individual with those 

processes, ski IIs and structures whi ch are necessary f or hi m or her 

to get into society and then to begin to get through, it becomes clear 

to me that many of the distinctions above, which I have borrowed 

from others Jare not in fact distinct at all OPC18). Indeed this must 

clearly be one of the strongest reasons why any progress in research 

in these areas is difficult if not impossible. 

The establishing of one's memorU, the opening of one's 

consciousness, the choosing of one's Self, the creating of one's 

language, the constructing of one's world (of gne's interests), and 
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the unfolding of'one's experience.. are; 'for each individual, all 

inextricably a whole, are all simultaneously necessary and mutual. 

''Thirdly, Sampson suggests (1980) that even though the 

phenomenon of cultural transmission enables the individual to avoid 

guess recapi tul ati on, it does not bi nd i ndi vi dual mi nds ( 1, C 19). The 

contents'of what is called 'common sense' by some group or 

community is a cluster of conjectures which have been found to be 

so widely useful that they are held in *common* amongst members. 

Similarig, the components of Popper's World 3- records'and ý-- 

documents of all kinds, together with their theories, eyidence, lists, 

refutations, plots, characters and so forth - are also cultural 

resources enabling the individual to avoid conjectural 

recapitulation. Nevertheless a given individual is not bound by the 

availabilitg of these resources to use them., One can be accused,, " 

of ter al Ij of fI outi ng, as wel ]'as of I acki ng, common sense. And there 

are breakthroughs in thinking and i. n problem solving which come 

from minds which are ignorant of some widely entertained theory or 

belief. 'This much is clear. 

But what of the case of two persons who accept not only all 

that common sense offers., but who are willing, also, to subscribe to 
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all currently fashionable beliefs and theories and to all current 

accounts of previous beliefs and theories ? Will their acquiescence 

in the convenience of cultural transmission necessarilU make them 

more similar to each other than either is to the jester, the 

vagabond, the village 'idiot', to those who not only reject the 

wi sdom of the Ii braq, but in] so that of thei rf oref athers? 

It does not seem so. For if their construction of their 

equipment (of self, memory, and so on) as well as their construction 

of how to construe (creating a way of learning how to learn (Bateson 

1979)) are as different from each otherbs we have suggested they 

may be, then how can the results of the use of that equipment, of 

those Orocesses, be convergent ? If each differently constituted 

different individual creates the meanings of all the phenomena 

which have meaning for him/her, then there are no conditions under 

which we can assume that some particular phenomenon will have 

the same meani ng f or two di ff erent i ndi vi dual s(I, C20). 

Throughout the remainder of this thesis it will be important, 

from the point of view of what has just been sketched in for 

indiyiduals .4f or us to bear in mi nd the warni ng whi ch Rai ne ( 1985: 

105) has to offer about our ignorance of our diif erences from 



32 

others: 

"I tis di ffi cul tf or us to real i ze wherei n our own unspoken 
assumpti ons, the f oundati ons upon whi ch we bui Id our worl d, di ff er 
from those of others; for this assumed ground is the very thing we 
cannot discuss, for we may not know what it is, still less what it 
might be; we cannot imagine how the world might appear if we did 
not possess the groundwork of knowledge which we do possess; nor 
can we in the nature of things imagine'how reality would appear in 
the light of knowledge which we do not possess. Yet we continue to 
assume that whatever theories we may construct upon it the 
primary experience of the world is the same for everyone; even 
when in theory we would admit that this cannot be so, we continue 
to imagine that we all live in the same apparent world through sheer 
inability to imagine otherwise. From time to time we receive a 
shock, when we are compelled to realize the immense divergence 
not of deductions and conclusions, but of premises, the basic 
assumptions upon which these rest; and thus even of the primary 
experience itself, inseparable from the'attitude of the 
consciousness which receives it. " 
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Chapter 2 

A fragment of a model of hearers* activitU 
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"What is the energy of listening ? Of comprehension ?" Firth (1957 1 ). ýI 

"The skilful speaker wins praise; the skilful listener, despite the 
mUstery of his achievement, is ignored" Parker-Rhodes (1978: xiii). 
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"I must not quit Northumberland without taking notice that the natives 
of this country, of the antient original race or families, are 
di sti ngui shed by a shi bbol eth upon thei r tongues, name] U, a di ffi cul ty in 
pronouncing the letter r, which they cannot deliver from their tongues 
without a hollow jarring in their throat, by which they are plainly 
known as a foreigner is in pronouncing the th: This they call the 
Northumbrian r, and the natives value themselves upon that 
i mperf ecti on. because. f orsooth. it shews the anti Qui ty of thei r bl oo d" 
[emphasis added] (Defoe 1928: 11,253). 

"I have barely alluded to the Burr, which is commonly looked upon as 
the character istic of Nb. speech. This is'because I consider it in modern 

* Y, 
accidental growth, very conspicuous to a Lowlander or a Southerner, 
though quite inessential to the dialect ... It is really a defect of 
articulation which tends to become epidemic ... It varies much in 
different parts of Nb. according to accounts which I have received ... But there is much difficulty in ascertaining what practice actually 
prevai Isin any gi ven pl ace. And, af ter a] 1, the practi ce may vary f rom 
speaker to speaker at the same place ... The actual usage and its 
variety .. is .. comparatively unimportant ... It is much more 
important to determine the limits of country over which the Burr 
extends ... 

[A recommended informant] could not tell me himself, and 
when he tried his commercial travellers he found that they all had the 
burr without knowing it. and were unable to detect its presence or 
absence [in other speakersl [emphasis added] (Ellis 1889: 641-2). 
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Abstract. 
This chapter provides a fragment of a model of the activity of a 
hearer engaged in creating meanings about his interlocutor's 
speech and person. The model is restricted and it is normative. It 
is restricted in the sense that it does not make provision for the 
simultaneity of inferences about, for example, purely syntactic or 
purely pragmatic matters which are of importance to hearers. (it 
would be surprising indeed if the simultaneity of such inferences 
did not have important consequences for the 'real' manner of their 
formation. ) The model is normative in the sense that speculative 
introspections concerning my own behaviour as a hearer, and the 
behaviour of others whom I have been able to persuade to talk 
about it, are assumed to be roughly equivalent to the hearing skills 
and hearing experience of at least some Others. 

What are the consequences of assuming that hearers are creatiye 

(1, C3) and that an indiyidual creates the meanings of all the phenomena 

which have meaning for him (1, C20) ? The consequences are very 

diverse and cannot all be dealt with here. I shall try to trace those 

consequences, like holding water in the hands, only in respect of 

utterance meaning and of Yariation meaning. It will be helpful for the 

reader to be warned that the consequences, for the two types of 

meaning, turn out to be, by and large, the some. 
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Meanings of, utterances 

Initial conjecture: 

(2.. C 1) Hearers create the meanings of utterances. 

(By means of commentary, I shall uncover some of the consequences., 

implications, and corollaries which the conjecture contains. ) 

I treat as misleading the distinction between sentence (-meaning) 

and utterance (-meaning) which is insisted on by various authorities 

(e. g. LUons 1977). MU grounds, sureig not too simple; are that sentences 

only h ave M bei ng as a resul t of havi ng been wri tten/uttered by 

whom, to whom, when, where, why and how, they were written/uttered. 

Linguists, or any others, who discuss sentences, or anything else, in 

isolation, can say nothing concerning the form-function nexus, which is 

the heart of any matter. Post hoc categorising, which accounts for a 

great deal of the effort in linguistics, is irrelevant to the present 

discussion. 

v 
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Mossing of (2, Cl): 

We may provide pre] iminarg glosses for (2, C I) as fol I ows: 

(2., C2a) That-most hearers are also., on occasions, speakers is, 

nei ther precl uded by the conj ecture, nor does it consti tute an 

attack upon it; 

(2, C2b) The meanings of utterances are created freely. That is, 

hearers can entertain ang conjecture whateyer about the 

meaning of an utterance which is weaklU consonant with 

the context (but in respect of context, see below (2, C6)); 

(2, C20 The meani ng of an utterance'i si ts ef f ecti Ye meani ng, 

that given it bU the hearer. The meaning of an utterance/sentence 

will always be, at least in part, immanent, and can never be 

canonical (see (2,, C4)). 

Uni queness corol 1 arg of (2, C 1 ): 

(2., C3) For a gi Yen utterance, di ff erent meani ngs wi II be created 

by different hearers. 

Thi s seems reasonabl e not 'merel U' because di ff erent pahi es to an 
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interaction 'by definition' have different roles in it, and hence different 

. views' of it. But also because each individual has io different self, a 

unique pattem of experience, and a uniquelU recreated language (see 

Chapter 1). 

The meani ng whi ch a hearer creates f or an utterance i s, at I east, a 

product of the hearers self, the hearer's sense of experience, the 

hearers "representation" of his mother tongue, and the speaker's 

utterance. Given the uniqueness of these four phenomena, the 

uniqueness of the product is guaranteed. 

Many people have noted this dependency between the making of 

meaning and single indiyiduals - some with horror, some with 

resignation, some with joy (depending, presumably, on the uses to 

which their ideologies wish to put meanings, or indiyiduals, or both). 

A brief and neutral version comes from Carson McCullers: 

"in any communication, a thing says to one person quite a different 

thing from what it says to another" (1975: 287; cf. also, Stein 

1971: 21) 

This little thing being all that is the case - the world in an utterance - 

the meaning (what the thing says) cannot have been in it, but'must have 
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been given to it. N 

N Some in favour of concensus (sic) might wish to argue that 
McCullers' view is not so abnormal (given a little subtle 
inappropriating, "a turn with a spanner, a bash with a hammer" 
(Connolly, B. (n. 0), and that all she intends us to believe (already 
stretching her on a frame of intentions, and us on a rack of belief) is 
that the different 'resonances' which are struck by the meaning of a 
sentence are a reflection of the differences amongst the persons who 
apprehend those resonances and who understand that meaning. But this 
just will not do. Such an appropriation is incoherent, since it fails to 
indicate who is to decide what the meaning of a sentence is (and to--w). 
If there are some humans who can do this, why not more? Why not all? 
And how could such "arbiters" avoid the resonances (their word) 
ref I ected f rom thei r own sel Yes., experi ences, rol es, preoccupati ons, 
moods? We should surely doubt the humanness of anyone who 
di sassoci ated thei ri denti ty f rom thei r capaci tU f or j udgement. 

All creations of meaning are riskings of the hearer's indiyidual self in 

the face of questions and demands which tire att/buted by that hearer to / 

that which brought the sentences into being. 

Opticitg corollarg of (2, Cl): 

(2.. C4) Meanings are not. transparently resident in utterances. 

This is just as applicable to a third party "observer", who may be 

playing the role of unfocussed participant, as it is to a linguist 

studying decontextualised sentences in citation form or in silent 
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quotation form. An observer can, in general (but see (2, C I M, never 

predict what the effective meaning of an utterance/sentence will be. 

That is.. he can not predict, in just the sense that he cannot say., what 

the hearer's next remark will be, even in the class of cases where we 

might expect the hearer to assent in the question of whether his (the 

hearer's) next remark was contingent upon the speakers last remark, 

viz. the one whose meaning is in question. (That is, setting aside all 

those cases in which the speaker's utterance fails, in Yarious ways, to 

engage the hearer's creativity). 

What applies to the unfocussed partibipant must appig more to the 

lone linguist with quoted or citation sentences (tape or text). The 

determinacU of the textbooks (and of the process which leads to their 

production) is belied by the experience of anyone who is actually 

engaged in the complexitU of creating meaning from the chaos all 

around. The chaos clearlU, perhaps centrallU, includes those recurrent 

problems called 'utterances' and 'books'. 

0 
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Ignorance corollarg of (2, Cl): 

(2, C5) Speakers can never know what they have meant (done) as 

an immediate result of having spoken. 

Speakers know not what they do in a literal as well as in a 

metaphorical reading. If the hearer does not create a jocular meaning 

for the speakers utterance, then he does not laugh, and it was never a 

joke; if the hearer does not create the meaning of a remark as ironic, 

then the speaker spoke literallU. The hearer can observe the products of 

his understanding, if only fleetingly, whereas the speaker is 

unconscious of his ideas before they gain expression (Parker-Rhodes 

1978: xiv). 

The speaker can only ever know approximaLigjU what his utterance 

has meant. He comes to know this by creating a meaning for the 

hearer's response to it and bU conjecturing one or more than one 

connection between that meaning and his recollection of his own 

utterance. Notice that the speaker onlU becomes aware of the meaning 

of his remark in his rol e of hearer. Such meanings f or hi s own remarks 

as he can create secondarilg, in this manner, are in a dynamiC'state; 
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they mag have to be modified in terms of the created meanings of later 

remarks (than the next) of the hearer's. 

Creation of context lemma: N, 

N Thi sis not, stri QtI U, a corol I ary of conj ecture (2, C 1 ), but rather a 
condition upon it, hence its status as lemma. 

(2., C6) The hearer creates the context. 

Many linguists assume that, for a given interaction, characteristics of 

the context - the purpose and setting of the scene, attributes of 

'individual participants, the relationship between them, and so forth - 

are somehow objectiveig giyen, are the same for each participant as 

for the Observer. 

But the least reflection in the matter shows that this cannot be 

the case given the differences between the participants. Indeed, 

Parker-Rhodes (1978) suggests that the central function of 

conversation for the participants is to, create convergence between the 

contexts of the participants, and celebrate it. 
z 

The context is created by each of the participants in accordance 
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wi th thei rIif el ong process of comi ng to know (whether on thei r own 

account., or from cultural transmission), in accordance with their 

experience, and in accordance with their construal of their current 

sel f. thei r mood., thei r commi tment to the other, thei ri nterest in 

interaction, and so on, and so on. 

In other words, a host of factors which cannot but vary from one 

indiyidual to another dynamicalig underlies the creation of context, 

whi ch wi II theref ore be di ff erent f or di ff erent parti es to a gi ven 

interaction (cf. corollary 2, C3). 

Any context changes with the speaking of further utterances - the 

creation of the meaning of each of which brings into play knowledge, 

assumptions attitudes and matters of focus which, up until that point, 

were not, and could not have been., in the context. 

Bateson, explaining how a non-event can be a message, also 

recognises that the hearer creates the context 

zero, the complete absence of any indi 
, 
catiye event, can be a message. . The I etter that you do not wri te, the apology you do not of f er, the 

food that you do not put out for the cat - a] I these can be suf fi ci ent and 
effective messages because zero, in context, can be meaningful; and it 
is the recipient of the message who creates the context. This power to 
create context is the recipient's skill .... 

[which depends upon] a 
successful raid on the random" (1985: 46-7). 
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Parker-Rhodes (1978: 32ff. ) makes some important remarks about 

context. First, he suggests that context is that about which utterances 

answer questions.. that a contextual map is built up as the conversation 

proceeds, and that a segment of context is an entitU of the some kind as 

the meaning of an utterance, and can therefore be represented by a 

series of utterances with no speaker. 

Secondly, -Parker-Rhodes suggests (1978: 9) that the normal purpose of 

conversation is to ensure that the contexts built by the two 

participants will converge. 

Some of the gaps between these interesting views support the 

position I am adopting. Thus Parker-Rhodes writes: 

.a context is not identical with*a sequence of utterances, but with the 
corresponding sequence of what the utterances mean" (1978: 38) 

If contexts and meanings are indissociable, they must either be 

di ff erent parts, or properties, of the same thing, or theg must be 

di ff erent names f or a si ng] e thi ng. In ei ther event we shoul d expect 

them to partake in., or respond to, the same sorts of forces or 

behaviours. Clearly in so far as all contexts are utterable., this is a 

behaviour which contexts do share with meanings. 
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"I f on the other hand, there were anUthi ng stri ctl Ui nef f abl ef ormi ng 
part of a context, then as such it would at some point affect the 
meaning ascribed to some utterance; this altered meaning could be 
discussed, and the discussion would inyolye expression, in some form, 
of the supposedly ineffable matter. We are therefore entitled to 
propose that any context at all can be representg"b a sequence of 
utterances" 978: 36). 

The distinction given us, then, is between something which 

happens to be unuttered (context) and something which happens to be 

uttered (meaning) - the distinction rests onlU upon interest. (Or, in a 

completely cynical environment, chance. But I will not consider that 

further here. ) What we are interested in when we speak is what is 

unuttered i. e. the context. But the distinction (Interest') cannot simply 

. inhere in the dimension of meening+context, since, for two participants 

on different occasions, what is uttered on the one occasion (some 

several meanings) may be the basis of interest on the other (unuttered 

contexts). N 

N Why then, one mi ght ask, don't parti cul or contexts f or gi ven pai rs of 
participants become 'exhausted' ? First because the Self is not 
constant; secondly because they serve as the means of. establishing 
reciprocal interiorization (the creation of the 'wel (Laing 1967: 65 & 
ff. ); thirdly because repeated enquiry touches the immanent (Do Free 
John I 980a). 

It is necessary to emphasize the dynamic and constructional nature of 
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context: 

. each utterance. 'as it is comprehended by the listener - and each 
potential utterance which occurs to him as a result of the 'thought' 
phase of the cycle - is thus a contribution to the context, which it in 
general al ters (f or one or the other parti ci pent) in some poi nt. The 
contextual map for each is thus built up in sequence ... 

[which] is not 
wholly arbitrary but represents evidence of the relative prominence 
that the various contextual data have for the participants" 978: 35-6). 

Notice also the possibility offered by this formulation of a given 

participant entertaining more than one contextual structure 

simultaneously - since more then one 'potential utterance' may occur 

to him. 

We can imagine the context being uttered by an inyisible 

commentator. 

"[here is] the build-up of context from Alfred's point Of Yiew [JP: 
intonation according to Halliday's (1967) method [//= tone group 
boundary, /=stressed syllable, &=silent ictus, I=fall, 2=rise, 
4=fall-rise, 5=rise-fall]; A=Alfred, Meatrice, context= not A, not BI 

1. & There are /peopl e /pl agi ng tenni s 
L& They're /not /here 

M Alfred would /like to /play 
M Alfred /sees /Beatrice 

A: //2 Want a /game of /tennis /Beatrice? 
B: //5 A' I'm /dead /tired //4A I'd /rather /not 

//4 People who're /tired M don't /like /playing /tennis 
A: M Come and /watch the /others /then 
B: 114 Oh A I'd /like to /sit in the /sun a bit 

'D MA It's /quite /cold today 978: 36). la.. ut, 
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Here there seems to me to be a difficulty about definiteness. -rhe 

build-up' seems to imply, even if it is incornpleteýl 978: 37), that 
Z? 

4ý, 

Alfred's opening remark could only haye one context (for Alfred). But 

this surely cannot be true. Not only may Alfred have a motive other than 

wanting to play tennis. (He may also entertain two or more compatible, 

or incompatible, motiyes. ) Worse, he may haye no motive at all for 

making the remark he makes. (And uttering this context would not be 

easy. ) Wi ttgenstei n says ( 1967: 188) "And do I a] ways tal k wi th very 

definite purpose? - And is what I sag meaningless because I don't 

The Hearer is busily creating meanings by inference, but 

"[drawing] an inference from my utterance which I did not intend you to 
draw [can immediately occasion the] entertaining [of) divergent models 
of the context" 978: 32). / 

Presuma bly any particular Participant cannot always guarantee to 

know at any given point in the exchange whether or not an 'unintended 

i nf erence' has or has not been drawn. S/he can only know under 

precisely those circumstances in which The Other in some degree or 

another gives voice to the unintended inference or its consequence(s). 

If the speaker knows that the 'uni ntended i nf erence' has been made, it 

is surely not so much that the contexts diverge as that they Make a 
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mutual detour. 

In terms of their ef fort, 

Icomparing the speaker and the listener] the listener has the harder 
job of deciding what one would have to have been thinking, in order to 
motivate the utterance he hears in the context he finds himself in" 
0 978: xi i 0. A,. - 

rýý 
e4 

But the argument here is centred on an incongruence which is barely 

visible. The context which motivates the utterance is the S[peakerl's 

context. The context which the H[earerl creates himself,, when tqing 

to decide what S would have to have been thinking, is the H's context. 

S's context and H's context are not the some. H cannot know S's 

context. 

Therefore H must make the decision about what S's utterance was 

motivated by on the basis of a context which is not the 'correct' 

context f or doi ng that determi natel U. The bui I d-up of context, quoted 

above, "f rom Al f red's poi nt of, vi ew" is theref ore f ar too determi ni sti c 

and confuses the issue raised by Parker-Rhodes himself: 

. nothing would be changed if [these context sentences) were uttered by 
an imaginary commentator ... I don't mean them in any way to be 
complete as a statement of the context; they are selected only as 
being the points necessary to understand A's first remark" Y 978: 37). [M-eavý 

Now we may 'understand' Alfred's first remark in terms of the 
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context-utterances given above, but Beatrice could never understand 

Alfred's first remark that way. Beatrice can only understand Alfred's 

remarks in terms of Beatrice's contexts, and converseig. If these 

different contexts are unuttered, how can the details of the 

dif f erences become known ? The answer is that they can't. Only in a 

Yerg sketchy; dimly Yisible way can Beatrice know the manner in 

which A] f red's contexts are different from her own. And then onILLIf 

she is interested in knowing - since it requires some considerable 

ef f ort. 

"[thinking about the listener's 'problem' leads one to ask about its 
end-product, and that is) the thought arising in the listener's mind as a 
result of his activity, which is (he hopes) the same thought from 
which the speaker's utterance arose" ýiv). z 

But what evidence is there that the H does behave in this manner? 

When I consult my own fleeting awareness not only of the products, 

but also of the process of my understanding, I'm not ever, I think, 

aware of the sensation of 'hoping'. And why is it appropriate that I do 

not entertain hopes of this sort? Because my understanding of A's 

remark can only ever be an incomplete approximation to the thought 

from which that remark arose.. And I know this. I know that mg 
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understanding does not-arise passively in me triggered by A's remark. 

It results from an actiye creatiye commitment on mg part (1978: 

17-18) - in terms of =contexts, =interests, M_q being. And I know 

that in these respects A and myself cannot be anything other than 

di ff erent. 

Parker-Rhodes says as much himself: 

"There is no reason to doubt that the [expression phase] is typically a 
determinate process of algorithmic character ..... 

[but] it seems, 
from the lack of real progress, doubtful whether comprehension is an 
algorithmic process at all. It may rather be a questing search Cwhat 
would I have to have been thinking in order to sag that? '), an 
open-ended enterprise bearing to expression something like the 
relation which., in the calculus, integration bears to differentiation. 

*Failure to face up to this contrast may well have retarded our 
understanding of grammar in many ways" 0 978: 17-18). 

But if the questing search realig operates on the basis of the question 

cited.. what would we do if the hearer's answer to himself was 'I don't 

understand what I would have to have been thinking to say that' (i. e. 'I 

don't believe I am capable of thinking what I would have to have been 

thinking in order to say that')? I guess from the logic of 

Parker-Rhodes' position that he would interpret this as meaning that 

the H was therebU barred from comprehending the utterance. But this 

does not seem to me to accord with what frequently happensin 
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conversational exchanges. Even if one's answer to the question is as I 

have given it, one ascribes a no-doubt vague, no-doubt multivalent 

meaning to the utterance. Parker-Rhodes certainlU cannot make appeal 

to some inexpressible component of H's context as a source of H's 

understanding in such cases, since he has already claimed that all 

p#rtedly ineffable material in some context must, in fact, be 

expressible. In addition, there seems a logical difficulty here. If 

expression is a determinate process, and comprehension an 

indeterminate one., how can their products be 'the same' ? 

The general difficulties which I haye in the face of 

Parker-Rhodes' position arise from two of his claims: 

that participants, bU conversing, make their contexts converge, and 

(b) that contexts are utterable. 

First on the one hand contextual discrepancU is attributed to the 

words, rather than to some context, because context is an obscure 

entity ( 1978: 9); on the other hand any context whatsoever can be 

represented bU a sequence of utterances 978: 36). Z? Lke. 
-- 

SecoDAU on the one hand a participant can be frustrated by contextual 

discrepancy - implying his powerlessness in the face of thaf 
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discrepancy ( 1978: 9); on the other a participant can accept or amend 

the Others contextual map (1978: 8-9), or refuse to alter his own 

(1978: 9). 

Thirdly, if their (initial) contexts are different for the participants 

(1978: 9-10,35-36, passim), and if B's created understanding of A's 

remark can only be a partial approximation to A's thought through B's 

context(s), how can A's and B's contexts converge 

I mean what possible measure of contextual convergence could one 

imagine? What could the underlying characteristics of such a measure 

be? Mightn't it be more perspicuous - more easily measurable - to 

claim that participants are interested in creating, not contextual 

convergence but contextual richness ? 

Note that the conjunction of (2, C6) [that the hearer creates the 

context] and (2, C2b) [that the meanings the hearer creates have to be 

weaklU consonant with context] makes the meanings much more 

centred in the hearer than may have been thought, since 'the context' is 

not an external constraint on the hearer (it being hisown creation). 

This is also the motivation for (2, C9) below. 
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Meaninglessness corollary of (2, Cl): 

(2., C7) Utterances which have no hearers have no meaning. 

This seems perfectly reasonable in just those cases when a 

speaker, in the presence of a hearer who is believed to be focussed, 

utters a remark., but is not given the opportunity to find out what his 

remark meant, because the hearer does not respond (cf. discussion of 

(2., C5)). Speakers who suffer this fate know how vulnerably dependent 

the speaker is on the generosity of the hearer: the sense of 

disorientation and exposure is sufficient to justify the form of (2, C7). 

The situation here is that of 'active' or *punitive' silence on the part of 

the hearer; a conversational Cold War. 

Note that whether the speaker comes to be] i eve, after the event, 

that the hearer 'actual I y' heard the remark, or not, is immaterial for 

the corol I ary. (Presumabi U, if the speaker di d come so to bel i eye, it 

might have considerable consequences for further interactions ý, Aeith 

that particular hearer. ) 

However.. there is a completely separate class of cases which we 

would not want to include under (2, C7), so we introduce (2, C8). 
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Consequence of (2, C 1) and (2, C5): 

(2, C8) The meaning of a speaker's utterances can be created by 

himself -as-hearer. 

Single person dialogue (whether the utterances are audible or not) 

seemstooccur. But the motiye for such speaking is different from the 

normal moti Ye (see be] ow (2, C9 & 2. qC9a)) - and the di ff erence is 

precisely the absence of the Other. 

In such utterances as those of single person dialogue, there is 

always some element of intention which, at its most general, has as 

its focus the bringing about of a change of belief in the speaker 

herself. Thus strategies, plans, schemes (whether for articulation 

with the self, with particular others, with institutions, or with ideas 

and artefacts) are generated, revised, rehearsed, sifted, catalogued., 

cross-tabulated, and evaluated. 

The most general distinction between this case and the case of 

two person dialogue is that. the existence and integrity of the Self is 

never risked. In the single person dialogue there is zero (or weak) 

vulnerability and strong intention; in the two person dialogue there is 

strong vulnerabilitU and zero (or weak) intention (see (2, C9)). ' 
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Sometimes speakers believe that they short-circuit the cycle 

suggested by (2, C8), bg creating a meaning f or their utterance which is 

9 exactlU the some as' what they intended to mean. 0 will leaye aside 

for the moment mU doubts about the specifiabijjW of intentions, if 

such exist on mang occasions, and hence the possibility of matching an 

intention to the meaning of an utterance. I return to this below). But 

since speakers in single person dialogue do not always claim this one 

to one relationship, the consequence can stand. Indeed the fact that 

the hi msel f -as-hearer of a speaker can create more than one meaning 

for his utterance is likelU to be an important basis for'thinking' and 

'intuiting' (Bartlett 1932, Bruner et al. 1956). 

Consequence of (2, C 1), (2, C5), & (2, C6): 

(2,, C9) Participants aspire to be hearers rather than speakers. 

This consequence feels strange largely, I believe, because of accidents 

of 'western' (Euro-centric) culture. As Parker-Rhodes laconicallU has 

it 

a ours is a speakers civilisation, and our linguistics has accor'dinglU 
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concerned itself almost solely with the speaker's problems. The skilful 
speaker wins praise; the skilful listener, despite the mystery of his 
achievement.. is ignored" (1978: xiii). 

In negative terms, it mag be relevant to imagine that the hearer 

cannot suf f er the same di sori entati on as the speaker who has no hearer 

in the sense of (2,, C7). In positive terms, one desires to be a hearer 

because the creation of the meaning of an utterance is a process of 

which one can be aware, and is thus an illuminating extension of one's 

consciousness. (Cf. Bateson "many, by listening, have helped me to hear 

when I was talking nonsense" (1985: xii). ) 

Why then do we not all lapse into silence? Occasionally, of 

. course, we do. But when we don't, it is, rather, that one or other of us 

lapses into speech. What the motive for speaking is, given (2, C9), 

leads to the question of what is the central use of language and thus 

what are the central date for consideration. 

Consequence of (2#C 1), (2, C5), (2, C7), & (2, C9): 

(2.. Cga) The central use of language is the conversational use, the 

inter-active inter-personal inter-subjective use (Firth 1957). 
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Let me return to the silence from which we lapse when we speak. 

Imagine two persons, focussed interactively, but silent. What pictures 

of these persons come into our minds' eUes? TUpologicallU, it seems to 

me, we get two rather di ff erent pi ctures. In the fi rst, we see two 

people who know each other very we] I indeed, and have done for some 

time. Their silence is easy, communicatiye, calm. In the second 

picture, we see two young people who have never met before and have 

just been left alone together by their respective families. Their silence 

is difficult, empty, tense. 

But these two types of silence, and hence all the lapses from 

silence into speaking between'them, are linked by a specific underlying 

characteristic.. namelU, the need to obtain intersubjective ratification 

of the existence, uniqueness, comprehensibility, and integrity of the 

self one has created for oneself. 

In the first picture of two focussed but silent persons, we 

understand that this need has been largely assuaged: it is - for these 

two - not urgent ang more. There is enough mutual knowledge of the 

others contexts for any asking to be relatively unriskU; there is, 

perhaps, Ii ttl ef or ei ther to di scoyer'about themsel ves, f rom the other. 
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(Though of course the pleasures of rediscovery certainly should not be 

minimised. ) 

In the second picture of two focussed but silent persons, we 

understand that the need is paramount, but that what must be asked and 

risked is more fearful then this paramountcy (hence the silence). The 

need to know these things about the Self is not so strong as the fear of 

the vulnerability which goes with it. 

The moti ve f or speaki ng, then, that whi ch causes I apses f rom 

silence, is the willingness of the speaker to risk some vulnerability in 

order to gain some intersubjectiye ratification of the state of his 

sel f /i denti ty., Speaki ng then, i s, at i ts 'si mpl est', a ref I ecti on of an 

unwillingness on the part of the individual to be bound by the 

assumption of strict solipsism. We speak to have our Selves 

confirmed, both in the sense of a ]aging-on of hands, and in the sense of 

being ossented to. - 

Why should it be a vulnerable process? 

The process is vulnerable because we are uncertain ofthe impact 

of self -revelation through language on the unconscious, eyen though the 

unconscious is the source of questions about the comprehensibility and 
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integrity of the self. Isolation and recognition are both, of ter all, 

necessary qualities of our life, answering to the facets in us which are 

'indiyidual' and 'special' (species). 

The speaker, in risking what she risks, hopes that the creative 

hearer will be altruistic and unbiassed, that he will invest all of, his 

Self in his creativity, without more than a normal amount of 

self-interest or un-interest. There is thus an ethical pressure on the 

hearer to create his meanings in good faith. 

Consequence of (2,, C 1) - (2, C9a): 

(2.. C 10) Because the speaker knows'these things, she has no 

intentions. 

It was noted aboye under (2.. C8) that the central characteristic of 

single person dialogues is an intention, by that person, to change his or 

her own belief. The academic prof essi on is one in which this 

communicative mode (single person dialogue) is extremely pervasive. 

(We are always trying to persuade ourselves that it may be in'our 
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interests to 'adopt' something complicated which has just appeared. ) 

We spend a good deal of time talking ourselves (intentionally) from one 

Oposition' to another., But in this we risk verij little. I want to suggest 

that the academic qpe, pfilanguage is abnormal and ungenerous, that 
t'; V'f %" ý 

academics have forgotten how to be creative hearers, and that the 

belief that speakers haye 'intentions to mean' such that the effect will 

be a change in the hearer's belief structure, is ion erroneous belief 

which has been transferred with no justification whatever from the 

closed world of single-person dialogues to the previously brave and 

open world of conyersati on. 

In what they seem to be] i eye isa new method f or demysti f Ui ng 

meaning and understanding, several linguists and philosophers have 

returned to intentionalism. N 

N Wimsatt.. the eminent literary critic, said somewhere that 'the design 
or intention of the. author is neither available nor desirable as a 
standard for judging the meaning or the value of [a work of art]'. There 
are no plausible reasons why 'speaker' should not be substituted for 
author'. nor 'utterance' for'work of art. 

Gri ce ( 1969), f or i nstance, suggests that the meani ng of an utterer's 

remark is reducible or equatable to the intention of the utterer in 
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making that remark. The role of the hearer is then to determine what 

that intention was. Success or failure in such a determination is then 

attributable to the hearer, who mag fail to determine gMintenti on 

(does not under-stand), or may determine an intention which is the 

wrong one (mis-under-stands), or does determine the utterer's 

intention (understands). 

Grice's framework is yet one more example of ours being a 

speaker's civilization: one in which the skill of a speaker is praised, 

but the skill of a listener is not eyen noticed (Parker-Rhodes, 1978). 

Grice assumes (1969,1975) that speakers and hearers are rational. 

But, as Harrah (1963: 9) points out, -unfortunately the meaning of 

'rational' is in dispute". Given the nature of the world, for example, 

there may be circumstances under which it is rational to take four 

times as long to say something as would be necessary in a closely 

similar possible non-actual world; it may sometimes be rational to tell 

lies; it may sometimes be rational to giye more information than is 

strictly necessary for the realisation of some goal, and so on. Even 

without these problems, Grice's assumption of rationalitU does not 

restrict the remarks of speakers sufficiently narrowly such t'hat his 
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hearers will always be able to recover intentions from 'literal' or 

0 normal' uses of remarks. (The distinctness and distinguishability of, 

'literal' from 'non-literal' is another of 6rice's dubious assumptions. ) 

Because of these problems, Grice (1975) introduces, various 

conversational maxims which constrain the possibilities of the speaker 

in precisely such a wag that the hearer will be more likelU to be able to 

recoyer the speaker's intentions. 'As more such restrictions are 

introduced, the types of intention which the speaker can haye are 

driven closer and closer to the uses of language which have to do with 

the transmission of information. Put another way the remarks of 

speakers who are'constrained by these maxims will tend to be remarks 

which one can more easily imagine fitting in with the idea that 

speakers say things in order to change the beliefs or 

know] edge-structures of hearers. 

Apart from Occamesque arguments (to the effect that the 

assumption of rationality requires more monster-barring equipment 

than its maintenance merits (Lakatos 1976: 27-50)), there seem to me 

to be three arguments against trUing to handle understanding (and 

hence, a fortiori. meaning) through the detailed intentions of'the 
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speaker. 

(1) In wondrous 'ordinary' daily life, people often do not know why 

they say what they say. I do not mean those cases of social extrication 

in which A says something which upsets 6 in some way and then says.. 

by way of recognition and pacification of the problem, that she didn't 

know what made her say such a [negative value term] thing. No, I mean 

that the manner of Lessi ng's character is not uncommon ( 1973: 176): 

"Jean Barker. Wi fe of mi nor Party Of fi ci a]. Aged thi rty-f our. Smal 1, 
dark, plump. Rather plain. Husband patronises her. She wears, 
permanently, a look of strained, enquiring good-nature. Comes around 
collecting Party dues. A born talker, never stops talking, but the most 
interesting kind of talker there is, she never knows what she is going 
to say until it is out of her mouth, so that she is continually blushing, 
catching herself up short, explaining just what it is she meant, or 
laughing nervously. Or she stops with a puzzled frown in the middle of a 
sentence, as if to say: "Surely I don't think that? " So while she talks 
she has the appearance of someone listening... Because of h. er verbal 
incontinence, which shocks people., or makes them laugh, she is 
developing the personality of a clown, or a licensed humorist. She has 
no sense of humour at all. But when she hears some remark that she 
makes that surprises her, she knows from experience that people will 
laugh, or be upset, so she laughs herself, in a puzzled nervous way, then 
hurries on. " 

TUnesi de has an i di om f or such peop] e: She opens her mouth and I ets the 

wind blow her tonque about. 

Peop] e of ten speak wi thout havi ng recoverabl e or sped fici ntenti ons., 
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other than either being listened to, or dispelling silence. N 

NA further example. At a certain stage of their work, postgraduate 
students are often grappling with a lot of ideas/reading at once in an 
ef fort to reach some conceptual breakthrough. They talk and talk, but on 
being asked by their supervisor "I don't understand; what are you trying 
to get at? ", they say "I don't know, I was hoping you could tell me" - 
That is , Please supply me with a retrospective intention". 

But such general intentions as these are of no use whatever as input for 

the apparatus which Grice has constructed. 

If these cases are as normal as I believe them to be, then the folk, 

as opposed to the professional, linguistic view, is that hearers are 

. more powerful than speakers. This is precisely because a person who 

is abi e to Ii sten, but who does not need to speak, suf f ers f ewer doubts 

(does not need to trade vul nerabi Ii ty f or conf i rmati on) then one who 

needs to speak but is unable to listen. Consider: 

"You wi IIfi nd that whenever peop] e are together, they're maki ng an 
ef f ort to be Ii stened to, and are very sel dom Ii stened to because the 
person they are trying to get to listen to them is waiting desperately 
and i mpati entl Uf or a chance to be Ii stened to hi msel f or hersel f 
(Personal Counselors Inc. 1982: 49). 

Each moment., were it unpolluted bg power and imposition, would 

hear many more prai ses f or the good Ii stener than f or the good speaker. 
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The good listener confirms the unique, the good and the uniyersal'in 

each of us.. despite our pain. The 'good' speaker, as likeig as not-P will 

engender in us f eel i ngs not f rom our experi ence, acts not consonant 

with our thinking, hopes not compatible with our good. A good listener 

is not one who passiyelU construes a speakers intentions, but one who 

attends the speaker's vulnerabilitU, 'attends' in the senses of 'elicits', 

'waits for', 'assists', 'holds', . honours' (Pei I owe (i n prep. b)). I wonder if 

Firth had 'the good listener' in mind when he asked his fascinating 

question "What is the energy of listening? Of comprehension? " (1957: 

91). 

(2) The second argument, against trying to equate meanings with 

speakers' intentions is that hearers are not passive transformers. 

Apart from their creativity in respect of the utterances all around 

them, it is also possible for hearers to have intentions. If hearers can 

have intentions in respect of speakers and/or the remarks which 

speakers turn out to make, then, clearly, any detailed intention which a 

speaker maU have in uttering a certain remark cannot be guaranteed to 

be recreated by the hearer, however the speaker expresses herself. 

What sort of intentions can hearers have? - In general, the nature 
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and degree of attention which the hearer giyes to the speaker's remarks 

is determined by the hearer. -Within and around this generality, a hearer 

may intend, before or during the speaker's utterance, to ensilentise., to 

deauthorise, to disrupt, to deflect.. to apprýiate.. to enjoke, to 

conspiratise, to enmonologue, to embarrass, to anger, to enmoralise, to 

f eel wi th/f or, to conf use ... the speaker. And for each'of these 

intentions there are various techniques available to the hearer. 

A hearers intention, if he has one, is, or may be, independent of 

what a speaker says. A speaker, because she does not know what this 

i ntenti on i s., cannot make al I owance f or itin her utterances. A speaker 

may not. have any detailed intention. A hearer may entertain more than 

one intention at the same time, which in some cases may encourage the 

simultaneous creation of two meanings for the same remark. Under 

these conditions there is no guarantee that the meaning a hearer 

creates f or a remark wi II ref I ect the speaker's i ntenti on, if anU, in 

uttering that remark. 

(3) The third argument against Grice*s position is a more general 

one. It is a general holistic attack on intentionalism arising from the 

quantum semantics known as deconstruction (Derrida 1976), or from 
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Buddhist philosophU (LOU 1988). 

Any intention arises from and leads to bifurcations, dualities, 

polarities. In the first place an intention has a source (mind) and an 

agent (body); the mind sets a goal (then) in the present (now); the body 

(agent) generates behaviour (means) (act), to achieve the goal (end). 

All of the dualities present/future, bodU/mind, means/end, agent/act, 

reQuire us to invent a fictive self to bridge the gaps which they embody 

(see Chapter 1). Free from 'intention' our daily activities may be 

realised as non-dual. 

It is said that there has been, or is continuing, an 'information 

explosion', a huge, exponential increase in the number of 'facts'. But as 

Wi IIi am James sai d, f acts are not of themsel ves true or not-true. On] U 

because individual experience starts and terminates amongst facts, in 

the generation of individual beliefs., so those facts have an aura of 

reflected truth. Truth is made. By individuals. 

Notice that there is no 'meaning explos. ion' to match the 

information explosion. Meaning arises from the sense of connections 

which is sustained by each indiyidual. Meanings are not outside of 

people, and cannot be objectified, just as time is not outside'Of people 
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and cannot be objectified. It is no good one asking X what the meaning 

of Y's remark is. Meaning is not 'out there'. N 

N if I do ask X what the meaning of Y's remark is, then the meaning 
(which I create for X's reply) will be a connection between me and X, 
not between me and Y. The pecul i ari tU of such a questi on ('what was the 
meaning of Y's remark') guarantees that its answer cannot be given the 
meaning which, on the surface, it seems to require. Clearly, the hearer 
is responsible for the nature of the connection which he creates. 

On the other hand, meanings are not 'in here' either. They are not 

distinct from one, or many, of my selyes. At one leyel of duality, 

meani ng cannot be separated f rom i ts representati on., any more than 

. mi nd can be f rom i ts body. That i s, the meani ng/f orm dual i ty is as 

misleading as the mind/body one. At another level of duality, the 

meani ng/person dual i tU is as mi sl eadi ng as the person/ti me one. The 

meanings which I create are not independent of my self (my selves). I 

N It would be ridiculous to imagine taking another on a psycho-physical 
tour of one's selves and saying: 'Please meet this one of my selves - 
this is the pile of meanings this one produced last week. ' I imagine 
that part of what Beckett (1965) is dissecting in Krapp's Last Tape is 
his own [and Descartes'] uncertain assumptions about the continuity of 
'the self'. 

It is, precisely, the way in which we recognise different'ones of 
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our sel ves, that they are associ ated wi th the di ff erent meani ngs whi ch 

have been made by us. 'Are associated with' hides a further duality. It 

says 'there are selyes' and 'there are meanings' - separate. What can be 

said to dissolve this? 

Just as my selves are what they eat and drink; just as my selves 

are time; just as my selyes are space; just as my Being is what 

energy-time-space is doing in this f orce- moment- pi ace, so the 

meanings I make constitute me. Compare Lyons (1977: 608): 

"One's modes of being are one's modes of meaning; and one means what 
one is (or, alternatively and equivalently, one is what one means) by 
behaving in such and such a waU in one's context". 

Intention of any sort disappears in the significance-energy-time-space 

which is centred now. Anu Self is, then, a pattern of a 

meaning-f orce-moment-pi ace which continuously recreates a 

significance-energy-time-space. And since force-moment-place and 

energy-time-space are amongst the meanings which are ma6., this e7l 
Iti- 

reduces to: a particular hearer's being is the meanings he creates, no 

rqore, no less; the meanings he creates are him, no more, no less. 

The relation between intention and information, then, is'yery 
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close. This would also be predicted by the beliefs that many teachers 

and their employers, paymasters and administrators have about what 

education is., and is-f or. N 

N The banking concept of education (Freire 1972: 45f f. ) is one in which 
it is assumed that students know nothing and that teachers know 
everything, that teaching is a question of one person telling many 
people what to know, what to think, what to feel, so that the one 
person mag then ask the questions which she deems appropriate, such 
that the many can sag in answer what the*one has said to them, and the 
one can then tell them if they are any good. In this structure of 
stupiditg who can be any good? Shouldn't we be surprised at how 
commonplace such a belief about education is? 

There is a close relationship between intention and information, 

but there is no relation between intention and meaning. Meaning is a 

mystery, and mysteries are personal. Berger and Mohr (1982: 89) warm 

us with their perception: 

"in-life., meaning is not instantaneous. Meaning is discovered in what 
connects, and cannot exist without development. Without a story, 
without an unfolding, there is no meaning. Facts, i' nformation, do not in 
themselves constitute meaning. Facts can be fed into a computer and 
become factors in a calculation. No meaning, however, comes out of 
computers, for when we give meaning to an event, that meaning is a 
response. not only to the known, but also to the unknown: meaning and 
mystery are inseparable, and neither can exist without the passing of 
time. Certainty may be instantaneous; doubt requires duration; meaning 
is born of the two"[emphasis added]. 
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Let me repeat that, in the central - conversational - data of a 

properly constituted linguistics, intention plays a negligible part. If a 

hearer suspects that the speaker is using the appearance of ý 

conversation to manipulate his - the hearer's - beliefs.. he is entitled to 

use al I the def ence strategi es avai I abi e to hi m. The person who 

understands what the central use of language is always risks the self 

when interacting with another (whether as speaker or as hearer); when 

she is alone, she is internally silent. 

N Consider Proust's ( 197 1: 55) remarks: 
"in reading friendship is brought back to its first purity. With books, no 
amiability ... No more deference: we laugh at Molibre only to the exact 
degree we fi nd hi mf unny ... The atmosphere of that pure friendship is 
silence, purer than speech. For we speak for others, but we keep silent 
f or oursel Yes. A] so, si I ence does not bear.. Ii ke speech, the trace of our 
defects, our grimaces. It is pure, it is truly an atmosphere". 

Increase in the occurrence of single person dialogue is itself a 

characteristic of that disassociative, atomistic paradigm which has 

produced so many other inhuman outcomes in our time. The 

. pervasiveness of the fallacy of intention is such as to have produced 

huge numbers of people with prof ound problems of self hood between 



74 

the two silences. People can no longer do anything, risk anything of 

themselves, in contexts where they have come to expect hearers to be 

cyphers, not creators, accepters of intentions, rather than confirmers 

of risks. N 

NItis hardl U surpri si ng, then, that modem f orms of therapU f or the 
afflicted are ones which spend a good deal of time and effort on 
re-establishing the existence, generosity, and creativity, of the hearer. 
Thus, for example, co-counselling is a technique which provides the 
speaker wi th the space and saf ety in whi ch to re-member and exami ne 
the buried and injured parts of the Self. It does so simply by insisting 
that the counsellor be a creative hearer in the best of faith (Personal 
Counselors Inc. 1970). Assertiveness therapy (Smith 1975) encourages 
the individual to maintain the integrity of his Self by being a creative 
hearer (and an asserti ve speaker) in the f ace of a] If orms of 'authori ty' 
and in the face of all claims by speakers that they are 'not responsible' 
- that is in the face of all which demeans (and de-means) his Self. 
The koans of Zen - its most important teaching vehicle - also rely on 
hearer creativity (Reps 1957, Sekida 1977). 

Making conversation is of unwaning interest, and is endlessly 

engaged in, because 'success' reflects two complementary needs of the 

Self - confirmation and dissolution. In the mystery of conversing, we 

find, through vulnerability and generosity, the mutual creation of 

something which belongs to neither person, but which Uet reflects, 

simultaneouslU, the integrity of each (confirmation of the Selfs) in a 
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singleness of meaning (dissolution of selyes). 

In what remains of this, I shall examine Yarious conditions in 

which conjecture (2, C 1), or any one of its consequences, appears not to 

hold. 

Phaticism lemma: 

(2, C 11) Some utterances neutralise the hearer's capacity to 

create their meaning. 

The hearer may, through i dl eness, di saf f ecti on, or persuasi on, suspend 

his creativity. In its place he will rely upon conventional conjectures 

which have become more or less fossilised in the culture. This is the 

area of the stock response and the formulaic interaction; it is a 

reflection of the disengagement, the closedness between indiyiduals. 

The limiting case is that of 'phatic communion', a sorely mistaken 

phrase when we consider to what it is applied. There is no communion 

in many such Yocalisations, and in some cases they do not even merit 

the term communication. N 



76 

N That is, to reverse Bateson's observation about zero events being 
effective messages, some substantial events are not effective 
messages. The uttering of "good morning" by another may be no more a 
candidate for meaning to one than the fact that - from the point of 
view of a camera - one is facing in the same direction as that in which 
one is walking. 

Remarks which are described as phatic.., far from being marks of 

communion, often serve only to close the intersubjective vulnerability 

which they appear to open. This they do by expressing the power of the 

speaker to deny the hearer any grounds f or creati vi ty. The hearer 

apparently has only two possible responses: 

(a) he can acknowledge the power of the speaker by repeating the 

speaker's utterance ("good morning", "hi"); 

(b) he can neutralise the power of the speaker by not responding. 

This latter response looks like a case of (2, C7) aboye., and formally it 

s; but noti ce that the ef f ect on the speaker in thi s case is much I ess 

marked.. if there is an effect at all. The failure of an expression of 

domi nance isf ar I ess woundi ng to. the speaker than the rej ecti on of a 

prof f ered openness. 

In the case of either (a) or (b), it appears that the hearer's 
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capacity to create meaning has been neutralised. But has it? As we 

have seen (Sampson 1980), cultural transmission bypasses the need for 

conjectural recapitulation by successive generations, but this 

transmission does not bind individual minds. 

N It is possibl not to believe in time (Lumsden 1983), just as it is 
possi bl 0 to bel i eve that too much readi ng can sol i di fU your br* 
(Renwick 1972), or that all ontological questions can only be answered 
by the question "How could it be otherwise? " (Foster 1983), or, with 
Lobachevski, that at a given point on a straight line there is more then 
one perpendicular, or, with Riemann, that there is none. There are, 
after all.. no limits on imagination. 

And just as, in general, culturally transmitted conjectures are not 

binding on individuals, so the hearer can always break the 

restrictiveness of phaticism by simply asserting his creativity in 

response. "Good morning" can be made non-phatic by "This is the 

coldest first of January in my life", just as My mother's "Happy 1984" 

from half wag round the world was made non-phatic by my "No". 

Speakers who are responded to with a created meaning in this wag 

often behave as if their initial vocalisation had not been phatic. This 

compensatorU response maU indicate that the speaker who uses the 

dominance inherent in phaticism feels some guilt about it, fro'm the 
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point of view of his empathU with the potential generositU of the 

hearer role. 

Hearers always can create meanings for utterances, even if some 

of those utterances seem to neutralise this capacity. In other words 

the lemma does not hold as a condition on the conjecture, and can be 

deleted. 

Consequence of (2, C2b), (2, C6), & (2, C 10): 

(2, C 12) The context, and the meaning of the utterance, which the 

hearer creates, cannot be wrong. 

This consequence denies that misunderstandings are properly so-called. 

To say that a hearer has misunderstood something implies, initially, 

that there is a 'proper understanding for each utterance and that the 

hearer's understanding is not the proper one. This in ef f ect blames the 

hearer for creating either a meaning for an utterance, or a context for 

it, which is in some sense 'wrong', and it does so by tacitly 

reintroducing the notions of canonical meaning and speaker intention 

which I have alreadg excluded (cf. (2, C20, (2, C4), (2, C 10)). ' 
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But in fact the problem is not as simple as this, since the 

. misunderstanding' may not be effectiye at the time of its occurrence, 

and may, in fact, neyer be discoyered by the parties to the interaction 

("theU misunderstood each other, but I wasn't going to tell them"). But 

in the case of discoyered 'misunderstandings', we can simplU assert 

that the speaker has got something wrong, not the hearer. This seems 

perfect] UTeasonable, since the hearer cannot be expected to know when 

a 'misunderstanding' has occurred. (For a detailed study of this 

important and neglected topic see Humphregs-Jones 1987, who may not 

subscribe to the Yiews expressed here. ) 

This formulation seems not quite to solve the problem however, 

since the implication here is that the speaker will know when a 

'misunderstanding' has occurred, and hence a fortiori what the 

0 understanding' should have been. CertainlU, a speaker mLt know when a 

. misunderstanding' has occurred, but she does not always, know. 

Therefore knowing cannot depend on anU simple matching bU S between 

an apparent 'misunderstanding' and her own recalled utterance. If it 

were not for the speaker haying to create a meaning for the hearers 

response and then, given her creation of context, haying to conjecture a 
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relation between that meaning and her own initial utterance (cf. (2, C5)), 

then (a) there would be no possibility of the speaker not knowing that a 

. misunderstanding' had occurred (there would be no conjectural 'gaps'), 

and (b) 'misunderstandings' would occur far more frequently than they 

do (some reason). 

This both shows the generosity of the hearer and shows how 

delicate the speaker needs to be in negotiating 'misunderstandings'. If 

the meaning created by the hearer is such that the speaker realises 

that her created context did not embrace this created meaning, then not 

only is the hearer creating the meaning of'the utterance, but in doing so 

he is enabling the speaker to discover what she might have 'meant to 

mean'. If the speaker had truig known what she had 'meant to mean', her 

remark would not haye admitted the created meaning it did. This is , 

why when the 'misunderstanding' occurs the speaker of ten repairs it 

wi th grati tude or humi Ii ty. 

The important point here is that the hearer's proffered meaning for 

the speakers remark enables the speaker to decide of ter the eyent 

whether this is what she might have meant. (She is doing this in her 

role of hearer. ) Sometimes the speaker realises (in a strange'bubble of 
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delight) that the meaning which the hearer creates for her remark, is 

not only not what she expected, but is conceptually or emotionally new 

to her, and may eyen fit into a need which she didn't know she had. In 

this way conversations can be powerful sources of learning, of 

self-discoyery, of the uncovering of the self (Freire 1972, Annand 

1977, Geltung 196 1, Berthof f 1966., Percg 1987). 

'Misunderstandings' are not, then, in conflict with the conjecture 

(2, Cl), or with (2, C12), and turnout to provide further evidence against 

the mechanistic distortion known as 'speakers intention'. The 

closeness of 'actual misunderstandings' to forms of 'understanding' 

which are either unexpectedly jocular or usefully novel (to the speaker) 

iý the reason why they are not f el t to be pathological. They rarel y make 

for discomfort, but rather for a deeper openness between speaker and 

hearer. 

The next class of cases is very different in this respect. One of 

the apparent dif f iculties of (2, C 12) is that it makes the hearer 

responsible for creating the meanings of lies, and, if the lie is 

ef f ecti Ye, f or beari ng the speaker's decei tf ul ness in upon hi msel f, and 

thus f or decei vi ng hi msel f by hi s very capaci ty to create meani ngs. 
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Notice that Iging is the 2nlU case where there is a clear intention on 

the part of the speaker, that in the Gricean sense it is a 

meta-intention, and that this clear intention is intended to be opaque 

to the hearer. It is significant that the intention is not 'an-intention to 

mean', but an intention 'not to mean'; it is significant that the intention 

is not designed or destined for the hearer's apprehension (cf. (2, C 10). 

Lying Is a turning away from the desires of the unconscious., It is 

brought about by the quailing of the Self in the face of real or 

attributed power. 

But in the first instance lying is almost always taught It is the 

role of various cultural institutions to attack and deny the validity of 

the indiyidual Self. One of the wags in which this is done is by 

preventing people from finding the truth in their own unconscious 

minds. The injunction 'not to lie', together with examples of its 

functioning from various authorities, is one effective method of 

achieving the goal. A sirnple token of the tUpe: 

A small child aims a playful kick at the dog, and suddenly becomes 
aware (i. e. convinced) that an adult saw that this was the case. 
However, doubt is cast on this conviction by "Did you try to kick the 
dog? " The child knows that baiting the dog is proscribed behaviour. Who 
would ask such a question if they had the evidence of their s6nses? The 
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displeasure of the authors of the proscription (the powers) may be 
avoidable if the response is opposite to the facts. (A choice of 
response is af ter al I bei ng of f ered. ) "No, " saUs the chi I d, on] y to be 
immediatelU attacked with the imperative "Don't tell lies! ". AlwaUs a 
shockinglU direct springing of the trap. Note that the question (trap) is 
itself a lie. 

In order to teach an individual not to lie.. authorities lie in order 

to make the individual lie., so that the authorities can tell the 

individual not to lie. (Cf. The banking account of education. ) Bannister 

( 1983) observes that on bei ng asked to descri be thei rfi rst memorU of 

themselves as an individual, as a separate person, manU people produce 

what amounts to a memory of lying. Rather than such a memory being 

based on a positive Self defining function (preyenting access of others 

to self (Bannister's interpretation)) - which would implU that those 

who do not telflies cannot develop a self - it seems to me that a more 

likeig source of the memorU is of the correlation between the lie and 

the injuq to the unconscious, since it is the unconscious which 

promotes questions of selfhood, and denials of the Yalidity of these 

questions are profoundly hurtful. 

Lying is an off liction which thus has its roots in the social rather 

than the personal. It is a reflection of the political, educational, 

religious, and economic practices of the society in which it occurs,, 
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since it has to do with power. For the liar, the generosity of the hearer 

and his creativity are transmogrified, by the ob/trusiveness of these 

social practices, into a frightening power. 

This is the converse of the view of Parker-Rhodes who lags the 

blame squarelU on the liar. a liar 

'chooses between two thoughts competing for expression on grounds of 
expediency rather than of truth. Fortunatel U it's not too hard for a 
discerning person to recognise this type of personality disorder ... This information forms, for a listener forewarned, a part of his 
contextual map. This means that the liar's remarks are still believed, 
but they will be believed to be expedient for himself rather than to be 
true of his contextual map... A community in which lying is very 
prevalent labours under a great handicap in all its social interactions' 
(1978: 9). 

Similar]U Harrah's logical model of communication emphasises that 

. we want to make Iife as easy as possi bl ef or an honest Rjeceiver], and 
as rough as possi bl ef or a decei tf ul S[peakerl ... we went R to ... 
construct 0[uestion]-sets easily [to trap a deceitful or incompetent S]" 
(1963: 47). 

I take it that these views are converses of mg own because theU are 

i nvol Yed wi th 'truth' and I nf ormati on' rather than wi th revel ati on. 

But that lying is simply a culpable trait of the speaker is by no 

means a] I of the storU, cf. (2, C 12). The hearer is a] so responsi bl e: 

(a) because he is not always fully creotiye in respect of the 
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context and of the meaning of the utterance, and hence 

shares in the effectiveness of the lie. (He is not "a discerning 

person" in Parker-Rhodes' terms, he doesn't 'see' the lie. ); 

(b) because sometimes when he discerns the lie, he lets it 

pass; the hearer is no I onger rati f gi ng the exi stence, 

comprehensibility, or integrity of the speakei self, but 0 

is supporting the speaker's self-deception; 

(c) because hearers often give up being creative at all in the 

face of the utterances of others (cf. remarks aboye on therapy); 

they renege on the duty of generositU , and fall back onto the easy 

deadness'of the formulaic. 

Lying consists in the desire for the hearer's creativity without 

offering the vulnerability, wonting the confirmation without the risk 

(because the risk is imagined to constitute a loss of self-control). This 

cutti ng of f of the sel ff rom the unconscious ensures that the "I i ar has 

many friends but leads a life of great loneliness" (Rich 1979) and it 

leads to a kind of amnesia, a silence of the unconscious which is ground 

ready for the seeds of self-deception (Fingarette 1969). 

It is a mark of the ethical irrelevance of linguistics thaf it has 
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nothing of substance whatever to say about lying (Bolinger 1973) and 

this is because linguistics is not interested in the indiyiduals who 

hear, or in the indiyiduals who speak, or in the relationships between 

them. N 

N When I was I ooking for Bolinger's paper after an eight gear gap, my 
recollection was that It was called "Lying is a linguistic problem", 
rather than "Truth is a linguistic question". For a Presidential Address 
eyen the LSA has to keep its titles clean ! 

Truth conditions on sentences have nothing to do with either 

truthfulness or with lying. As Rich wisely remarks "there is no 'the 

* truth', 'a truth' - truth is not one thing, or even a system. It is an 

increasing complexity" (1980: 187) and "lies are usually attempts to 

make everythi ng si mpl er -f or the Ii ar - than it real IUi s" 0 bi d. ). 

As a result of fear, lying deforms the openness of the 

vulnerability/generositU nexus and changes it into the deadness of 

exped^iency, self concealment, self deception. It does so by permitting 

intention to transform complexity into simplicity. Note once again the 

promixity between intention and information Cfact'), and the abUss 

between intention and meaning (mysterU). 
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Rather than each person seeing the Self as the ultimate source of 

genuine authoritU in life, most indiyiduals succumb, under pressure of 

education and upbringing to the belief that truth is institutional and 

institutional ised (Thompson 1980; Benn 1982). 

But the conyerse is the case. As Bol inger notes ( 1973: 54 1) 

"the YerU goyernment that is the greatest abuser of language, finds 
itself in the embarrassing necessitU of enforcing honestU in order to 
collect its [sic] taxes". 

And for research Herbst asks: 

"Is it reasonable to assume that truth can be arrived at by means of 
deception? However ... we manipulate behaviour in the laboratory 
setting; we can scarcely do so without deception. At the same time., the 
possibility of obtaining reliable data is dependent entirely on the 
honesty, trust and cooperation of the subjects involved... Deception 
leads to counter-deception" (1970: 12-13). 

But both of these real problems are rendered intractable by a 

misleading notion of truth, of reliability. Bolinger claims that truth is 

"that qualitU of language by which we inform ourselves" (1973: 542) or 

that it "would always be prompted by the actiye willingness to share 

what we know" (1973: 543) - truth as knowledge, information. Rich's 

notion of truth as increasing complexity expresses far better the 

personal and interpersonal nature of truth. Given what we now know 
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about parallel universes (that is, interpretations which displace the 

Copenhagen interpretation of quantum theory) and obseryer effects in 

general, we would surely want to say that truth, in essence, is that 

qualitU of language bU which we reveal our Selves. 

What can the hearer do about lying ? The hearer needs to be 

constantly vigilant in just the sense that he is constantly and 

maximalig creatiye. The hearer must constantlU create a maximum of 

context. The hearer must always create as much meaning for, as many 

meanings for, an utterance as possible. In his subsequent utterance the 

hearer must always represent his created context and his created 

meaning(s) (of the speakers utterance) honestly. Direct confrontation 

in the f orm of accusati ons is of ten counter-pro duct i ve; f or i nstance 

confronting the indiyidual liar with her lie almost always leads to 

deni a], avoi dance, and af urther round of expedi ency and sel f -decepti oý 

The return to generosity and vulnerability must be organic. 

Governments and individuals lie because they are frightened of 

revealing themselves and because hearers let them. Lying and 

authoritarianism are only possible in a world in which a very large 

1(6ýýa, st 1996) 

number of hearers have a wrong (i. e. weak) view of their powers and 
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their primacy; they entertain an erroneous model of themselvei. A 

world in which all hearers knew the extent to which theg make 

utterances mean what utterances mean would be one in which lying did 

not exist. 
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Meanings of linguistic variants 

In general, the conjecture (2, C I) and all its corollaries and 

consequences, which I have introduced to handle the hearer's creation 

of utterance meaning, also applU to the hearer's creation of meaning for 

linguistic variants. Indeed the two kinds of meaning are inseparable and 

mutually informing; hence, presumably, they must be created more or 

less simultaneously, though not necessarily by the same processes 

(2, C 13). 

Just as two different hearers will create different meanings fore 

particular utterance of a speaker's (2, C3). ' so different hearers mag 

create different meanings for a particul or linguistic variant. (A good 

example concerning the so-called 'Northumbrian burr [state 3 of 0286 
, 4'- 

PDVY, see Appx. A, p. 95, Yol iij is giyen at the head of this chapter. ) N 
Pb 

.v 

NI am grateful to Mr PA Helm for bringing Defoe's remark to my 
attention. 

Utterance meaning and -variation meaning are inseparable in the 

formal sense that they are simultaneously embodied in the same phonic 

ev-11 

string. 
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N Cf. My distinction between realisational variability and varietal 
variability in respect of prosodic strings, below Appx. B. 

The speaker's remark constitutes both an expression of vulnerability 

asking for a meaning, and an expression of a string of linguistic 

vari ants asking for a meaning. The first type of meaning is utterance, 

or'linguistic*, meaning, the second type is variation, or 

'extra-linguistic', meaning. 

But these two types of meaning ore also inseparable functionaft 

as f or as the hearer Is concerned. In order to behave in good f oi th in 

respect of the speaker, the hearer must respond as fully and honestly 

as possible to the speaker's vulnerability, both in terms of his creation 

of context and in terms of his creation of meaning(s) for the speaker's 

remark. To do this he must guess whether the speaker is lUing or not, 

and he must guess what the probable prejudices, beliefs, assumptions, 

habits.. hopes, preferences, and so on, of the speaker may be. To do this, 

he must haye created beliefs (meanings) about any or all of the 

speakers previous and/or current physical, psychological, social and 

spiritual states. 



92 

Summa[y & projection 

Apart from the heuristic problems which hearers haye to create 

solutions for in respect of the phonological, morphological, syntactic, 

semantic and pragmatic features of a particular speaker's utterance, I 

wish to specify two other factors requiring the hearer's creative 

effort. The first is the hearer's wider environment; the second is the 

role which the hearer Is to be construed as adopting towards that wider 

enyironment. 

The environment in which I will put the hearer is an urban one, and 

not necessarily an urban centre of which the hearer has native, lifelong 

knowledge. The role the hearer is to adopt in respect of this 

environment is one of reflective social interest, which by extension 

will also be one of reflective sociolinguistic interest. Coming to know 

the conurbation, its structure, its visible and invisible boundaries of 

football club support, of transport lines, of employment watersheds,, of 

educational and religious preferences, coming to know the gradations 

of its retail styles and recreational possibilities, its people and their 

various habits and preferences, our hearer will simultaneously be 

coming to know, or at least coming to tune to, differences of 'Speaking 
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amongst someýhe citizens of this urban environment. In being socially 
ZOý 

reflective in -this manner, I shall assume that the hearer is doing three 

things: 

(a) he is creating different spatial and conceptual urban 

sub-environments which seem significant (to him) (2, CI4),, 

(b) he is creating a number of the di ff erent manners of speaking of his 

co-cttizens which seem significant (to him) (2, C 15)j, 

(c) he is building pictures of those manners of speaking which are 

associated with a particular sub-environment, and of those 

different sub-enyironments which are associated with a 

parti cul or manner of speaking (2, C 16). 

In a word, our hearer is an ecologist. He wants to have decent 

estimates of the probability of association between a giYen situation 

and all manners of speaking, and between a given manner of speaking 

and all situations. In other words he is creating his own model of the 

social and linguistic structure of the urban enyironment which will 

generate labour saving expectations for the guidance of his own 

behaviour as a participant, whether speaking or not. 

Some important inherent features of urban situations w6ich 
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complicate our hearer's task are: 

(1) the d1yersity of geographical origin of a city's constituent ý 

members., 

(2) the high physical density amongst, but loose, symbolically 

mediated., social bonding between those members (Goffman 1961.. 

1963; Pahl 1968), 

(3) the multidimensional complexitU of role structures and group 

dynamics in terms of commercial, administratiye and community 

pressures (Biddle and Thomas 1966; Cartwright and Zander 1968; 

Silverman 1970). 

In spite of these complicating factors, it is clear that hearers do 

create solutions to the ecological puzzles which conurbations present. 

Research in many fields (Pribram and Broadbent 1970; Norman , 

1970; Wathen-Dunn 1967; Minsky and Papert 1969; Minsky 1968; Good 

1965b) suggests that our perceptual inferences about our-enyironment 

depend upon continuously varying estimated probabilities which are 

deriyed from eyidence which is inevitablU incomplete thus 

necessitating subjective 'weighing' (BaUes 1763 (1958)) of those 

probabilities. 
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Speech is, in this sense, part of the environment, and a more 

signi fi cant part of itf or hearers than f or speakers. Two f urther 

characteristics of the speech situation are releyant here. First, the 

speakers performance is continuously modified not only by monitoring 

and matching in terms of her own production norms (Stevens 1960; 

Liberman et a]. 1967; Brown and McNeil 1966), but also by monitoring 

cues f rom the hearer (Gof f man 196 1; Hal 1 1959; Hymes 1962). 

N Cf. Sampson's (1980: 196) interesting speculation: "Once hearers 
adopted such a strategy [for decoding coordinations] sentences 
vi ol ati ng Schachter's constrai nt [both or a] I conj uncts must f ul fiI the 
some syntactic and semantic functions]'would systematically have 
led to misunderstanding, so speakers would have learned to avoid 
them [emphasis added] - and the constraint would thus have been 
institutionalised as part of the grammar". 

Secondly, as we have suggested, hearers are variably capable of 

inferring rather specific extra-] inguistic (x-linguistic) 

characteristics and information about their interlocuters. The ranges 

and types of such information are very large indeed. For instance, it 

may be information concerning relative s-e status (Laboy 1966); 

concerning geographical origin (Grootaers 1959); concerning the value 

the speaker is ascribing to the hearers company; concerning 
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long-term and short-term psychological and physiological states of I 

the speaker (Pittenger et al. 1960; Goldman-Eisler 196 1); concerning 

the unique, known, identitU of an unseen speaker; concerning the 

degrees'of similarity in some or all respects between the speaker's 

realisation string, and the speech of a previously heard or 

encountered speaker. 

N According to Anglin, adult hearers appear to be able to generate a 
myri ad of equi Yal ence rel ati ons whi ch f or them make two words 
similar (cited by Sampson 1980: 52). It is not clear whether the same 
ability extends to generating x-linguistic meanings from Yariants in 
the speaker's signal. 

I use the term information in a deliberateig extended sense, 

which has been indicated by its collocation with create. When a 

hearer interprets the realisations of a speaker, the social information 

whi ch he makes is 'real' f or hi m. That i sp i ndi Yi dual s do not seem to 

doubt their conjectures when they make them. (This is not to deny 

that they may be willing to attach a probability of less than 1.0 to 

some conj ecture. Nor does it di sagree wi th Sampson's ( 1980: 170) 

point that "people commonly persevere with refuted hypotheses" - as 

indeed do scientists (Kelly 1955, Lakatos 1976). ) 
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However, the information an individual creates from an utterance 

may not be the some information as that derived from the same 

utterance by another hearer, and neither need beer any direct 

correspondence with the speaker's own view of the social information 

whi ch i nheres in her utterance. Thus, the extra-] i ngui sti ci nf ormati on 

in a particular utterance is a potentiallU multi-valued function of not 

only the signal, but also of the source, and of the receiver(s). It seems 

impossible, a fortiori that competing values of such a function could 

be sorted out by some truth criterion - one supplied, for example, by a 

prof essi onal' observer. 

As I haye said, the list giyen aboye certainlU is not exhaustiye of 

the ki nds of i nf ormati on whi ch hearers can create f or themsel Yes on 

the basis of speech Yariation, and I would not claim either that all 

hearers are equally proficient, or that those who are proficient derive 

all this information all the time. (Analogue modelling of 

neurophysiological functioning, for instance, suggests. multiple modes 

of selective, or means-ends, perception (Wathen-Dunn 1967). ) What 

is suggestive about these points, for our present purpose is that the 

hearer mag acti vel U constrai n, in several ways, the speaker"s f reedom 
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of performance variation. N. 

N it is not superfluous to emphasise that the constraining power of 
these activities of the hearer's is made possible and reinforced by the 
f act that the speaker knows what is goi ng on because she hersel fis 
regularly a hearer. Cf. Sampson (1980: 48) "we all spend time 
guessing what sets of criterial features would explain the application 
of given words to given things in the speech we hear around us ... 
whi Ie tryi ng to conf orm our own usage to our conj ectural 
reconstructions of each other's criteria in order to be understood". 
Clearly then usage cannot rigorously determine meaning. 

Since, then, it is the promulgatory, inhibitory and interpretive 

actiyities of the hearer on speech Yariation which Uield the more 

powerful functional insights into speech differences, I assume that 

speech variation may be better modelled on characteristics of the 

hearer rather than on those of the speaker. 

I shall, for the moment, make one relatively weak general 

assumption, namelU: 

that much extra-linguistic information N can be derived from a 

function of the dissimilarity between the acoustic signal and the 

hearer's linguistic experience as a speaker (2, C 17). 

NI shall henceforth use the locution 'extra-linguistic information' to 
incorporate M form of information created by the hearer from the 
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acoustic signal which is not decoding in the strict sense of, say, Joos 
(1950). Here then, it is important to stress that there is an inclusion 
but not an equivalence relation between speech perception and 
decoding. (But even 'decoding' is probably a matter of more or less 
idiosyncratic creativity as I havouggesting above. ) 

One mag Imagine that this function, 4ý, obtains its x-linguistic 

values by a mapping into an array of homologous functions with 

already known or inferred x-linguistic correlates (2, Clg). The 

particul6r methods by which real hearers construct a list of 

x-linguistic correlates, create an array of homologous functions, and 

map a newly created function into that array defy description, but not 

. 
speculation. However, I shall defer discussion of this till I deal with 

the implementation of the model. (See Chapter 3 below, on the degree 

of fit between the Variety Space and the Social Space. ) 

I suggested above that all these creative processes of the 

hearer's might depend upon subjectiveig weighed Bayesian 

probabi I ities. That is, the hearer introduces, modifies or rejects 

hypotheses concerning pragmatic, semantic, syntactic and 

phonological aspects of the signal on the basis of intermediate odds 

rather than on the basis of a priori or a Posteriori odds (Good ' 
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1965ý. The sum total of the fates of these hypotheses for any given 
9--V 

interactive occasion may be called loosely 'perceptual strain' and 3E T%3 ) 

assumed to bear some linear(? ) relationship to the dissimilaritg 

function I mentioned above. 

Three other characteristics of hearers require mention at this 

poi nt. 

First, our assumption about dissimilarity, aboye, implies a 

comparative process. This, in turn.. must depend upon the hearers 

haying available some internalised representation of the fundamental 

elements of his language together, possiblU, with their variant forms 

when these recur rather frequent] U. (Gi Yen our ignorance about 

matters of mental representation (Bobrow & Collins 1975), 1 do not 

intend to saU ang more about the nature of such elements or the 

manner of their association. ) 

Secondly, in some cases we must assume that hearers infer 

x-linguistic information by establishing the overall resemblance 

between speakers (speakers who are present or absent, but one of 

them necessarilU previouslU encountered). I make this assumption to 

account f or cases where the hearer's experi ence of a parti cut ar Vis 



101 

so limited that he has difficulty in assigning a variant to its 

underlying fundamental element, or in ranking it relative to other. 

variants of the same element. The assumption that a hearer can 

establish overall resemblance between'speakers would permit the 

indirect use of a greyiously created mapping from some V (profile of 

linguistic variants) to some set of x-linguistic attributes. 

Thi rdl U, we may posi tit as reasonabi e that f or sets of f requentl U 

encountered Vs it would be perceptually economical for hearers to 

compi Iea smal IIi st of the central (or def i ni ng) f eatures of each of 

the Vs concerned. 

I have indicated some characteristics of the hearer which seem 

to provi de a promi si ng basi sf or a model of speech vari ati on, and I 

have ascribed f iye capabilities to the hearer when he is creating both 

x-linguistic and linguistic information from the same single signal. 

These capabilities are: 

(1) a continuous formulation of hypotheses., 

a mechanism of comparison, 

(3) a means of establishing resemblance, 

a system of mapping, 
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(5) a method of deriving diagnostic features, 

and taken together, these five abilities clearly constitute a method of 

classif icati on. 

Cl assi fi cati on proyi des the basi sf or the empi ri cal 

interpretation, in Chapter 3, of this fragment of a model of the 

hearer's activity. 

. Whether-= of the manners of unconscious human classification are 

isomorphic with particular methods of conscious human 

classification is an open question. (It would be as surprising that- 

there were no points of contact as that there was complete 
I 

isomorphism. ) N 

N What is known about folk taxonomy in botany (Berlin et al. 1974) 
and zoology (Hunn 1977), indicates that many of the most interesting 
problems in present-day theoretical taximetrics (see Appx. D, below. ) 
must have been recognised by folk systematics a very long time ago. 

It might, with good reason, be assumed that a speech variety, 

which has yet to be defined i. s, under the preceding discussion, a 

product of the hearer's creative processes in respect of the speaker 

and her utterance. That itisa product, speci fi cal I U, whi ch isa 
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constellation of linguistic variants and which must - because the 

mappings to social attributes, eyen if 'wrong', are rarely ambiguous 

for the hearers themselyes - resemble the varietU of a single group of 

others, and di ff er f rom the vari eti es of a] I other groups of others N. 

N Notice that the specification of 'a single group of others' to which a 
V is similar, does not preclude the individual speaker from having 
more than one V. 

Then 'speech variety' could be defined as follows. 

Some perceived or attributed constellation of speech 

features pertaining to a particular speaker which is 

believed bg some particular hearer, though not 

necessarily expressiblU so, to be furnishing him (the 

hearer) with whatever non-linguistic information he is 

currently conjecturing will be called a speech variety. 

I shall, for the moment, acknowledge this as a characterisation 

of the notion 'speech variety', but will emphasise its closeness to the 

hearer by the notation hV- (It should be clear under this gloss that 
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hV8 can be available neither to empirical nor even, necessarily, to 

introspective investigation. ) 
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Chapter 3 

An empirical interpretation of the model 



107 

"Patterns very difficult to imagine were made together by everything 
... merging into a supernal harmony their unexceptionable varieties" 
O'Brien (1967: 125). 

"Meanwhile the indefiniteness remains., and the limits of variation are 
really much wider than anyone would imagine" (George Eliot, Preface 
to Middlemarch). 
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Abstract. 
This chapter atte mpts to interpret the model of Chapter 2 empirically 
and shows how that empirical interpretation leads to various 
methodological requirements and innovations. Matters which are 
handled in the Appendices are referred to at several points. 

Modelling 

In sociolinguistics, whose expansion is so rapid, whose data are 

so complex, and whose conclusions have been eagerly awaited by 

educationists and administrators, the pursuit of methodological 

refinement and the development of transparent models are essential 

prerequisites for those who wish to establish a general. theory. 

Pub] ic accountabi Ii ty f or methods and model sis doubl U necessary in 

sociol. inguistics because of its abnormal interdisciplinarU status. N 

N it is possible to deny of sociolinguistics (as of, for example, 
machine intelligence) that it is properly to be regarded as an 
interdiscipline, but such a denial rests on ontological rather than 
methodological considerations. 

The abnormality arises from the theoretical instability and 

interpretive variability of both of the parent disciplines (cf. e. g. 

Botha 1973, Derwing 1973, Cohen 1968, Berger and Luckmann 1967). N 
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NIn contrast, mol ecul ar bi ol ogU, f or i nstance, grew out of two 
theoretically stable disciplines (physical chemistry, cellular biology) 
whose conceptual frameworks become contiguous. 

Hence, unclearness in the specification of aims and assumptions, 

allusiveness in a statement of methods, suppression of exceptions, 

and many other features of what may be normal presentation methods 

in other research areas, are particularly disadvantageous for the 

proper growth of sociolinguistic research, since precisely this 

information must be the basis for the formation of a critical 

apparatus by which to eyaluate competing accounts. 

The need for such an apparatus is caused to some extent by the 

theory-less nature of sociolinguistics. That is, the methods which 

people use, and the hypotheses they test with those methods (if 

indeed any hypotheses are advanced) are not derived from any 

theoretical structures, but are introduced ad hoc. 0 return to this in 

Chapter 4. ) 

I shall illustrate what I mean by methodological refinement and 

transparent modelling through an empirical interpretation of the 

model of the hearer developed in Chapter 2. In particular, and where 

appropriate, I shall proceed by indicating how and why there were 
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changes in the ways in which various characteristics of our problems 

were conceived of, and dealt with. In what follows (and in 

sociolinguistics in general), it is important to dwell upon the 

relationship between a model and its products. A researcher's model 

of his problem is a non-unigue representation of the interaction 

between his purpose or purposes and his assumptionor assumptions. 

That is, 

for a given set of purposes and assumptions, there is more than 

one model possible, because firstly, different weightings upon the 

purposes (and/or the assumptions) will require different 

. representations, and secondly, for fixed weightings of purposes and 

assumptions, different forms of implementation are possible 

(different methods, that is); 

(b) f or a changing set of purposes and/or assumptions, there will be a 

changing model. 

N More precisely, a model is a multi-valued function of the unordered 
triple Ipurpose, assumption, implementation). 

Cl earl U, i nsof ar as progress is thought to resi de in the process of 

adding results together, and given that 'results' here means "the 



products of di ff erent model s', itis cri ti cal to determi ne the extent to 

which models permit proper additivity. N 

N Awareness of the importance of this problem, let alone interest in 
it, seems to be non-existent. My expectation (at a colloquium on 
'Empirical Work in Sociolinguistics' in 1974) that "the notions of 
model and modelling must surely get some attention" (Pellowe 1974b) 
was unfulfilled. 

In the spirit of my own pleas, then, I shall trU to articulate purposes, 

assumptions, forms of implementation (methods), and products 

(results), and the relationships between them. 

The history of this hearer model 

The first model for the Tyneside Linguistic Survey was drawn in 

1965 (Strang 1968). Here the delineation of purpose is clear and 

straightforward and discussion of it leads directly to several 

important assumptions. The nature of implementation of the model 

received little attention, partly because of the exploratory nature of 

that stage, and partly because we wrongly construed 'relevant 

methods' as the passive outcome of the conjunction of purpose and 

assumptions. Our purpose as stated at that stage (Strong 1968), was 
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to determine who speaks what kind of English in a particular area, or, 

more technically, to determine the pattern of social distribution of 

varieties of English. We assumed, in the absence of evidence to the 

contrary, that such patterns were different for different urban 

areas (3., C I). 

N We derived some support f or our assumption f rom di ff erenti a] sin 
I ocal demography (Moser and Scott 196 1 ). 

From the point of view of implementation, we took this to indicate 

that informants had to be selected on a social (not socio-economic), 

rather than on a personal, basis. That is, 'in order to investigate the 

degree of fit between varieties of language and categories of society, 

the linguistic data must be sociallU contrasted by residential areas 

(3, C2). N 

N With hindsight, I suspect that we were failing to disambiguate 
Psocial' in our purpose. 'Pattern of social distribution' may denote 
either a pattern of distribution with respect to measured sociological 
parameters of individuals., or a pattern. of distribution distinguishing 
one physical environment of communication from an`6therin a way 
which is consonant with sociability patterns. The two are by no 
means necessarily congruent. 

We assumed., drawing on traditional distinctions but reniaming 



113 

them., that varieties of (British) English are encompassed by a 

two-term system: non-localised and localised (3, C3). Non-localised 

varieties (NLVs) indicate of their speakers that they may be placed in 

England, or as educated in England, but not which part of Engl, and theg 

are associated with. N 

NItis noteworthy that the central part of these def i ni ti ons is 
depende 

, 
nt upon a principle of social Perception. This clearly was part 

of the basi sf or our growi ng concern wi th the f uncti onal i mportance 
of the perceiver or hearer (see below). 

Localised varieties Vs) indicate of their speakers which part of 

England they are associated with. (For more on this distinction in 

cl assi fi catorg terms see Appx. A, Secti on 2, p. 15. ) We al so assumed 

that the social categories having the greatest clarity were elements 

in a two term system: working class and non-working class (3, C4). 

When we come to examine the relationship between these two 

two-term systems however, we realised that a secondary assumption 

about varieties rendered the comparison not symmetrical. That is, 

while it seemed entirely reasonable to assume that an indiyidual's 

social category was singular over a short time-period, having a 
k 
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varietU of English is not in one-to-one relationship with a speaker 

(3, C5). 

N We are not here ref erri ng . to 'sty] e' (gensu Laboy 1966). Chi I dren are 
the most illuminating multi-variety speakers. Many anecdotal reports 
(my own and others') indicate that children often have several 
varieties each of which MAY undergo stylistic variation of the 
casual-formal type, and which can appear in varietallU pure or mixed 
form. The parameters which effect selection of one variety rather 
than another have little, if anything, to do with environmental 
characteristics such as place and interectants. (See e. g. Local 1978. ) 

We hoped to examine this asymmetrU between the two two-term 

systems by investigating the speech of children in the residential 

units which we chose. Finalig, we expected the degree of match 

between the two two-term sUstems to be variable (depending upon 

which terms were being matched), and to change qualitativelU for 

indiyiduals in their lifetimes (either in respect of one of the systems., 

or in respect of both). That is, we expected (3, C6): 

that the degree of correlation between working-class status and 

localised speech varieties would be higher than the correlation 
I 

between non-worki. ng-class status and non-localised speech 

varieties., and 

(b) that either the range of her speech varieties or her soci6l status 
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or both may change during the life of an individual speaker. 

The initial pilot work was designed to implement these 

assumptions and aims. In addition, it tried to give VARIETY an 

operational definition bU contrastive analysis of speakers 

representing broad social class categories. . 

It seems quite clear that the ordinary language user's reaction to 

. whole system' variability as such, as well as to 'sub-system* 

variability and to specific variable values, is a part of his ý 

folk-linguistic awareness (Voegelin and Yegerlehner 1956; Laboy 

1966; Hoenigswald 1966). That is, the language-user is able to 

characterise as being of interest, either a whole varietLI ('His talk is 

Cockney, but, you know, not ygM Cockney'), or a particular linguistic 

system as a whole Ne talks with an entirely different inflection to 

me., more like singing really'), or a particular single variant form ('You 

put the stress on the first syllable of 'controyersy', I always put it on 

the second'). (There may be other relevant levels than these three - 

particular subsets of systems for instance, and there are certainly 

other dimensions which intersect these three, 'foreignness' for 
t 
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instance). 

The notion 'speech variety' has not been particularly prominent in 

modern linguistics: it is implicit in some work on Scottish vowel 

systems (Catford 1957), and appears in a sense apparently parallel to 

that used here in some sociolinguistic and ethnographic work 

(Gumperz and Naim 1960; Ferguson and Gumperz 1960) N 

N The parallel is only apparent, because, as I indicate below, my 
definition ultimately derives from a set of analytic linguistic 
constructs (whose characteristics change as the model moves from 
one state to the next), and not from a set of sociolinguistic axioms. 

My usage shares nothing with the use of the term in stylistics 

(GregorU 1967; Strevens 1964); and catch phrases such as 'New 

Varieties' seem only to be undefined attempts at 'cornering' subject 

matters. 

Hencef orth I shall use 'variety' or simply v to ref er to 'speech 

vari ety'. A def i ni ti on Of hV has a] ready been proposed in Chapter 2; a 

related, but empirically useable definition is introduced below. 

The design of that initial pilot work incorporated three 
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components., 

(1) Investigation of all speakers resident in an area which had been 

handpicked on the basis of factors associated with the social 

category 'working class'. N 

N Thi sis cl earl U the' type of - samp] e known as j udgemental (Moser and 
Kalton 1971). Notice that social perception played its part in this, the 
social., as well as in the linguistic, two-term system. We did not., in 
f act, dwel I upon the general i tU or adequacy of the f actors used in 
handpicking the sample residential units. Type and ownership of 
housing was the dominant factor (Robson 1969). 

This would quantify the relationship between membership of those 

classes and incidence of types of localised speech. 

(2) A longitudinal (follow-up) investigation of a group of rehoused 

speakers, both bef ore their moyes and af ter their being rehoused 

together. (Those who usually suffer the effects Of Slum clearance and 

0 redevelopment' are in the same social categorU as (1) above. ) This 

would test for the releyance of location, immediate enyironment and 

changed i nt? racti on habi ts to the decay, stabi Ii ty or growth of 

varietal distributions. 

(3) Investigation of all speakers resident in an area which had been 

handpicked on the basis of factors associated with the social 
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category 'non working-class'. This would quantify the relationship 

between membership of those 'classes' and incidence of types of 

non-localised speech. N 

N Speech samples were acquired on the basis of conversations in the 
informants' homes (albeit conversations with a total stronger). 
Biographical data were sought in minimal quantities. These 
conversati ons were the basi sf or determi ni ng the i nf ormants' 
varieties. 

Only the third of these areas of investigation was actually 

undertaken (Pellowe 1967), since in it it was found that various 

attempts to define 'speech variety' operationallU were weakened by 

our not having included the form of implementation as an integral 

part of our model. In other words, we had not properly understood the 

extent to which a purpose and a set of assumptions fails to generate 

a particular, and hence potentially inn appropriate; group of methods., 

and, consequently, we had not understood the desirability of building 

into the model some parameters of methodological appropriacy. In 

particular, though it was know'n at the outset that such pilot methods 

could not Uield reliable distributional data on Vs (because of 

non-calculable bias in the sample),, Pellowe (1967) found that his 
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sample'could not even provide an adequate classificatory base upon 

which to identify the Vs. 

He saw this problem as resting on three factors. 

First, the varieties which one identified were rather directly 

dependent upon the Yariables which one had chosen in order to 

identify those varieties (in other words the Vs which were 

classified were direct projections of the gross sociolinguistic 

perceptions of the analyst as an ordinary hearer). 

Secondly, the relationships between identified varieties were 

complicated by the pervasive difficulty of listing deviants from a 

norm (Yoegelin et al. 1963). 

Thi rdl U, the general soci a] si gni fi cence of Vs coul d not be 

satisfactorily determined unless the classification of them was 

adequate. 0 return to classificatory adequacy below (and see also 

Appx. D), and merely remark here that such adequacy depends, in part, 

on classes being relatively we] I -represented. ) 

This pilot work, which was based on a considerable volume of 

analysis, concentrated largely on determining what general form such 
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parameters of appropriacy might have. There is onlU one that concerns 

us here, and it has received Yerg little attention. In accounting for 

linguistic variation one maU either proceed from the sociallU well 

known to the socially less well known, or one may account for it in 

purelU linguistic terms and then search for correlating sociological, 

features. N 

N Given'a series of samples of speech, one may describe their 
similarities ýand differences in terms of linguistic features which are 
socially well known. (Thus Tyneside's resistance to the Great Vowel 
Shi f t. so cal I ed, produces aI arge number of f orms whose soci al 
diagnostic power for both in- and out- groups is considerable. ) That 
is, 'socially well known', here refers to linguistic features, not 
groups of people. 

The first method clearly involves social -psychological 

principles, and was labelled a hearer-based procedure, the second 

incorporates a principle of linguistically systematic objectivity, and 

was I abel I ed an anal Usi s-based procedure. The parameter of 

methodological appropriacy which was developed in the pilot work 

was that these two procedures must be continuously confronted, the 

one with the other. Hearer-based procedures unconstrained by 

analysis-based ones, would represent some aspects of the 
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sociolinguistic knowledge of the community without showing 

linguistic systemoticity; analysis-based procedures unconstrained by 

hearer-based ones would show the variable structure of linguistic 

systems without indicating what its social utility was. 

One may Yiew all these problems as dedying from the notion of 

. speech variety' and its connection with the speaker-hearer. The 

model., and ref i nement of relevant methods for it, depends upon a 

careful examination of this connection. 

The feasibility of modelling a hearer 

The reasons why I do not attempt to base my model directly on 

capaci ti es of the hearer are mani f ol d,, but here I shal I menti on on] U 

five 

There are, currently, no general, agreed, well-documented 
I 

theories of decoding, learning, memory and recall, processes, in 

spite of a hundred years of serious research. Clearly any direct 

modelling of the hearer's creation of meanings for linguistic 

variation would have to incorporate such processes. (Recall, in 

this connection, the definition of hV at the end of Chapter 2, 
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above. ) 

(2) Hearers, who have themselves similar varieties N may make 

very different allocations of a particular speaker 

(that i s.. 'al I ocati ons whi ch are di ff erent in ki nd or infi neness). 

N That i s, vari eti es whi ch are si mi I ar in ei ther the sense Of hV or of 

an analytic sense to be def ined'shortly. That is, ' hearing each other as 
highly similar, or being so described by this model. 

We may imagine that this kind of difference between two hearers 

has arisen from variable social or linguistic experiences 

(exposure) which ha#ot produced yariable social or linguistic 71 v 

behaviours in them. 

(3) The resemblance between two speakers x, U may be of quite 

different orders of magnitude to hearers a, b, c, depending 

on the relative resemblances of a and b and c to the xy dyad. 

In fact, for the resemblance, R, between a, b, c, xU, if 

(a.. xy) >R (b, xy) >R (C# xy), 

then, we might expect a to perceive less resemblance between 

x and U than b, and b to perceive less than'c . One has no 

reason to be at all certain about the constancU of an , 



123 

inverse, or of a direct, proportional relation between hearer 

distance and hearer discriminatory power. 

(4) The meanings which hearers make depend upon the manner in 

which they construe themselves at the time of meaning making 

quite as much as they depend upon whateyer happens to haye been 

uttered by the speaker (see Chapter 2 above, and pf. Gribbin 

1985., Dirac 1982). It is thus equally, and ineffably, a matter 

of: 

(i) what the H believes and feels about the nature and source of 

his own current context, 

(ii) which of his available selves, the H is most immediately and 

dominantly absorbed by., 

(iii) in what esteem he holds - insofar as he may be aware of it - 

the currently speaking self of the speaker.. 
I. 

(i Y) what the reason may be f or the attenti on I eve] -whi ch the H 

belieyes he is paying to the situation [e. g. 'interest' wonder', 

'duty', etc (Harrah 1963)1,. and so on. 

(5) We will always be unable to ensure the same range of 

comparisons (through all linguistic systems) as is available to 
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the hearer. Because the hearer cannot know, in advance of 

creating a meaning for it, what variables are going to be 

represented in the utterance, his method of classification must 

necessarily be wide ranging and ad hoc in terms of its criteria. 

Such forms of classification may be characterised by the 

following: 

(i) class membership is based on a variable list of 

properties (there are no criteria which are both necessary and 

suf fi ci ent f or membershi pin some group (cf. Wi ttgenstei n's 

(1958) familU relationship amongst games)); 

(ii) classes are the product of overall measures of 

relatedness between individuals; 

(iii) classes sometimes contain distant members with 

divergent attributes in spite of having a continuous 

internal connectedness (Wittgenstein 1958, Beckner 1959, 

Needham 196 1, Cattel I et a]. 1966). 

The certainty of asymmetry between any analytic procedures 

that one mag be able to develop to model them, and what hearers 
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actually do with, or believe about, linguistic variants, or varieties; is 

represented notationally by a distinction between OV (analytic 

variety), to be defined below, and hV (hearer variety). 

Recall the definition Of hV- 
'Some perceived or attributed constellation of speech features 
pertaining to a particular speaker which is believed by some 
particular hearer, though not necessarily expressiblU so, to be 
f urni shi ng hi m (the hearer) wi th whatever non-I i ngui sti ci nf ormati on 
he is cuýrently conjecturing will be called a speech variety. ' 

I now define aV as follows. 

A representation of the utterances-of a single speaker on a single 

occasion which is exhaustive in terms of the complete set of 

linguistic criteria (or variables) will be called an V. 

What 'the complete set of linguistic criteria' is, and how it is arrived 

at will be dealt with shortly. (For various listings, and commentary 

upon them, their sources and their validity, see Appendices A, B, and 

C, below, Vol. ii. ) 

I have argued for the view that anU account of linguistic 

variation is better handled on the basis of the skills of the hearer 
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than on those of the speaker. But we have also seen how any attempt 

at basing a model directlU upon those hearerly skills would be 

indeterminate and uncomputable (and cf. also; in this respect, 

Parker-Rhodes ( 1978: 17- 18, & passi m)). 

Does this mean that the hearer is completely unmodellable ? 

No.. I think not. What it means is that the model Yyill haye to be 

constructed on the basis of in simplified and generalised hearer. 

Such a model will then clearly not be mistakeable for any actual 

indiyidual hearer, but will be a sort of lowest common denominator of 

a 'universal hearer'. In addition.. such an approach will help towards 

satisfying three reasonable requirements of any empirical model and 

its methods: first the methods must be 'objective' in the sense that 

within reasonable limits the 'results' are replicable; secondlU the 

methods must be general, in the senses both that they can be applied 

n di ff erent pi aces or countri es, and that they can be extended to 

hitherto undefined specific goals; thirdly the methods must be 

non-exclusive in the sense that they can be adapted to incorporate 

any relevant linguistic or non-linguistic complexities of the area or 

the individuals under investigation. 
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The spatial 'metaphor* -- 

The hearer's assessment of hearer-speaker dissimilaritU, or 

distance, inyolves a spatial metaphor, and my model exploits this 

metaphor. Much of the foregoing discussion may be reinterpreted 

spatially. 

If we conceive of any particular hearer-speaker as a fixed point 

in space, then we may base that fixed point upon whatever it is which 

he uses as the basis for comparison between himself and other 

speakers, and assume that his perception of the distance of those 

other speakers from himself is a function of their dissimilarity. This 

spatial view seems capable of accounting for several important 

contingencies. It underlines the nonbiuniqueness of the relations 

between social and linguistic variables. N. 

N For instance, because two different speakers might be the same 
'distance' from the hearer., but in different 'directions' 

.4 
their 

a] I ocati on to the some or di ff erent soci al cl usters by the hearer wi II 
depend upon his relative weighting of the two factors 'distance' and 
'direction'. 

It also allows for the different perceptions of, speakers by hearers on 
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the basis of perspective principles. And so on. 

In fact there are seyeral good reasons for thinking of this spatial 

quality as not being metaphorical at all, but as having a basis in 

neuro-onatomy and neurophysiology. N 

N Penfield 0 975), for instance, suggests that Wernicke's area and 
Heschl's audio-sensory area (bounded anteriorly by an interpretive 
area) are mirrored in the right hemisphere [sc. f or right handers] by 
spatial orientation in the equivalent cortical locality. Given the 
functions of the corpus callosum, this implies that coded 
abbreviations of linguistic signals are somehow handled, though 
secondarily, in a spatial manner. 
Furthermore the operations of the visual cortex in respect of 
'illusions'. which involve counteradaptation ('rethinking'), are 
modelled as coordinate sensori-motor transformations through neural 
networks in multi-dimensional vector space (Fischer 1987: 15). 

Or rather, since my previous paragraph implies that there is 

something weak, or dubious, or reprehensible about resting cases upon 

metaphors, there are good reasons for thinking that the spatial 

modelling of the hearer's actiyity is no more metaphorical than the 

'literal' use of any other expression in some natural language. In other 

words, evergthing is metaphorical. 

At the simplest level this is a consequence of the certainty that 

between any signal and its interpretation, there will always be a 
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series of transformations, the nature of each of which is not 

predictable from a conjointý consideration of both the signal and the 

interpretation. (This view was certainly espoused by Nietzsche (e. g. 

Grimm 1977: 100-115) and may well have been a component of Plato's 

thinking. ) 

In epistemological terms, for instance, Beckner 0 964) suggests 

that the behayiour of any system is determined by factors within the 

spatio-temporal limits of that system and that this is 

one of a cluster of metaphysical propositions [emphasis added] that, 
taken together, specify in the most general terms the subject matter 
of the natural and social sciences (1964: 20).. 

ýýNotice that both these 'factors' and the 'Spatio-temporal limits* must 

be constructed and then attributed) He goes on to assert that since., 

according to such a proposition, the internality (in a spatio-temporal 

sense) of causal connection is part of the concept of a system, then 

both spatio-temporal and causal considerations enter into the actual 

def i ni ti ons of parti cul ar mated a] sUstems. He concl udes that the 

spatio-temporal limits for systems must be "adjusted on the basis of 

what is then learned'about the causal connections within those 

limits "0 964: 2 1). 
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Bateson suggests that all conscious perception is spatial: 

"all conscious perception has image characteristics . ý. .- 
[Each 

perception] has a beginning and an end and a location and stands out 
against a background . -. . What I experience is not [an event], but my 
image of [an event) ... Objects are my creation, and my experience of 
them is subjective, not objective ... Our civilisation is deeply based 
on [the] illusion [of objectivity]" (1985: 39). 
(Cf. also Dateson's remarks on various "pathologies of epistemology" 
(1979), and Raine's impassioned plea (1985, quoted above at the end 
of Chapter 1) againstuniformitarian assumptions of the type 
advanced by Labov (1972). ) 

Bateson also has some interesting things to say about the 

consequences (f or ef f ability) of the unconscious nature of the 

processes of image formation. In an account of the five clues (size.. 

brightness, overlap, binocular parallax, and parallax bU movement) 

which enable us to create depth in images, he says (1985: 40-41): 

"the first of these clues is size; that is, the size of the physical' 
image on the retina. (More precisely I should have written: 'The first 
of these clues is contrast in size .. 

I Of 'course., we cannot see this 
image so it would be more exact to say that the first clue to distance 
is the angle which the object subtends at the eye. But indeed this 
angle is not visible. The clue to distance which is reported on the 
optic nerve is perhaps change in angle subtended. 0 observe not only 
that the processes of visual perception are inaccessible to 
consciousness but also that it is impossible to construct in words any 
acceptable description of What must happen-in the simplest act of 
seeing. For that which is not conscious, the language provides no 
means of expression. )" 

What I am suggesting here, then, is that an assumption that the 
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hearer's i nf erenci ng (about speaker-hearer di ff erences) is conducted 

in spatial terms may not be a 'mere, metaphor' at all. But of course, 

just as in the case discussed by Bateson, the spatial concreteness of 

the products of hearerly creativeness gives no guarantee that the 

M sense open to processes which yield those products will be in gn 

introspection or to change. In trying to construct hearer judgement 

tests in order to externally validate, or at least calibrate, the model 

presented here, one is clearly banging one's head on precisely this 

wall. (See the Section below, Hearer Judgement Tests. ) 

A 6eneral Hearer Space 

The basi sf or my model of soci ol i ngui sti c vari ati on isa 

principled search for a general optimum 'space' which will represent 

the simplest mechanics of the behaviour of a simplified, generalised 

hearer. I haye already established in Chapter 2 that this simplest 

mechanics requires the following abilities or processes: 

(a) a way of representing both the structural elements of the 

language and their variants, 

(b) a continuous formulation of hypotheses, 
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a mechanism of comparison., 

(d) a means of establishing resemblance, 

(e) a system of mapping, 

a method of deriving diagnostic features. 

These abilities are used to guide the design of a General Hearer Space 

(GHSp). For examp] e, I shal I sped fU the GHSp as compri si ng two 

independent 'subspaces', namely the Variety Space (VSp) and the 

Social Space (SSp). I do this because process (e), 'a system of 

mapping ., represents behaviours in which the, result of one process of 

comparison is used to find or generate a result from a different 

. process of comparison. (That is, the two comparisons are in different 

property spaces. ) 

With the characteristics I shall outline for them, the VSp and the 

SSp will permit the creation of classifications of the most general 

rind natural kind. (I return to 'naturalness' below, and see also Appx. D, 

for a general discussion. ). Here I shall sketch the gross 

characteristics of the model and points of interest arising from them; 

in the next section I discuss its implementation and evaluation. 

The VSP is a multidimensional space each of whose dimensions 
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with its scale is a criterion with its Yariants. A criterion is any 

feature of speech showing at least two variants across the population 

under consideration, and not logically predetermined by the nature of 

any other criterion in the set of criteria currently in use. N 

N My use of criterion is synonymous with Sokal & Sneath's use of 
character 0 963: 6 1). 

(A more-careful definition of VSp is given in Appx. A, Section 2(a), 

Vol. ii, P. 8 ff. ) 

Similarly, the SSp is a multidimensional space each of whose 

dimensions with its scale is a criterion with its variants. A criterion 

is any f eature of social reality showing at least two, variants across 

the population under consideration, and not logically predetermined 

by the nature of any other criterion in the set of criteria currently in 

use. 

Any particular speaker imill thus have a unique multicoordinate 

position in each of these spaces, and the original aim, toe aim of my 

ecologist hearer (see Chapter 2) , can now, in part, be re-expressed as 

needing to know how speakers are dispersed in these spaces. N 
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N More strictlU, it is a question of how aVs fill the VSp and how 

social profiles fi II the SSp. The possibi I ity that one particular 
informant has more than one variety is not excluded: it should (in 
theory) be possible to quantify the point at which two different 
profiles of linguistic variants of the same speaker are different. 
varieties, but onlU in terms of the dimensionalitU. and mode of 
deriving. that particular variety space. 

Of course the speakers who will fill the'VSp and the SSp are 

speakers who have'been selected according to some sampling 

principfe, speakers who have been interviewed and tape-recorded bU 

some stranger who only spoke to them for Precisely those purposes, 

speakers whose recorded speech has been listened to over and over 

again, analysed, reanalysed, numericallU coded and recorded in 

computer-readabi e form. They are therefore no more real speakers 

than our si mp] ifi ed, general i sed hearer isa real hearer. 

All my preceding remarks about real hearers imply that I expect 

the dispersion of speakers in the VSp to be 'clumpy', or discontinuous, 

to varying degrees. The VSp is a multidimensional box, each of whose 

dimensions (with its scale) is a criterion (with its variants). When a 

particular speaker*s profile of variant values (aV) is presented to this 

VSp, it can be imagined as a point with the same number of 
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coordinates as the VSp has dimensions (if there is no missing date). A 

series of Vs which had more or less similar mul ticoordi notes could 

then be 'Yisualised' as clumps or clusters in VSp. Such clusters of 

similar aVs will be called Variety Clusters (VCs). 

The next process is to disperse the same sample of speakers who 

are in the VSp, 'in the other, independent, multidimensional space on 

social attributes (SSp). There, similarly, one might expect to find 

clusters of informants who were more socially similar to each other 

than to members of other clusters. (We will call them Social Clusters 

(SCS). ) 

N The asymmetry in dimensionality between the YSp (roughly 300) 
and the SSp (roughly 40) might produce undesirable classificatory 
consequences. The low dimensionality of SSp results from several 
factors., most notable of which are (a) there is a limit-to the number 
of topics one can cover adequately in a reasonable interview, (b) the 
'logical independence' of variant social features, of the type we are 
worki ng wi th, isI ess easy to establ i sh than itisf or Yari ant 
Ii ngui sti cf eatures. 

Finally, one would seek a function which expressed the group 

properties of a VC in successfully predicting the social cluster (SC) 

allocation of those VC members. N 
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N1 return to this below (and see also Appx. D). The function which 
maps from VCs to SCs is for from straightforward owing to the 
hypermultivariate nature of the distributions involved. 

It is of the utmost importance that the VSp be both internally 

and externally adequate. By internally adequate we mean that the 

YSp, from purely technical considerations, must be reasonably full of 

points, whether they clump or not. (Since classificatory techniques 

are desiged to reduce, and hence distort, the data, an overly small 

sampi e wi II be di ffi cul t to i mpose rel i abi e structure on. ) BY 

externalIg adequate I mean that certain properties of the VSp must be 

able to be constrained by the results of hearer judgement tests. For 

example, the use of a clossification technique which generated 

overlapping VCs would be externally inadequate if all hearer tests 

indicated discontinuity in the perceived range of linguistic 

variation. 

N However, it is timely here to reiterate Hoenigs%, Yald*s (1966) 
warning, that folk-linguistic views need not be taken to limit what it 
is legitimate for the linguist to postulate. 

In terms of these notions of adequacy, we may tentatively sketch 

some conditions for an optimal dispersion of speakers in the VSp. 
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I suggest that the VSp is optimal if (3, C7): 

(a) (i) the number of VCs represented by a single member is a 

, minimum, however large the sample size; 

(ii) without contravening (i) above, the number of VCs is a 

maximum; 

(b) each VC is wel I -represented N, and has a relatively higher level of 

i nternal cohesi on than woul d exi st in cl usters of ei ther a 

uniformly or a randomly distributed population; 

N An absolute definition of 'well -representedness' of a (classified) 
group is not possible. It depends, inter alia , on the rarity of the 
group's representatives in the population, the internal homogeneitU of 
the group, and the classification procedure. 

(c) no VC has the some group mean profile on a high proportion of 

criteria as more than a very small number of other VCs. 

N It is not possible to be numerically specific without the empirical 
evidence of several competing classifications. 

We may relate these conditions to some predictive qualities of 

hearers' judgements. Notably, the assigning of a speaker (rightlU or 

wrongly) to a group (well- or mis- conceived) is performable on the 



138 

basis of the generalitU (a, 0, the inclusiyeness (a, ii), the 

discreteness (b) and the relative unambiguity (c)-of the group defining 

properties or x-linguistic mappings which have been previously 

encountered by that hearer. 

Such condi ti ons f or an opti mal VSp ari se f rom the f ol I owi ng 

considerations. 

First, all the topics in this research are ultimatelU concerned with 

distributions or with the ef f ects of changes. For instance, in order to 

determine the relevance of topographical/spatial isoglosses to work 

on urban speech variation, one might try to determine the extent to 

which the range of aVs of all of a street's inhabitants was narrower 

than the range of Vs one obtained from a random selection of the 

some number of speakers matched f or age, sex, soci ai attributes and 

length of local residence. It seems as if such an investigation could 

be initiated as it stood, without any prior research, but when one 

begi ns to try to assess the si gni fi cance of the narrowness of the 

range of varieties in a whole street, one begins to see the great 

importance of the VSp as a preliminaq base. 

Here are some not unlikely hypothetical results from such 6 
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investigation: 

VC number -1234567,89 

Representatives 
in whole street 0 11 1760 16 10 42 

Representatives 
in matched 
random sample 270 10 a1 10 13 42 

18 1 17 14 1 26 13 

The application of tests of statistical significance is vitiated here by 

two f actors: 
(i) we have no idea of the extent to which the VCs in this table 

exhaust the total number of VCs in the population, and 

(ii) we cannot assess the significance of the differences of 

distribUtion in the two samples unless we have a reasonable estimate 

of the commonness or raritLt of each VC in the whole population. 

Such an impasse informs the framing of conditions WiWand (a(ii)) 

above 

SecondlU, if the YSp is to be the containing structure for particular 

investigations, then the VCs which it generates and contains must be 

stable and wel I -represented. Stability here refers to a measure of 

equivalence between properties of the data and properties Of the 
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mathematical model underlying the classif icatorU method. The less 

this measure., the more easily will VCs break up under changes of 

implementation (alterations of criteria, missing information, changes 

of speaker samples). If we can not only ensure the stability of VCs, 

but also find that they ere wel ]-represented, we will be able to be 

more confident about the determining role they play in other 

investigations. But the well-representedness of a YC must depend in 

part upon the commonness of its constituent Vs in the population. 

Say that the adult population of an area being suryeged on Tyneside 

(as represented by a sampleable list like the Electoral Register) is 

150,000. And estimate, very generously, that 10,000 of those 

i ndi vi dual s habi tual IU use NLVs. Then, ina theoreti cal IU perf ect 

random sample of 150 informants, there will be 10 NLV speakers. If. 

on the list of linguistic criteria which currentlU constitute the 

dimensions of the VSp, these informants form 3 non-coalescing VCs 

having 3,3 dnd 4 members respectively, there is obviously a problem 

of poor representation. It may be that the kind of distribution which 

applies to speech varieties is that which afflicts the ecologist 
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(Preston 1962) - an incomplete Gaussian curve - where there is a 

small number both of varieties which have very few representatives 

in the population and of varieties which have very many 

representatives in the population. The curve might look something 

like this (the ordinate is "Number of VCs'): 

Number of speakers per VC 

The only way of shifting the curve to the right in order to obtain 

these 'hidden' varieties (Preston calls the ordinate the 'veil line') is 

bg a qui te i mpracti cal, massi ve i ncrease in sampi e si ze. The on] U way 

to include such varieties in the classificatory process would be to 

handpick speakers known to use them. But this would be statistically 

unaccountable. The problem highlights a general source of 

methodological difficulty, which is that I wish to be able to make 

both t 

1248 16 32 64 128 256 512 1024 



142 

t9pological inferences from taximetricalig adequate 

groupings, 

innd 

predictive inferences from statisticallU adequate samples. 

The date provided by pursuing the second of these goals is not 

suf f icient to f ulf il the f irst; the data provided bU pursuing the f irst 

is not of the right quality to fulfil the second. 

(For another possi bi e wag around the probi em see the secti on bel ow, 

on samp] i ng. ) Probi ems of - thi s ki nd are the basi sf or condi ti on (b) 

above on the optimality of VSp. 

Thirdly, since the model postulates an unambiguous (though not 

necessarily 'correct') mapping between a speaker's profile of variants 

and an array of x-linguistic information or social meanings, we must 

try to ensure that the VSp does not contain too many cross-relations 

between VCs, since if it did, the power of the diagnostic profiles of 

those VCs in respect of the SSp would be greatly reduced. N 

N1 am compl etel Ui gnorant about the quanti ty of 'too many', or the 

manner of 'reduction' of diagnostic power, but this does not, in mU 
opinion, make the problem trivial. 
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(For f urther sped fi cati on of the probl ems see the secti on on 

*VSp/SSp fit', below; for concrete examples of attempted solutions, 

see below, Chapter 4, Appx. A., Section 7; and Appx. E, p. 558 f f. ) - 

Problems such as this are the basis for condition (c), above.. on the 

optimality of the VSP. 

The VSp, wi th the characteristics I have sketched f or i t, the SSp, 

and the relationships between the VSp and the SSp, constitute the 

basic model of the mechanics of a simplified generalised hearer. And 

even at this stage the model reveal s that we suf f er from an 

interesting mixture of ignorance and complexity. For instance, on the 

one hand we have no idea of what a suitable underlying mathematical 

model f or linguistic variation might be, on the other, the notion of 

$cluster' is an extremely ill-defined concept. N 

N This, in part, explains the multiplicity of clustering and 
classificatory techniques. (See below, Appx. D. ) 

Because I do not know what my results ought to look like, I need 

to generate different sets of results, orjputýn another way, to 

perform a series of controlled experiments in distorting the VSp. if it 
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proved possible to determine the best, or the best subset of methods, 

in terms of interne] and external adequacy, one would not only have 

confidence in the stability of the VCs but one would have determined 

a suitable underlying mathematical model for linguistic Yariation. It 

is therefore a crucial part of the empirical interpretation of my 

model that the VCs and their constituent Vs be thought of as 

constrycts not of percepti on, but of anal Usi s (cf 
- Kohl er 1967). Thus 

we can entertain an alternative, but exactly equivalent', definition of 

aV to that given above; V is the name given to 

a profile of linguistic variants which exhaustively 

places ang sample of speech of a. particular speaker in 

the variety space as defined at that moment by its 

contents and dimensions. 

The qualification 'exhaustiyely' is of some importance since it 

emphasises that the usefulness of anU current version of the VSp is 

its dimensionality or criteria] properties. 0 return. to this later. ) In 

ideal circumstances we might hope that OVs and hVs could be 

persuaded to converge but we have discussed substantial reasons why 
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this is not possible. (We cannot match hearers' 'criteria'. We do not 

know the nature of the neurophysiological or mental processes behind 

the partial matching of social and linguistic domains. Elicitation 

methodology cannot overcome the problem of pattern rarity. And so 

on. ) 

Implementation and Testing of VSp 

What has g6niýb, `e, -, f ore and what remains f or di scussi on may be 

summarised in the form of an oversimplified flowchart (Figure 30), 

vol. iii, p. 15). 1 shall, largely speaking, restrict myself to matters of 

theoretical and practical concern to the VSp and the SSp, notably the 

determination of linguistic and social criteria, the sampling of 

informants, classification techniques (processes 1,2,3), the manner 

of the VSp/SSp fit (processes 4,5), and methods of evaluating 

alternative VSps (process 6). 

It is of some importance to stress that this diagram (Fig. 30)) is 

not exhaustive in respect of the potential of the model. For example, 

although I have not included it, it might be of some use to extract the 

social diagnostics of SCs. (Jones (1978,1983) did extract them. See 
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f urther Appx. E, p. 558 f f., be] ow. ) These mi ght we] I turn out to be 

indices very much akin to those of socio-economic class (but cf. 

Brandis' (1970) warning about the essential of 'social 

class'). In addition, one might find it useful to find a mapping function 

from linguistic diagnostics to social clusters. This particular use of 

the VSp and the SSp may be interpreted as a modelling of Laboy's 

methods ina wi der context. Second] y mU emphasi s of the di ff erences 

between OVs and hVs, both in terms of construct status 

(manipulability) and in terms of criterial exhaustiveness, leave me in 

no doubt about the di ffi cul ty of hearer j udgement tests, not oni yin 

terms of thei r desi gn, but a] so of thei ri nterpretati on (what wi II 

unexpected disparities, or agreements, in test results, mean? etc. ) 

The dotted line from 'informants' to 'hearers' means that it will be 

important to determine that speakers with , Vs of such and such a 

kind react to other speakers in terms Of hVs, in such and such a way.. 

so that, though a convergence between V and hV is not possible, one 

would like to be able to get some sort of picture of the relationship 

between them. 
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Implementation depends, then, on the specification of linguistic 

and social criteria; on a choice of methods of informant sampling, and 

on a choice of taximetric techniques. 

Specifying criteria as dimensions of the VSp & of the SSp 

If the role of classification is fundamental to the model, then 

the criteria we choose to use have similar importance, since they 

form the dimensions of the VSp and of the SSp and any patterns we 

obtain will be a product of those choices. 

Most research in classification now accepts as axiomatic that 

groupi ngs shoul d be deri ved f rom many cri teri a. (For more detai I ed 

discussion, see Appx. D, p. 427 ff. ) Little is known about how the 

sampling of criteria, rather than sheer numbers of criteria, affects 

similarity coefficients, but our search for an optimal variety space 

and a maximal diagnostic profile (DP) for each VC, indicate that we 

need to attempt to be exhaustiye under certain limitations. The 

limitations on the choice of criteria arise under four heads: 

(a) rel evance to cl assi fi cati on.. 

(b) differences between the selectors or analysts, 
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(i) of perception, 

0i) of exposure, 

(c) practicability of elicitation in an interview, 

(d) exigencies of definition and computation. 

I deal with each of these in turn. 

It is clear that the variant values of the criteria, and the 

criteria themselves, must be relevant to the desired classification. N 

N It is often overlooked that all classifications reflect, to some 
extent, an a priori notion about the 'desired grouping', even if it is 
only for a 'general' or a 'natural' classification. Naturalness, in this 
sense at least, is relative. . 

The kind of relevance I have in mind works in two directions 

simultaneously. Firstly, one wants the VSp to give adequate 

coordinate location to at least all sampled speakers who are both 

native English speakers and natives of Tyneside still resident there. 

In this sense., failure to draw up an adequate list of criteria and their 

variants will tend to under-differentiate anU distributional pattern 

which otherwise might have emerged. Secondly, we want the pattern 

which the YSp does portray to be relatively reliable in its numerical 

properties Ontra- and inter- VC variance, diagnostic values' of 
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cri teri ain di ff erent VCs); to the extent that our Ii st of cri teri a (and 

their variants) includes items not of relevance to the sample to 

which they are applied, all such figures are distorted, since such 

criteria have a variably depressant effect on the similarity 

coef fi ci ents between pai rs of speakers, and hence on the VCs whi ch 

are bui Itf rom such pai rs. 

(b) Di ff erent anal Usts wi II sel ect di ff erent cri teri a as a resul t 

of differences in the analyst's own different positions in the VSp. 

That is.. empirical observation and limited, but significant, research 

show that perceptual differences are likelU to result from production 

differences (Ladefoged 1960, Ringaard 1965, Liberman et a]. 1967). 

(For an-anal Usi s of di ff erences of audi tory/transcri pti onal behavi our 

in accordance with this expectation, see Appx- A, Section 6, p. 97 ff. 

for the segmental phonological case, and, though incomplete, Appx. B, 

Section F, p. 391 ff. for the prosodic case. ) Furthermore., an analyst's 

willingness to incorporate some criterion must depend on his 

exposure to jtý. N 

N This kind of difference., between selectors of criteria, is related to 
the relevance limitation (on exhaustive sampling of criteria) which 
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was mentioned above., since different criteria have very variable, end 
frequently unknown, area] distributions. 

We may characterise this limitation on exhaustiveness in terms of 

the geometrical properties of the VSp. Insofar as a given selector 

under- or over- represents any delimitable subsets of possible 

criteria, he will be operating with a topologically deformed version 

of the VSp. For the moment I shall assume that such analyst-based 

deformations are sustematic to some extent (3, CE)). 

N The locus classicus of topological deformation in its application to 
spatial and/or temporal pattern is Thompson ( 1942). As the number of 
investigators increased, given that they had different geographical, 
social and educational factors underlying their linguistic habits, one 
might assume that an increasing number of topological deformations 
would be contributed. However, because of the different types and 
directions of deformation., conflation of these different selections of 
criteria might tend to a regular (i. e. undeformed) VSp. In other words 
f or each new i nvesti gator there woul d be I ess to 'add' (or f ewer new 
def ormati ons to I egi sl ate f or). 

My acknowledgement that different analysts characterise different 

subspaces differently is important, since in reflecting the principle 

that different hearers hear the same speaker different] U, it is 

predicted by the model itself. ' 

(c) Because the stability of the similarity coefficients depends 
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upon most speakers being uniformly comparable, it is important to 

use criteria which have a highish likelihood of occurring in, or being 

made to occur in, an interview. This means that we can be more 

exhaustive in our choice of criteria from some linguistic levels (e. g. 

phonology) than from others (e. g. lexis). 

(d) The final limitation on the exhaustiYeness of the selection of 

criteria arises from computational and classificatory factors. Further 

details are given, in general, in Appx. D; for segmental phonology in 

Appx. A; f or prosodi cs in Appx. B; and f or sUl I abi c cri teri ain Appx. C. 

The criteria for the VSp are given in Appendices A, B, and C. The 

criteria for the SSp are given in Appx. E. In each case, the methods of 

collecting or establishing these different groups of criteria, the 

reasons for the form of their definition, discussion of their adequacy, 

and specification of the part they play, or the difficulties they may 

cause.. in any subsequent classificatory process, are all given in those 

Appendices. Thus, the Appendices bre by no means 'mere lists'.. but 

they present problems of implementation and their solution at a more 

detailed level than I am here concerned with. N 
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N For the writer, perhaps, as for the connoisseur, the greatest 
excitements are in avi3endice (O'Brien 1967, Eco 1985). 

For example, though the problems of the stability and optimality 

of dimensions haye been mentioned aboye.., it is only when the 

difficulties of establishing prosodic criteria are handled in Appx. B. 

that they are dealt with in any detail (Appx. B, p. 213 ff. ). 

Informant sampling 

It is important to emphasis that the optimum VSp requires not 

only a selection of criteria which is relevant to the area under 

consideration., but also a selection of speakers which represents 

those chosen criteria. Further.. that-though this may be a logical 

circularity, it is certainly not a methodological circularity N 

N Thi s asymmetry isI argel U exposed by the undoubted, but not we] I 
understood, complexity of hypermultivariate distributions (Kendall 
1957). 

Bluntly, one may say that little or nothing is known about sampling 

design for linguistic vari a ti on, either for specific studies, 

notwithstanding Labov's (1966) remarks, or, even less, in terms of 
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some distributional model, i. e. design generator (Rapoport 1963). 

Both because one wants to estimate population parameters from 

the VSp (e. g. the representation of a giyen VC in the population); and 

because one must try to fulfil condition (a(ii)) for an optimal VSp 

ýsee above), it is necessary to do some comparative analysis of the 

effectiveness of sampling procedures. Here I shall only discuss 

matters of the most immediate statistico-linguistic interest, and 

make passing reference to sample survey design technology (Moser 

1956, Yates 1960., Cochran 1968). 

At various points I have emphasised the importance of 

. distributionol notions to o modelling of linguistic variotion. One of 

the most thorny problems in this respect is our a prioristic 

knowledge that certain varieties of British English are both socialig 

prestigious and extremely thinly distributed, namely those I have 

labelled non-localised (NL). (Recall my discussion of the incomplete 

Gaussian distribution above. ) 

NIn the app] i cati on of the model here consi dered - i. e. to Tynesi de - 
this raises statistical problems, since the (statistical) population is 
vari abl y 'f i ni te'; more so f or I ocal i sed vari eti es than f or 
non-localised ones. 
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There are two solutions to this problem of the rarity of members 

of certei n types of VC. The fi rst is to suppi ement a random sampi e of 

informants with a handpicked ('judgemental') sample of informants 

knoyyn a priori to speak the required types of variety. The second is 

to estimate the number of new VCs which would be reyealed in a 

larger sampling of the same base population (Good 1953). The first 

method would enable one to construct an adequate classification 

which was nevertheless not statisticallU representative. The second 

method woul d not contri bute anythi ng to cl assi fi catory adequacy, but 

would give useful estimates of population parameters. 

Good (1953) recognises that where a trulU random sample n, is 

drawn f rom a population, N, then r/n (r = number of times a species 

(VC) is represented in n) is not a good measure of p, the population 

frequency of the species (VC), if r is small. By his method one can 

both estimate p more closely, and the number of new species (VCs) 

N 
which another sample would reyea y. 

N One's ded si on about the fi ni teness of the popul ati on woul d 
determine the estimator one used. Goodman (1949) *estimates a 
si mi I ar f actor, but f or denumerabi yfi ni te popul ati ons and under 
restrictions on sample smallness. Good's (1953) appeal lies, precisely 
in his concern with populations about whose underlying 

I 
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characteristics he makes no assumptions. 

One could thereof ter test Good's estimator bU drawing a further ý 

sample from the same base population. 'This, of course, would be 

extremely laboursome. The point I am making is that since we have no 

idea about the mathematical model which is best adapted to represent 

linguistic variation, we consequentlU have no ided how best to sample 

or Ii ngui sti c vari ati on. Theref ore comparati ve work on samp] i ng 

methods must be a necessar-U component of the implementation of the 

model. 

N It may eventually be more useful to propose an absolute sample size 
rather than a percentage of the base population (Moser 1958), in order 
for informants to be representative of their speech community. The 
tentative assumption underlying this %, vould be that the larger an 
urban community is, generally, the more members its linguistic 
groups will have, and not that it will have more linguistic groups. 
However, there seems to be some general statistical evidence on 
group-size which might undermine this assumption. It may turn out to 
be a problem of what is the required 'level-of -analysis'. 

Classification 

Taxinl8tric techniques are central to the functioning of the VSP. 

They are discussed and eyaluated in detail in Appx. D. See also Appx. 
k 
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A. Section 7, and Appx. E, p. 558 ff. Suf f ice it to say that each 

technique imposes a different definition on the notion cluster and 

hence elicits different mathematical properties from the data. Since 

any of the techniques available seeks to resolve or picture structural 

patterns in complex material, it is reasonable to expect 'reduction' or 

distortion of the date. The trick., of course, is to find an optimum 

distortion N. 

N In many cases there will be no single optimum distortion, not only 
because itis di ffi cul t to know what mi ght be oPti mum, but because 

a whole series of apparently equally attractive distortions may be 
found (Lance& Williams 1966,1967). 

The general principle may be illustrated by reference to one 

technique - the median weighted pair-group method (Sokal and 

Sneath 1963). 

Let us suppose that 26 people haye been interyiewed, 

b.. C ... z, and that the interview, where necessary or feasible, 

elicited the speakers' variant realisations for 20 criteria, 

1,2,3 ... 20. The linguistic aroysis codes each informant upon the 
'0 

20 criteria in the same order. Thus, 
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1,2,3,... 20; b 1,2,3,... 20; 

is the input tape. The program takes this input tape and makes 

comparisons on all criteria for all pairs of speakers 

a-b.. a-c,, a-d, a-z; b-c, b-d, b-z; 

and for each pair defines an overall measure of similarity 

20 

7, (O=b) 

I 
Sim a, b :- 

20 20 

(G=b) + b) 

where summation is over those criteria which are not 

non-comparab] 0. (Non-comparab] e cri teri a are those f or whi ch a 

val ue is mi ssi ng, f or some reason, f rom one speaker of the pai r). 

These similarity coefficients are put in a matrix bounded on both 

sides bg the informants On'the same order). 

Next the program builds clust. ers (VCs) of highlU similar 

speakers beginning with the pair (of Individuals or groups) with the 

highest MUtual similarity in the whole matrix of similarity 
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coef f icients. The pair so chosen is then treated as a new individual 

and their joint columns and rows in the matrix replaced by their 

median (Gower 1967). The similarities of the rest of the 

individuals are then recalculated in terms of this new value and the 

new matrix is scanned again for the highest mutual similarity. 

Only two members (individuals or groups) are permitted to fuse 

on any given cycle. As the clusters grow so the matrix shrinks. The 

program prints'each group in the order in which individuals join 

together with the similarity levels at which they join; the group 

(VC) mean similaritU is also provided. 

In the outcomes of many taxometric techniques, there are 

outliers. That is, there may be Vs which are not at all closely 

rel ated to any VCs. It mi ght not be enti rel yf ool i sh to expect that 

such discontinuities would be removed by the use of a larger sample. 

(That is, that we were once again confronted by the 6V rarity 

problem. ) Notice however, that the notion of 'variety' (whether hV or 

aV) is not discomposed by the likelihood of our finding continuities 

along parts or wholes of a dimension (Pellowe et a]. 1972, Pe Ilowe 
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1973). What distinguishes one group of aVs from another.. or one VC 

from another, is the differentials amongst the sums of the different 

sub-parts of dimensional continuities; not the necessity of 

discreteness from all other groups of varieties on some stated 

number of dimensions. 

It wi II be cl ear by now f rom vari ous remarks both about the 

nature of complex dependencies between the kinds of dimensions in 

the VSp, and about how the VSp must be thought of as working, that 

different dimensions are not expected to group people in the some 

way. Our disproportionate and inappropriate pleasure in seeing that 

di ff erent di mensi ons (cri teri a) occasi onal IU Lo group peop] ein the 

same way is an indication of how our capacity to think about pattern 

f a] Isf ar short of our obi Ii ty to operate wi th (behave in terms of ) 

extensively complex pattern (e. g. 'family resemblance' - cf. Appx. D). 

That is tantamount to saying that left-hemispheric conscious 

anal usi s [sc. f or ri ght-handers] can never match ri ght-hemi spheri c 

non-conscious 'analysis', or pattern 'apprehension', or the creation 

of 'gestalts'. (ILli-S 'pleasure principle' is clearly the source, possibly 

even the motive, for many of what Bazel 1 (1966) cal Is 
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correspondence fallacies. For further discussion see below Chapter 

4. ) 

To obtain diagnostics the program discards criteria which do 

not vary across the sample since they are, by definition, incapable 

of diagnosing, and then, for any given VC., it scans all the member 

values of each criterion, k, in turn and gives the diagnostic value., 

Dkx, of -k in x as nk/Nx, where n is the number of positive k variants 

and N is the VC membership (Beers and Lockhart 1962). N 

N For quantitative criteria , as opposed to qualitative (see below 
Appx. A, Section 2) this would need to be transformed to 

N/2(N- 1) 

E (ABS k O-P) 

Dkx = .0[N=i, 
j (i: zj) I 

Nx. kmax 

which is to saU, the sum of the absolute differences between all 
pairs of members over the group criterion maximum. 

Di agnosti c val ues near I or 0 (the maxi mum and mi ni mum) are 

positive or 'negative' key diagnostics. I must emphasise here, that 

these are linguistic diagnostics. That is, in terms of the 
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Wittgensteinian kind of classification involved, these are 

summaries of each VC's clumpiness: the diagnostics are as close as 

we can come to necessary and sufficient (Aristotelian) 

characteristics of group membership. 

The VSp/SSp f it 

When the diagnostics (however defined) of clusters in one 

hUpermultivariate distribution are used to attempt to SpecifU the 

probability of their OTU's being in a certain cluster of a different, 

non-directionally related, hypermultivariate distribution, the 

. problem of the relativity (or non-uniqueness or indeterminacy) of 

diagnostics is increased by at least a factor of two. 

As I have indicated, the sampled speakers are plotted 

independently in two multidimensional spaces, the VSp and the SSp. 

Clusters in the variety space are YCs. Clusters in the social space 

are SCs. Diagnostics are extracled for each VC. N 

N Thi s woul d have to be perf ormed at the si mpl est possi bl eI evel, 
because the relativitU of the constructs (power of changes of 
method over the 'clusteriness' of the data) cannot support the burden 
of statistical evaluation of the diagnostic power of characters 
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(eyen %ý, f or exampl e (cf. di scussi on of Urvel I& Syartyi k( 1969) in 
Appx. D, Section 4, below)). 

The next step, however, the one which most closely relates 

back to What ordinary hearers are hypothesised as sometimes doing, 

is the probi emati c step. Iti nvol ves sped f gi ng the SC to whi ch a 

speaker belongs bg means of the diagnostics of the VC to which he 

belongs. 

If this is impossible then It means: 

either, 

(a) that the model of What the hearer does ls COMPletely erroneous; 

in other words, 

elffier (1) linguistic variation is distributed homogeneously 

both with respect to the population of possible 

variants and with respect to the population of 

speakers, 

or (2) social variation is distributed homogeneousig both 

with respect to the population of possible variants 

and with respect to the population of informants, 
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(both (1) and (2) imply that the data are not 

clumped, or are unclusterable, and that the degree of 

variation is 'even' in each structural item of everg 

system), 

or (3) there is not even partial systematic predictivity 

from one set (or subset) of clusters to the other set 

(or subset) of cl usters: thi si mpi i es that no 

non-linguistic information, however crude, can be 

derived purely from characteristics of the linguistic 

signal; 

or 

(b) that the general goals of the TLS outline an essentially 

non-solvable problem. 

Si nce, unsurpri si ng] U, I do not wi sh to admi t ei ther of these 

possibilities at the outset, I go on to consider the difficulties 

raised by the constructed example of Figure 3(2). We may summarise 

the notation by saying that a number of variety-clusters are 

obtained, 1VC, 2VC, --- containing a specified number of highly 
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similar speakers, IVC7 , 2VC 
17, 

... for each of which we derive 

diagnostics (D), IDf or I VC, representing specif ied criteria, ID 150, 

f or cri teri on 150, and havi ng a parti cul or val ue wi thi na cl uster, 

ID 150(0.73). D val ues -range f rom 0 to 10n theory). Val ues cl ose to 

either pole indicate a key diagnostic. 

NA valqe of 1.0 would indicate that that criterion in that cluster is 
a (sample-based) necessary one, but of course it may not be a 
(population-based) sufficient one. 

We al so obtai n cl usters of i nf ormants who are si mi I ar in terms of, 

social attributes (I SC, 2SC, -- -) each having a specified numbe'r of 

members, I SC 12 
, 2SC 16, 

---- 

Consider this situation (see Fig. 3(2)). We have a social cluster, 

I SC 12, consi sti ng of twel ve i nf ormants, i 1,2,3 ...... 12, and we ask 

what is the'social specificity of D 150 with respect to this SC. Only 

when there is. a complete match between the constituents of a VC 

and the constituents of the SC in question, can the answer be a 

simple one. (See Figure 3(2), for the visual equivalent of what 
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follows. ) - 

That is If 3SC 10 1.42.. 3,..., 10, and VC 10 7- i 1,203,... 10, . then the 

social specificity Of 4DI50 to 3SC'() is simply its value, 

150(030). Di agnosti c val ues, it wi II be recal I ed, are cl uster 

based.. not sample based. An inherently more likely situation, when 

one considers the relativity which is imposed upon the two 

multidimensional spaces by the particular coefficients and sorting 

methods which are used, is that any given SC will be dispersed 

across more than one YC, and, conversely that any given VC will be 

represented in more than one SC. 

Thus I SC 12 mi ght be di spersed as f ol I ows: 

i 1,2,3,4,5 in IVC7. 

17 i 6, @7#8 
in 2VC 

i 9,10,11,12 in 3VC4. 

(Read 'Five of the informants in a social cluster of twelve members 

also appear in a linguistic cluster which has seven members' etc. ) 

The social specificity of a linguistic diagnostic (D150 to I SCn) 
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must therefore be some function of the average diagnostic value for 

all the VCs represented in the SC. The problem, of course, is to 

define this function. Three elements which might usefully be 

incorporated in the function spring to mind: 

(i) the number of VCs which are represented in the SC (in this 

case 

(ii) the fractions of the SC represented in these VCs (in this case 

5/12,3/12,4/12), 

(iii) the fractions of each relevant VC which this SC incorporates 

(in this case 5/7,3/17,4/4). 

There are.. however., other., less determinate elements which 

must pi ay a part. For i nstance, if we had ID 150(0.75) 0n the above 

example), and 2D150(0.75), even though these (1Vý, 2VQ fractions 

cover 2/3 of I SC, neyerthel ess the f act that 3VC is comp] etel y 

represented in I SC involves us in the consideration that the value 

which it contributes (in the form Of 3D, 50(x)) ought to be positively 

weighted, but in a WaU which is not at all clear. This problem is, 

apparently, a novel and interesting one in taximetry (Pellowe 1973.. 
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Sneath 1972). However, from what I have been able to discover 

(Bobisud & Bobisud 1972, Gower 1973, Malone 1975, n. d. ), there is, 

in the foreseeable future, unlikely to be a theoretical 

(mathematical) solution to this problem, let alone an algorithmic 

one 

Naturalness & Hearer Judgement Tests (HJTs) ,- 

I have referred, at various points, to different kinds of 

adequacy - of criteria, of classification, of informants, of mapping 

functions.. of the analytic objectivity of linguists, of the model 

itself. Evaluation procedures fall into two broad classes: internal 

and external. 

Internal evaluation depends upon the contrastive comparison, at 

various levels, of the different VSps we can generate by variations 

of input speakers.. variations of criteria, variations of the definition 

of si mi I ori ty, vari ati ons of the techni que f or f ormi ng groups, 

variations of the method of obtaining diagnostic features. 

External evaluation would depend on the nature of the 

responses made in hearer judgement tests of various kinds. Clearly 
I 
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these two maU be fused by designing the judgement tests to match 

the particular output of any generated VSp (cf. Fig. 3(l)). We 

reiterate that such a general, controlled generation of constructs is 

necessary becduse 

(a) we have no idea of the general mathematical properties of 

linguistic variation (distribution, continuity etc. ); 

(b) we do not know at what level the intersection between the two 

multivariate distributions (linguistic, x-linguistic) is most 

gni fi cant 0n ei ther a causal or a resonance sense). 

A proposal for hearer judgement tests (HJTS) constitutes an 

attempt to reconnect the abstraction of the products of the VSp and 

the SSp to the behaviour of actual hearers, even in the face of our 

ce6ýinty that Vs and hVs cannot ever be persuaded to converge. 0? 

What., then, coul d HJTs show? In what f ol I ows I mere] y present an 

extremely programmatic sketch of the possible content and 

interpretation of such tests. 

Even in the face of test situations and test materials of 

di ff erent ki nds, one woul d expect di ff erent real Hs to j udge the 

same speaker differently, either because of their different, norms of 
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linguistic comparison, or because of their different norms of world 

view, or (most likely) because of a combination of these two. Some 

of the kinds of question one might be looking for answers to are: 

(I)Is the speaker a Tynesi der ? 

(2) 1s the speaker the some ki nd of speaker as the hearer be] i eyes 

himself to be 

(3) Are these two speakers the some kind of speaker as each 

other 

(4) What kinds of x-linguistic information can hearers derive ? 

(5) How much linguistic material is required to. derive each jUpe of 

x-linguistic information 

(6) How specific can hearers be in attributing a piece of 

information to particular, or types of, linguistic variants ? 

(7) How certain are hearers of their judgements concerning the 

x-linguistic information inhering in some stretch of speech ? 

(8) What promotes a hearer to revise his judgement about (some 

characteristic of) the speaker ? 

Of course there is an infinity of such questions, and it is important 

to stress that whatever answers were obtained to these questions., 
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regardless of the tUpe of material to which they referred, they 

would not necessarilU be easU to interpret, nor to group together in 

coherent ways. 

Broadly speaking I enyisage two types of situation in which 

material is presented. to hearers: 

(i) a situation in which the hearer is in mechanical control (bU 

means of a pause pedal or some such device) of a lengthy tape of a 

speaker (or a dialogue), and is encouraged to stop the tape at anU 

poi nt and di scuss hi s or her i nf erences about i nf ormati on concerni ng 

the speaker (or speakers). In-this kind of task one would be 

concerned, amongst other things, to determine the extent to which 

hearers f el t the need f or new metal anguage; 

(ji) a situation in which the tester is in control of the material 

which might take the form of very short extracts (one word or 

phrase), or of mutilated (reversed or inverted tape) extracts-from 

0 real* material. In these situations the hearer might be expected to 

respond on some scale of judgemental Possibilities decided in 

advance by the tester. 

In either case, the idea that there could be anything like a 
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"degree of accuracy of hearer response" is rendered implausible by 

the following consider6tions. 

(1) The H's judgement about the speaker may be complicated by the 

H's inference of his own social and/or linguistic proximity to the S. 

(2) It is likely that the social scales upon which the H judges the S 

are not independent, and that there is a one-manU relationship 

between social and linguistic variants. 

(3) it is possible that there will be a correlation between the H's 

own social profile and those parameters which he uses to judge 

other Ss. 

(4) it is impossible to isolate one of the cooccurrent (sets of) 

features (semantic, syntactic, prosodic, segmental phonological) 

which may be promoting some judgement. 

In spi te of al I thi s, itis necessary to try to see how f ar one can 

get - even if the metalinguistic education of the hearer has to be 

undertaken -in estabi i shi ng the extent to whi ch hearers may or may 

not be able to operate with notions (or surrogates of them) such as 

'linguistic profile', ', V', 'VC', TeU diagnostic', 'diagnostic', 

'positive/negative diagnostic', 'in- out- group', 'diasystem', 
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'linguistic subsystem', 'linguistic variant', V distance', V 

direction'; and so on.. and so on 

Problems of modelling 

I am aware of several general problems in empirical modelling 

processes such as this; I shall briefly discuss five of them here. 

I. The encapsulation vroblem 

This is a serious methodological problem which has major 

consequences for the interpretation of results. It is often caused by 

the particular model which is adopted. I shal I give one example from 

the TLS iond one from the Labovi an model (Laboy, 1966). 

From a statistiCal point of Yiew the problem may be thought of as 

arising from the fact that one is dealing with at least a part of two 

intersecting hypermultivariate distributions, and that there is a 

consequent attributional problem. For example, in the TLS, it might 

reasonably be asked what would happen if (instead of dispersing 

informants independently in the two different spaces (VSp & SSp), 

and then looking for a mapping function to relate the clusters in one 

space to those in the other) we established just one space whose 
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dimensionalitU inyolyed both linguistic and x-linguistic characters? 

If (for the two space model) the 
- 
V5ýp-, 

- - projects discrete 

clusters and the -. 
SSý 

, -. projects compositionally different 

discrete clusters (which we know is the case), then a 'simultaneous' 

social/variety space (SVSp) would presumablU represent the 

individuals as weakly dissociated groups showing extensive 

. chaining' or straggliness. In interpretive terms, the single space 

(SYSp) model would be unduly restrictive since it would always 

tend to uniquely associate a particular pattern of linguistic variants 

with a particular pattern of social attributes (and conversely). it 

would constitute another of Bazell's 0 966) correspondence 

fallacies (see also below.. Chapter 4). 

In other words the encapsulation problem can be seen, in many 

cases, as the ways in which a certain subset of the variables is 

pre-empted as to its role by the model. The Labovian case is 

different but exhibits some of the same general properties. The 

occurrence of casual style for Laboy is signalled when at least one 

criterion from each of two lists (channel cues and situation'al cues) 

is conjointlU satisfied by a given passage of speech. The channel 
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cues are: i ncrease in tempo,. i ncrease in breath rate, I augh, overal I 

change in pitch range, overall change in mean pitch (usually 

upwards). It so happens that these features could be quite 

legitimately considered as linguistic criteria in the sense of this 

model. If they were so considered, then clearly the discrimination of 

stUles would be confounded. 

2. The relativitu problem 

Replication, one of the cornerstones of experimental psychologU, 

does not play much of a role in the linguist's (or the sociologist, s) 

life. Sociolinguists, who are centrallU concerned with Yariability, 

should be more willing to examine the extent to which they are 

unable to remove themselves from their own linguistic experience 

as speakers and hearers, or f rom bel i ef s about, and precepts f or, 

that experience, or from their folk-linguistic views however subtle. 

But it is possible to build this kind of relativity amongst analysts 

into the constructs, by classification, of the informants (see below., 

Appx. A, Section 6; Appx. E3, Section F). The general problem must be 

true for pragmatic, semantic, lexical, syntactic and prosodic 
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cri teri a as we] I as f or phonol ogi cal ones (Ladef oged 1960, Pel I owe 

et al. 1972b). 

In the model sketched above, these differences are conceived of 

as contributing topological deformations to the relevant subspaces 

of the variety space. It may or may not be reasonable to assume 

that the sum of these topol ogi cal di storti ons gi ves a regul ar space 

(gi ven that there were a wi de enough range of anal Ust di ff erences); 

but the oni U waU of testi ng thi s wi II be to produce di ff erent 

classifications, partialling out a different analyst's contribution on 

each occasion. 

3. The I evel s vrob] em 

One of the most crucial issues in sociolinguistics in terms of 

the results obtained and the conclusions drawn on =set of data 

which includes linguistic and extra-linguistic variables, is levels of 

abstraction which are set as relevant for the variables concerned. 

This matter has received LgM little attenti on. Garvey and Dickstein 

(1972), in an important contribution, show how in terms of sex, s-e 

status, and race, the correlational behaviour of a complex 
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possessive construction varied widely in terms of the level at 

which it was analysed. Pellowe et a]. (1972), in a critique of part 

of Labov's model, claim that the reverse is also true, that is.. for a 

given level of analusis of a linguistic variable, changes in the level 

of analysis of the social or other extra-linguistic variables will 

also radicallU alter the correlational pattern. Hearers are capable 

of operating at different 'levels' in the above sense. This problem 

merits a great deal of work. 

4. The reticulation problem 

Independent of the 'leyels problem', though interacting with it 

importantly, is the question as to how much structure; or, in another 

dimension., how much detail, variables should be coded with. This.. 

like all the other problems I have outlined, is partitj a matter of 

purpose, but of ten also, it is a matter of invention (the structure of 

the variable as a variable has not been worked out before). For 

example, the detailed structure of the localised Tyneside ( LT) 

pronoun system (see 4PP'm- C), Of LT double modals (see . 4ppx. C), of 
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LT prosodic sUstems (see Appx. 0), 'or of LT reduced vowels (Appx. A) 

were simply not known until we wanted them as dimensions of the 

VSp (Pel I owe et a]. I 972a). 

The problem is analogous to the process which Halliday called 

delic'acU but it is complicated by the fact that the features are 

bei ng f ocussed upon es veri abl es (f or correl ati on, i ndexi ng, 

cl usterj ng, etc. ), and hence thei r number and structure wi II di rectl y 

affect central statistical parameters (variance, kurtosis etc. ). 

5. The retrievability problem 

All coding systems throw information away. There is probably 

a rather small number of ways in which this can be done optimally, 

and they are almost certainly all expensive. Having one's data in a 

form which will satisfy all demands upon it in the future, is not 

possible, but there are generally established principles about data 

structure in both sociology and linguistics which ought to guide one 

to a certainty about what needs ai mi ng for. The TLS has of ten 

wanted to be able to afford to have a linear, nested coding system. 

This would enable one., for instance, to retrieve computational ly, 
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rather than by hand, the co-occurrence of any character (say 

epenthesis) with any other(s) (say pitch range features and 

nasalisation) at any given structural level (say syllable). Such a 

form of coding, though expensive in terms of storage and retrieval, 

would be immensely useful. 
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Chapter 4 

Consequences and comparisons 
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"There is a common quality among all beings and things ... 
[which] is 

'anicca', a constant decaying and changing which is 
uncontrollable" (An unnamed Buddhist scholar in Wat Sraket, Bangkok, 
quoted by Hamilton-Merritt (1979: 55)). 

"The order that our mind imagines is ... like a ladder, built to attain 
something. But afterward you must throw the ladder away, because you 
discover that even if it was useful., it was meaningless ... The only 
truths that are useful are instruments to be thrown away" (Eco 1984: 
492). 

"All 'explanations' in language are circular and leave the most essential 
things unexplained and undefined ... Where do I begin and end in space? 
I have relations to the sun and air which are just as vital parts of my 
existence as my heart" (Watts 1987: 45-6). 
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Abstract. 
This chapter gives a'summary account of the methods and 
theoretical positions which I have made use of to handle linguistic 
variation and indicates how they relate to the methods and 
theories of others. There will be no attempt at closure or finality; 
rather, 'it will appear that a framework within which linguistic 
variability could be properly considered has barely begun to be 
imagined. 

Larýgely from the point of view of the ecologist-hearer 

specified at the end of Chapter/, 

,I 
shall deal here with the -qzý 

12 
,P 

following matters: 

(1) the economic and epistemological utility of 'results' in 

investigations of linguistic variabilitU; 

(2) classification as a hearer process and as a research method in 

the interpretation of linguistic variability; 

(3) the reasoning behind including and excluding linguistic criteria 

and informants in surveys of linguistic variability; 
CLS EýC Ct 

(4) variation in prosodic systems/pro'viderýhe prime and 

grimmest test of both sociolinguistic method and theorg; 

(5) the inhomogeneity of obseryer/analyst effects; 

(6) the psycho-social necessity of the notion of whole 'speech 
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varietU'; 

(7) the utility of the ecological frame as a source of 

indeterminacy; 

(8) the problem of theorylessness in studies of linguistic 

yariability 

First however, it will be useful for us to have beside us a 

powerful but much neglected idea of Bazell's (1949,1966). It is 

useful because in warning us against correspondence fallacies 

Bezel] is actually adumbrating the bases for a quantum linguistics. 

The reason why I do not believe that most efforts in 

variationist linguistics and in sociolinguistics are directed at the 

problem of limitless variability in languages (Ch. 1) is precisely 

that they fail to handle linguistic variability in its own terms. And 

this failure operates at the ontological, the theoretical, the 

methodological and the interpret. ive levels. To some extent the 

problem may be caused by terminological blinding. (Some such 

chain of association as: linguistic Yariability is the sum of 
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linguistic variations, and these variations must be variations of 

something inyariant; the sum of these inyariants is a series of 

systems, so linguistic variability arises from, depends on, is 

subordinated by, linguistic systems. ) 

Belief in such a chain would constitute an illustration of the 

ontological failure. The theoretical failure is illustrated by all 

those cases in which linguistic variability is to be handled by an 

expansion and modification of a theory of linguistic systematicity 

(as., for instance., those which extend and weaken Chomsky's 'ideal 

speaker-hearer in a completely homogeneous speech community' 

(Dierwisch 1977, -Hymes 1972, Labov 1966)). Methodological 

failure follows from the theoretical.. f or instance in the shape of 

the variable rule. And interpretive failure is to be found wherever 

a determinate meaning, in terms of speaker variables or group 

variables, is proposed for some specified linguistic variant. 

However, a far more significant source than terminology for 

the failure to account for linguistic variability in its own terms is 

the failure of linguists to consider.. let alone to try to work with, 
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the notion that individual persons both are all different and are all 

creative. SoUing that sentence 

'Individual persons are all different and are all creative' 

enough times to begin to be able to create a meaning for it, and to 

begin to be able to reflect upon it, is a first step in coming to 

know what treating variabi Ii ty in its own terms might feel like. 

A quantum linguistics, then, would be constituted on the 

mutuallU excluding complementarity of both 

(a) a flux of. overlapping continuities, and 

-a system of categorial oppositions; 

whether in respect of languages or of linguistic expressions. 

The flux (variability) is necessary for the creation of her/his 

individuality by each individual. The system is necessary so that 

hearers can economise in their seeming avoidance of a strict 

solipsism. Of course, both variability and system are endlessly 

recreated by successive individuals. Note that, according to this 

argument, the view of a language/linguistic expression as flux is 

theAmmarked', or 'prior', state - the needs of the individual to 
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construct his individuality for himself necessarily precede his 

need or wi IIi ngness to be an ef fi ci ent creat i ve hearer f or others. 

(I return to this, only tangentially, in (8) below. ) 

Bazell's idea (1949., 1966) is simplU that the postulate of 

solidarity between linguistic systems remains to be proved, and 

that.. more generally, any assumption of correspondence (between 

any phenomena, states, categories, systems, etc. ) will almost 

always be fallacious, or engender fallacies. N 

N His initial sketch of the problem was in reply to Question 1, 
precirculated to participants in the 1949 International Congress 
of Linguists in Paris (the VIth), which asked 

"Existe-t-il des categories qui soient communes 6 
l'universi tali 0 des langues humaines? Dans quelle mesure 
peut-on asseoir sur Fetude des cat6gories une classification 
structurelle des langues? Quelles corrections doit apporter en 
cette mati6re une Rude diachronique aux conclusions de 
Vetude synchronique? " (Bazell 1949:. l 15). 

Bazell pointed out (1949: 115) that the question presupposes an 
image of linguistic categories "as 'niches' capable of being filled 
or remaining vacant in one or another language [or variety A", 
whereas the potential types do not form discrete slots, but 
"over] ap so that itis sel dom or never f easi bl e to i dentify a 
category in one language for variety A with that in another". He 
goes on to say that any giYen-definition of a category "will risk 
associating dissimilar facts and separating related facts". Any 
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particular opposition will cut across equally important, instances 
of the general opposition between dependent and independent 
which is one which allows "infinite gradations, and each language 
(or variety A chooses different boundaries (with different 
boundary-signals) along the line of the same opposition" (1949: 
115). Bazell goes on to say that such coinmon linear oppositions 
enable one to compare, though not to identify categories in 
differe 

' 
nt languages [or varieties], and concludes that 

.. structural classification must start from small systems and not 
from languages as a whole, since the postulate of solidarity, so 
far as it is not tautologous, remains to be proved" (1949: 116). 

1n hi sI ater paper, Bazel I( 1966) exami nes aI arge number of 
examples of the correspondence fallacy occurring in different 
treatments of various topics in structural linguistics. What he 
calls the correspondence fallacy is in fact 

"a whole family of fallacies which, though they may shade 
imperceptibly one into the other, often show little similarity 
in their most extreme form" (1966: 271). 

The prototype f or a] I the f a] I aci es is the assumpti on that two 
distinct sets of criteria will, in the face of given data, 
necessarily lead to. isomorphous analyses. In one of its more 
sophisticated forms, Bazell says, the fallacy occurs when, though 
it is recognised that there is no one-one relation between two 
units, it is not recognised that there is no necessary relation at 
all. 

"When taken as working principles rather than as postulates, 
such assumptions are still fallacious. But it'is of course no 
fallacy to assume (at least as a working principle) that two 
units coincide more often than not. Nor is it a fallacy to 
assume that it is possible to devise, a posteriori, two sets of 
criteria which'will lead to very similar results ... The 
fallacy lies in assuming a one-one relation between the 
results of criteria which have not been selected with this end 
in vie [emphasis added] (1966: 271). 

The complementary fallacy is clearly the one which supposes 
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that since different sets of criteria lead to different results these 
different sets of criteria must necessarily be handled separately '. But.. Bazell says (1966: 272), there are less sophisticated and 
more prýypical fallacies. One such supposes that some single, 
necessary and sufficient criterion will lead not to a unit fixed by 
some other criterion, but rather to some unit already recognised 
by field workers, tradition or the 'linguistic conscience'. 

"The, complementarg fallacy is sheer scepticism: the unit 
cannot be def ined at al I (Dani el Jones f or the phoneme, A. S. C. 
Ross for the morpheme)" (1966: 272). 

He argues that there will never be an end to the 
pseudo-discoveries in linguistics until it is realised that "the 
frontiers of a category are arbitrarij until the specific purposes of 
the delimitation are known" 0 966: 274); such a principle is often 
recognised, but it will frequently lead to erroneous conclusions of 
the type which says 

. since there is no one bounded category, serving all purposes, 
it is assumed that there must be several differently bounded 
categories, each necessarily deserving a name of its own" 
(1966: 274). 

The dissolution of these., as of other, correspondence 
fallacies must depend upon a recognition of marginality and of 
centrality, upon an understanding of the limits of applicability of 
criteria, upon an ability to see and admit overlap and gap, and upon 
a willingness to entertain the possibility of the unboundedness of 
units and categories. In short, we must be willing to operate 
especiallU in respect of our defined units and categories_ with a 
certain amount of slippage and uncertainty. 
(And compare Popper (1966: 19) who is confident that this doesn't 
matter provided we "keep within the penumbra of vagueness"; and 
Lakatos ( 1976: 100-102) "you never get out of f a] sehood ... you 
never get out of vagueness ... If you want- [your subject] to be 
meaningful, you must resign of certainty. If you want certainty, 
get rid of meaning. You cannot have both. ") 
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Clearly the whole family of correspondence fallacies is 
ubiquitous-. Their occurrence is not restricted to treatments of 
phonetics, phonology, morphology and syntax in linguistics, any 
more than it is to linguistics rather than history, sociology, 
mathematics and biology. 

We may conclude by quoting at length from Bezel] (1977b: 
1-2): 

.I can see no reason why (a priori) intonational sub-varieties 
should answer e. g. to segmental consonantal sub-varieties on 
Tyneside or anywhere else: to assume so would be a good 
instance of my correspondence fallacy, but of a kind not 
available to me when I wrote, since of course then Laboy had 
not yet been heard of. 
It would of course be reasonable to expect a fairly good 
correlation between some varieties: it would be just as 
surprising to find it in none as it would to find it in all. 
Intonational and segmental phonology are not likely 
candidates f or a very cl ose rel ati on, in the absence of a sti II 
closer relation between. consonantal and vocalic segmental 
phonol ogg. " 
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(1) The utility of ýresults* concerning variability 

if one of the (mutually exclusive) ways of 'seeing' linguistic 

phenomena is as a limitless flux, then a new meaning will have to be 

attached to the word 'results' arising from anU serious investigation 

of anU part of that flux, since it will naturallU permit the 

generation of many possible sets of results. As I shall suggest in 

the next section., there is every likelihood that there can be no 

external criterion for judging the best, or the most appropriate, or 

the most revealing set of results from all the possible sets of 

results. Because of that problem, there can be no additiyity from one 

study to another. To assume that some chosen set of results from 

any such study could have useful implications for another such study 

is an example of the correspondence fallacy. 

Thus.. discussing urban dialects in the British Isles, Lesley 

MilroU (1984: 207) in a critical account of the TUneside Linguistic 

Survey suggests that "an imbalance of interest in favour of 

methodology and theory has led to a relatiye weakness of results". 

But such results as are ayailable are recognised as "stimulating and 
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innovatory". (I presume that we are meant to unravel, and finally 

reject, the 'causative implicature inMilroy's first remark; we are 

meant to interpret 'weakness' as something quantitative - 'there 

aren't enough'results', and reject 'jejune' ". insipid', on the grounds of 

the second remark. ) 

Similarly, the Final Report on Project 5490/1 to the Social 

Science Research Council was submitted in 1980 (and cf. Pellowe & 

Jones 1979b) and accepted by the SSRC. Several months later, 

however, a letter was received asking both for more results, and for 

simpler results, as if the quantity and simplicity of results were 

freely manipulable variants reflected by and in a person's 

report-writing style, rather than being something to do with the 

data gathered, the skills of its analysts, and the methods uýed to 

handle those data. 

What these brief examples show is that professional people, 

especially academic ones, somehow manage to believe first that 

Wogress' in respect of some problem or topic is a possibility, and 

secondly that it is brought about by the piling up of 'results'. The 
k 
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creative view of mind (Sampson 1980) costs grove doubt on the 

tenabilitU of both of these beliefs. 

Furthermore, in the model I am here trying to develop end test, 

the economic value to the ecologist-hearer of any given real-time 

processing of variability is evanescent. Its epistemic value may be a 

good deal longer lived, to be sure, but only of ter further processing 

and abbreviating -ý to give for example further detail to his hVSP, or 

to add further conditions to the mapping functions between his hVSP 

and his ýSSp, and so on. 
I 



193 

(2) Classificatorg methods in the handling of variability 

We need to distinguish here between discussion of, on the one 

hand, processes which are hypothesised or believed to be those used 

bU real individuals in their dailU lives for the purpose of processing 

manifestations of their worlds and creating meanings for them; 

and, on the other hand, methods which are used in research which 

attempts to model those behaviours. 

I shall deal with these in turn. 

There is a vast amount of evidence in the. psychological 

literature that classificatory processes of one kind or another 

ubiquitously underlie many, if not all, different types of human 

behaviour and human understanding (Bateson 1979,1985, Cattell 

1966, GregorU 1970, McQuittU 1967c., 1966b, Minkoff 1965, Norman 

1970, Popper and Eccl es 1977). Johnson ( 1970) opi nes that. -at I east 

in euro-centric cultures (but see also Berlin et a]. 1974., and 

Hunn1977), classification amounts to an obsession. Attempts to 

provide computing machinery with the same skills have used these 

same techniques (Bobrow &Collins 1975). 
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A particularly pleasing example is provided by Fillenbaum & 

Rapoport (197 1). One of their methods of collecting information 

about the ways in which the lexicon varies from individual to 

individual is to get informants to group (by connecting) words 

according to their similarity. The method of grouping/connecting is 

open to the informant. MU own replication efforts with various 

groups of students, -with'whom I was able to discuss their 

techniques, produced many of the different kinds of classificatory 

process discussed in Appx. D. 

As to the processing of linguistic variability, LePage & 

Tabouret-Keller (1985: 153) feel that "the clustering process itself 

provided a reasonable analogue for what we supposed to be 

happening in real life. [And though] this view has since been 

challenged -. 
[it] remains our view". It is my view too. (See also (6) 

below. ) 

In spite of this view, McEntegart & LePage (1982) have doubts 

about the Liýnig jusefulness of classificatory methods in research 

into lingýstic variability. They say that even though "cluster 
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analysis may be useful, it should be viewed as an exploratory 

method" (1982: 12 1). Furthermore, 

. even with the best possible date there are severe limitations on 
the usefulness of cluster analysis in sociolinguistics. Whatever 
linguistic variables are selected, if variants are socially marked 
clustering is bound to pay most attention to those factors which are 
most strongly marked' (1982: 123-4). 

This negative generalisation seems to me to be a serious error. 

The reyiew and reanalysis of their data, and of its treatment by 

their clustering program, says something about the interaction 

between McEntegart & LePage's data and its primary (linguistic) and 

sI econdary (classif icatory) analyses. Nothing in their remarks shows 

anu connection with other classif icatory treatments of other 

linguistic data collected and analysed in different manners. 

The only principled basis there could be for such a 

generalisation would. b. e the existenc of precisel! l that which we 
i 

lack in order to make an informed choice of classificatory method in 

the first place, namely an understanding of the distributional 

regularities underlying linguistic variability and its social 

representation. 
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For example, I do not know, nor does anyone else know, what 

the degree of continuity of each/he linguistic criteria specified in 101 

Appx. A is in the Gateshead-Newcastle speaker population. As far as 

I can imagine any combination of types and degrees of continuity in 

the, criteria across the population would be possible Nevertheless., 

the point is that the classificatory processes work. And they work 

in a woU which fits them for their heuristic role. 

Appx. A, Section 7 and Appx. E, p. 558A ff. give, respectively., 

classifications of 52 informants (45 from Gateshead and 7 from 

Newcastle) in their VSp (for segmental criteria) and in their SSp 

(Jones 1978 (= 1983)). It is quite clear that though the patterns are 

complex, they are interpretable. The classificatorg methods which 

were used haye properties (of sensitivitq and robustness) which are 

fairly well understood (Wishart 1969, Sneath & Sokal 1973, Everitt 

1974.. Jardi ne & Si bson 197 1 a). The same methods were appl i ed to a 

second sample - sample 2- not reported in this thesis. 

Sampi e2 (Pei I owe & Jones 1979b) compri ses samp] e1f rom 

which were subtracted the 7 Newcastle informants (i. e. those 
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constituting KI= KA = Ky (see Appx. A, Section 7)), and to which a 

further 12 Gateshead informants were added. Sample 2 thus 

consists of 57 informants, all of whom were drawn bg the same 

sampling process -'a stratified random sample. The speech of all of 

these informants was analysed by the same analyst (i. e. analyst C of 

the calibration experiment (Appx. A, Section 6)). 

[Computer programs (written by Val Jones - Pellowe & Jones 1979b) 

checked the raw data files of the 12 new cases to see if 

zero-variance Variables eliminated in the case of sample 1 were 

now present. Ten such Sts were found. (Their codes in the Appx. A 

catalogue being: 00043,00103,00264,00304,00602,00722. 
$ 

00825. ) Data files for the"old' 45 informants then had to be 

reprocessed to re-incorporate these variables. The reverse problem 

also occurred, namely, that, with the removal of the Newcastle 7, 

variables which had not been zero-variance variables in sample 1 

became'zero-varience variables. There were 26 such Sts. ] 

Changing the case list (informants) and changing the variable 

list (criteria) clearly completely alter the basis for the 
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classifications which will be obtained., even though most of both the 

dimensions (criteria) and the most of the contents (informants) of 

the VSp are the same. 

We know that smal I changes such as these for the methods 

involved can cause chaotic alterations in the resultant 

classification (Minkoff 1965, Sneath & Sokal 1973 (& Appx. D)), but 

in the present case this did not happen. Of course there are changes 

but equally significant there are preseryations, stabilities. 

In respect of the interaction between these date and their 

primary and secondary analyses, McEntegert & LePage's generalised 

criticism is simply wrong. Classificatorg processes have shown for 

these data that they contain structure which is partially stable in 

the face of small changes in the data. This indicates that linguistic 

variability is amenable to treatment by multivariate taximetric 

processes. (It now seems to me possible that a serious comparatiye 

investigation of such taximetric processes in respect of a given 

data set of linguistic Yariation could begin to yield some 

information on the underlying mathematical properties of such 
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linguistic material. ) 

In addition, the kinds of changes of result which were brought 

about by the changes of data look promisinglU like the sorts of 

changes one would expect to be true for our real ecologist-hearer 

f or si mi 1 ar ki nds of di ff erent sampl es. 

Indeed; the range and complexitU of speech samples which hearers 

interpret, often in differing ways, encourages me to believe that 

this kind of modelling is not too wide of the mark from a cerebral 

(Good 1972) as well as from a linguistic point of view. 
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(3) Including and excluding variables and informants 

The very success of Labov's (1966) too] as the basis for 

practical surveging matters in sociolinguistics has stopped people 

from thinking deeplU about how and whU the too] works. Compare the 

effects of Schr6dinger's waye equation on. the deyelopment of 

quantum mechanics (Gribbin 1985). 

Laboy (1966,1972) makes three undefended assumptions which 

are examples of what Bazell (1949,1966,1977b) has called 

correspondence fallacies. The assumptions are: 

that examining the variation in a small number of structural 

items (phonemes) constitutes a suitable data base for a large scale 

survey of linguistic variation, and that the findings accruing from 

the examination of one such small set of structural items will 

pattern after the findings of any other such small set of items; 

(b) that from the sociological point of view, the primary nexus 

between the social and the linguistic, in social/linguistic variation, 

is socio-econornic class, and that an examination of the nexus at any 

other levels of either or both the social and the linguistic would 
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produce results which were reductively predictible from those prior 

results (Labov 1972); 

(c) that4rom the interpretive point of view it is reasonable to 

attribute to a whole speech community patterns of productive/ 

receptive linguistic behaviour which have only been observed in a 

small sample prestratified in term i nguistic belongingness and in 

terms of socio-economic class. 

Thi s rati onal ef or choi ce of vori abi es, by bei ng 1 ocal 1g sei ect i ve, 

and by, trecting'the variables atomistically (i. e. as totally 

independent of each other), both limits the proper generalisability 

of the method and pre-empts the resultant stratification in terms 

of its stereotyping characteristics. There is no evidence to indicate 

that stereotypes are the limit of interest in variety date, nor that a 

stereotypical interpretation of variation of this type is all, or is 

eyen the most important thing, that is produced by the mind's ear of 

the hearer 

Put another way, I eschew the constraints of the three 

assumptions sketched above, believing that the model presented 
I 
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here will not only generate Laboyien variables analytically (for a 

sketch of this see Chapter 3), but will'indicate the extent to which.. 

and're6sons whU, other parts of the linguistic structure are 

candidates for this role., 

Any investigation which requires an adequate typology of 

speech varieties must have a maximal selection of variables which 

are representative of the population which is to underlie the 

typology 
_and must have a selection of informants which overcomes 

the problem of type rarity. Any investigation which wishes to make 

inferences from its sampled informants to the underlying population 

at large must involve itself with random samples. It is specious, in 

respect of this lost requirement, to claim (Labov 1972) that 

linguistic variability is distributed in such a way as to make random 

sampling unnecessary - when in fact the very methods Labov uses 

are such ins to make it impossible for him to know anything about 

how linguistic variability is distributed. 
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(4) Variant prosodic systems as the grimmest test 

In Appx. 61 have tried to est6blish -a thesis within 6 thesis - 

that prosodic realisations varg lectally as well as being the 

carriers of affective, syntactic, semantic, and metalinguistic signs. 

But working out how they do this is not so easy. I used two methods. 

The fi rst method attempted to estabi i sh useabi e di mensi ons f or use 

in the VSp by means of mapping the co-distributions of various 

prosodi cf eatures in the speech of sampi e-surveU i nf ormants. The 

second method attempted to converge on solutions of the first 

method by the use of experimentally manufactured spoken model 

sentences and their imitations. Some parallelism was discernible, 

but no real convergence. A 'good deal of further working out is 

required (Pellowe (in preparation.. a)). 

Why do I claim that prosodic variation constitutes the 

grimmest test for sociolinguistic theory and method? Not simply 

because I find it interesting and difficult! It is the hardest test 

because 

(a) the vari ants suffer from low recognisabi I ity, and 
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(b) prosodic variation is both close to the idiosyncratic level of the 

individual's sense of identity and close to the largest group level an 

individual might construe himself to be in. 

The problem of low recognisability is rather complex and is dealt 

with at length in Appx. 6. 

But any linguistic variant which represents an individual 

simultaneously at leyels close to the idiosyncratic and close to the 

biggest group he can feel himself to be a member of is going to 

cause, trouble for any sociolinguistic theory which tries to relate 

individuals to groups through variants. 
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(5) The i nhomogenei ty of observer ef f ects 

It is surprising that sociolinguistics does not treat the 

products of its own linguistic analysis in the some way as it treats 

the spoken products of its informants; that is, as being subject to 

Yariation which is distributed according to Yarious co-occurrent 

variables. 

The hearer basis of the model deyeloped here certainly predicts 

that a1inguist, just like any other speaker, will have a place in the 

overall VSp and hence will hear speakers in different 'directions' 

and at different 'distances' from himself in different ways from 

linguists who are in other, different places in the YSp. 

Apart from Ladefoged (1960), Ringaard (1965) and Pellowe et 

a]. (1972b), and more recently Kerswil I& Wright (1989) - all of 

which are concerned with various correlates of variations in 

phonetic and phonemic analysis - nothing has been done. 

But surely sociolinguistics should expect analysts to analUse 

differently ? It would be surprising if they did not (Bazell 1966, 

1977b). 
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(6)'The psUcho-social nature of 'whole speech-varietg* 

Here we are concerned to some extent with the complement of 

Section (3) above. I have always been at pains to point out that 

sociolinguistics has to'deal with varieties as wholes. There are both 

theoretical and methodological reasons for this. 

Theoretically we should deal with varieties as wholes simply 

because the communicative competence of the speaker is realised 

through her whole variety, and not just the parts of it which vary in 

some'way which interests an atomistic researcher. But when she 

speaks, a given speaker in her utterance-turn will not necessarily 

use all the-possible variant'slots which exist in her variety, and she 

cannot, perhaps, know in adyance which subset of all those 

possibilities will occur in her utterance. 

Not onig this, but the communicative competence of the hearer.. 

his creativity, I can only work on a whole variety. The hearer's skill 

in making the meanings he does for the variants he hears, is very 

possibly partly dependent upon the order in which the Yariants 

arrive to him.. amongst a host of other things, but more importanuy 
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his created meaning will depend upon the total pattern of 

co-occurrences which he hears. And clearly the hearer cannot 

predict in advance what subset of all the possible variant slots he 

will be regaled with in any piece of speaking. 

These things mean that the notion of a 'whole variety' is somewhat 

abstract since it can never be 'fully represented' in any given 

utterance-turn, and theref ore can never be 'f ul IUi nterpreted' f rom 

any given utterance-turn. 

Methodologicallg we should deal with varieties as wholes 

because otherwise we can say nothing significant about 

co-occurrence between variants. It is simple minded, but ikSeems ý/ 

necessary to point out that 

if a variant usually co-occurs with another variant, then part of 

what the first variant, taken alone., means, extra] inguistical I U, is an 

unseen result of that co-occurrence. (Absence of co-occurrence will 

usua])U lead to a different created meaning. ) And 

(b) if we do not have information on the occurrence of x and on the 

occurrence of U then we can never say anything about the 



208 

co-occurrence of x and U. 
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(7) The ecological frame 

The usefulness of the ecological frame is manifold. By strict 

analogy with the best in botanical ecology for instance 959,1960 

1961.1 1962) it demands from us answers to the following questions. 

What species ere present in the area under consideration? What is 

the relative commonness and rarity of each of those species? What 

a prioristic probabilities of association, if any, might we expect 

between those species on the grounds of botanical characteristics 

and why? What is the range and type of niches aydilable in the area 

under consideration? And what is their commonness and rarity, and 

a prioristic probability of association? What is the probability of 

association between any given niche and every available species? 

What is the probabilitU of association between ang given species 

and every available niche? Can a model Of associative probability be 

constructed which is remotely successful predictively? 

Here we are trying to transfer this question-set to the data of 

linguistic variability distributed in the-personal and public infinity 

of social space. Our problem in doing so arises, in no small part, 
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from knowing ettlU what conceptual material should be substituted 
za. 

for species and what for niche in the above questions. (The need for 

whole varieties is certainlU, perhaps, further clarified. ) 

In case it is thought to be a trivial problem, let's recall 

Watson's (1976: 30) opinion that, "it is as difficult to find a 

satisfactory definition of an indiyidual as it is of a species". In 

what has gone before I haye set on the fence - or rather see-sawed 

uncomf ortabl y upon it- about whether the V or the VC I eve] of 

analUsis was the level of 'species'. (The reader, rocking in this sea 

of uncertainty, may be clinging to the notion that species is a well 

defined notion in biology. ( entreat her/him not to, since it isn't. ) 

Thus when I have discussed conditions for an optimal VSp I haye 

leaned towards the YC as something like a 'species' level (then the 

aVs in any VC would be equivalent to individual different plants or 

animals of that given species). But when I have discussed mapping 

processes from YSp to SSp - trying to find a function which uses 

the properties of its YC to predict the SC membership of a YC 

member -I have inclined., but only slightly perhaps, to treating the 
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OV as the 'species' level. 

The same sorts of question, but in my own feeling, even more 

intractable, arise in connection with niche. Problems of continuity 

here are.. if it is possible, even worse. What is the equivalent of 

niche, in social space? Is it something like 'group affiliation' or 

some regognisable identity, or what? 

Of course I do not haye ready-made solutions to these problems. 

But the questions ore Yaluable, and I prize meaningful questions 

which are difficult. 
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(6) Theorglessness 

Within the range of what are known to be occurring variants (in 

some set of Yarieties) is there any such thing as an impossible 

Yariety? What are the forces which promote or depress the 

co-occurrence of particular sets of variants in the speech of some 

informant? The kinds of studies initiated by Laboy cannot answer 

questions of this type because such studies are not actually 

interested in the functions of variability. These questions require 

theory which proposes a reason for variability. 

LePage of f ers such a theory ( 1960). He proposes that each 

individual creates his/her systems of linguistic behaviour so as to 

define him/herself both idiosyncratically and in relation to others. 

The linguistic systems thus created will resemble the linguistic 

systems of the group or groups with which at various times he/she 

wants to be identified. 

Each individual can do this onlU providing that: 

he/she is able to identify/locate/specify the groups, 

(i i) he/she has suf fi ci ent access to the group(s) and can one] yse 
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their behaviour., 

(M) he/she has sufficient motivation, 

(iv) the group(s)/society proyides feedback indicating the chances 

of success., 

(Y) he/she ccn still modify his/her linguistic behayiour. 

In this manner; both the existence and the functions of linguistic 

Yariation are predicted by LePage's theory, and hence permit the 

testing of more and more particular hUpotheses (e. g. Rampton 1989). 

The theory accounts for linguistic variability through acts. of 

identity made by speakers. Limitless Yariability exists to permit 

both the expression of individualitU and the expression of various 

kinds of belonging. Limited systematicity exists to permit the 

hearer to create meanings, relatively economically, for the need 

inherent in the speaker's expression. 

But notice that the speakers acts of identity are of no use 

unless they are complemented by the hearer's created meanings of 

them, the hearer's acts of i denti fi cati on. (Thi s Ma_q be -covered by 

LePage's fourth rider, above. ) 
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Since the speaker risks something in perf ormin'g an act of 

identity (see 
. --* ý-- 

Chapter 2 above), and the hearer risks nothing 

but gives something in according his act of identification to that 

act of identity, we may conclude that the hearer is in the socially 

and phenomenologically prior role. (Note that there is no guarantee, 

given what I established in Chapter 2, that there will be a one-one 

relation between the speaker's act of identity and the meaning 

which is created for it by the hearer, that is, his act of 

identif icati on. ) 

And since what the speaker does in an act of identity is 

psycho-socially simpler (algorithmic) than what the hearer does to 

create a meaning for that speaker's utterance (heuristic), a theory 

based on the hearer's acts of identification can contain a theory of 

the speaker's acts of identitU, but the reverse cannot be true. 

Acts of identity are risks which, of ter all, do not have to be 

ratified., and worse still, may be ignored. 

The hearer has power. 
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Paradoxically, the space in which he wields it is silent ... 
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Conjectures here should be taken to include pre-naive and naive 

conjectures as well as theoretically motiYated conjectures. I include 

also guesses, speculations and assumptions. Assumptions, as Lakatos 

(1976) has shown, are special background forms of conjecture. All of 

these different tUpes of conjecture are simplU numbered sequentiallU, 

without distinction as to type, in the text above, but subcategorised 

bU chapter (1, C 1; 2, C4; 3, C 17; etc. ) or appendix (A, C3; B, C 1; F, C2; 

etc. ). Here they are collected together by Chapter or Appendix and the 

page of their occurrence is giyen. The form of them, though not the 

substance, has in some cases been obbreyiated, but in others 

augmented to compensate for the loss of context. 

As Eco ( 1985: 57-6) says 

"An abstract model of conjecturality is the labyrinth [of which] there 
are three kinds: ... the Greek [which] does not allow anyone to get 
lost ... The classical labyrinth is the Ariadne's-thread of itself. Then 
there is the mannerist maze: if you unrayel it you find in your hands 
a kind of tree, a structure with roots and blind alleys ... 

[It] is a 
model of the trial-and-error process .. Jinally there is the net, or .. 'rhizome" [which] is so constructed that eyery path can be connected 
with eyery other one. It has no centre, no peripheq, no exit, because 
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it is potentially infinite. The space of conjecture is a rhizome space. 
The I abyri nth of my Ii brary [i. e. that of Eco ( 1984) Ais sti IIa 
mannerist labyrinth, but the world in which [the conjecturer who is 
trying to solve that labyrinth) realises he is living already has a 
rhizome structure: that is, it can be structured, but it is never 
structured def i ni ti Yel y ... It is [in other words] impossible for there 
to be a story. " 
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Ch/Aw) Conjecture "a e 

Chapter I Vol. i 

1'C I Languages can vary witho UtrliMit. 3 
1, C2 The main task of linguistics is to provide an 4 

explanation of limitless variability. 
1, C3 Each individual hearer is creative. 5 
1, C4 Speaker-hearers are creative. 5 
I'C5 Individuals, in conducting their daily lives, are 5 

continuously creative. 
1, C6 It is scientifically and philosophically legitimate a 

to conjecture an informal model, interpret it 
empirically, and experiment to discover its area 
of descriptive accuracy 

1, C7 Creativity comes from the activity of mind. 10 
1.4cs Minds are not reducible to brains. 10 
I'C9 The order of magnitude of the creativity available 13 

to some creature is proportional to the magnitude 
of self -ref lectiYeness. 

I. -C 
10 Each individual self is unique. 15 

IXI 1 Individual selves can change through time. 15 
IPC12 Those writing from the imagination may be 20 

supposed to have beliefs about remembering, 
forgetting, imagining, understanding and lying 
which are at least as valid as those of 
philosophers, linguists and psychologists. 

1, C13 The sense of self, the memory, the imagination 20 
and the experiencing of our experience are 
suf f used wi th I anguage or wi th I anguage-I i ke 
principles of organisation. 

1, C14 Like the process of making meanings, the process 23 
of sharing them is also creative. 

IJOC 15 The general process underlying all constructions 24 
is inference. 
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I, C 16 The process involved in the building of 27 
pre-understanding will be the noticing, and hence 
the collection and grouping, of recurrences of 
differences which make a difference (Bateson 
1985). That is, it will be some classif icatory 
process. 

I, CI7 An empirically and aesthetically convincing model 28 
of mind-functioning would be dangerous for 
mind-functioning. 

I JC 
I El The distinctions between selfhood, memory, 29 

imagination, mind, consciousness., and language 
are not so distinct. 

IOC19 - C. ultural transmission enables individuals to avoid 30 
conjectural recapitulation, but it does not bind 
individual minds (Sampson 1980). 

I, qC20 If each differentlU constituted individual creates 31 
the meanings of all the phenomena which have 
meaning for him/her, then there are no conditions 
under which we can assume that some particular 
phenomenon will have the same meaning for two 
different individuals. 

Chapter 2 

2, C I Hearers create the meanings of utterances. 38 
2, C2a That most hearers are also speakers is not 39 

precluded by the conjecture (2, Cl) nor does it 
constitute an attack on it. 

2, C2b The meanings of utterances are created freely; 39 
that is hearers can entertain any conjecture 
whatever about the meaning of an utterance, 
which is weakly consonant with the context. 

2, C2c The meaning of an utterance is its effective 39 
meaning, that given it by the hearer. The meaning 
of an utterance will always be, at least in part 
immanent, and can never be canonical. 
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2, C3 For a given utterance, different meanings will be 
created by different hearers. 

2, C4 Meanings are not transparently resident in 
utterances. 

2.4C5 Speakers can never know what they have meant 
(done) as an immediate result of having spoken. 

2, C6 The hearer creates the context. 
2, C7 Utterances which have no hearers have no meaning. 
2, C8 The meaning of a speakers utterances can be 

created by himself -as-hearer. 
2, C9 Participants aspire to be hearers rather than 

speakers. 
2JC9a Perhaps the only proper use of language is the 

conversational use, the inter-active the inter- 
i3ersonal the inter-sub 

' 
jective, use (Firth 1957). 

2.. C 10 Because the speaker knows 2, C 1-2, C9a, she has 
no intentions. 

2. FC 11 Some utterances neutralise the hearer's capacity 
to create their meaning. 

2.. C 12 The context, and the meaning of the utterance, 
which the hearer creates, cannot be wrong. 

2, C 13 Utterance meaning and variation meaning are 
inseparable and mutually informing; hence they 
must be created more or less simultaneously, 
though not necessarily by the same processes. 

2, C 14 In being socially reflective the hearer is creating 
different spatial and conceptual urban sub- 
environments which seem significant to him. 

21C15 In bei ng soci al Iy ref I ecti Ye the hearer is creati ng 
a number of the different manners of speaking of his 
co-citizens which seem significant to him. 

2, C 16 In being socially reflective the hearer is building 
pictures of those manners of speaking which are 
associated with a particular sub-environment, and 
of those different sub-environments which are 
associated with a particular manner of speaking. 
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2, C 17 Extra-] inguistic information is derived from a 98 
function, 1ý, of the dissimilarity between the acoustic 
signal and the hearers linguistic experience as a 
speaker. 

2, C18 One may imagine that this function, (P., obtains its 99 
x-linguistic values by a mapping into'an array of 
homologous functions with already known or 
inferred x-linguistic correlates. 

Chapter 3 

3, C I ' The pattern of social distribution of varieties of 112 
Engl i sh is qua] i tati vel y di ff erent f or di ff erent 
urban areas. 

3, Cý To investigate the degree of fit between varieties 112 
of language and categories of society the linguistic 
data must be-socially contrasted. 

3, C3 Varieties of British English are encompassed by a 113 
two term system (localised/non-localised). 

3, C4 The social categories having the greatest clarity 113 
were elements in a two term system (working 
class/non-working class). 

3, C5 Having a variety of English is not in one-to-one 114 
relationship with a speaker. 

3, C6 It was expected: (a) that the degree of correlation 114 
between working-class status and localised speech 
varieties would be higher than the correlation 
between non-working-class status and non-localised 
speech varieties, and (b) that either the range of her 
speech varieties or her social status or both may 
change during the life of an individual speaker. 
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3, C7 The VSp is optimal if: (a(i)) the number of VCs 
represented by a single member is a minimum, 
however large the sample size; (a(ii)) without 
contravening (i) above, the number of VCs is a 
maximum; (b) each VC is wel Frepresented, and 
has a relatively higher level of internal cohesion 
than would exist in clusters of either a uniformly 
or a randomly distributed population; (c) no VC has 
the same group mean profile on a high proportion 
of criteria as more than a very small number of 
other VCs. - 

3, C8 Insof or as a given select under- or over- 
represents any delimitable subsets of possible 
criteria., he will be operating with a topologically 
deformed version of the VSp, and I shall assume 
that such deformations are systematic. 

Appendix A 

AOC I 

A. 4C2 

A, C3 

137 

150 710 

Vol ii, P. 

Rejecting sampled speakers on the grounds 
of some a prioristiC assumption of 'typicality' 
begs theoretically important sociolinguistic 
questions. 
It seems clear that circumstances will never 
be ideal and that the universe of comparisons 
is.. anyway, transf inite, or X in Cantor's'scheme 
of things. 
The definitions of OU, PDV.. and the notion of 
partition do not., in ang manner, constrain or 
prejudge the ways in which any particular variety 
may express, combine., borrow or overlap its 
particular partitions of particular lexical sets, 

5 

10 

32 
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A, C4 If samples of speakers showed that the perceived 40 
regularities represented as partitions were 
chimerical, the classifiability of those speakers 
would not be compromised. This is because the 
notion of 'a partition' (and its size and commonness) 
is not one which is built into the classificatorg 
method; it simply gives the reader a crude idea of the 
lexical patterning of the phonologies to be found on 
Tyneside. 

A, C5 I do not preclude the possibility, of a strong 72 
connection between criterion 196 and criterion 
2001, but, in line with other contexts of the same 
principle, I propose to keep them separate on the 
grounds that it is precisely these assumptions of 
co-occurrence which need to be documented rather 
than left in a state of suspended, even if plausible, 
assumption. 

A, C6 This criterion measures the speaker's range of 79 
reduced forms in terms of the number of items 
in the list which are tgoically reduced, rather 
than measuring the exact frequency of reduction 
of each item in the set. Clearly, both are relevant 
measures for a sociolinguistic survey. But 
because the latter will tend to measure variety 
mixing of a certain kind, and the former will tend 
to express a varietal norm (because it throws 
away much of the presumed continuity of the 
distribution), we prefer to consider only the 
former, at least initially. 

A, C7 In the case of both of these criteria (0210., 0212) 83 
we must allow multiple coding on single 
occurrences of lexical items. Of course this may 
be castigated as an inconsistency in the coding 
system. A more positive view would see that where 
the definiteness of the variable is itself in doubt it 
is appropriate that the coding system become a 
little flakey. 
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A, C8 Taking one occurrence of any state as sufficient 91 
for its coding is a necessary method of representation 
because of our socio-perceptual ignorance of the 
distributional consistency of the variants of these 
criteria. 

A, C9 At least some of the variation attributed to 97 
informants must have its-real source in variation 
arising amongst their analysts. One presumes that 
analysts do not want to be believed to be less, or 
more, human than their subjects. 

A, C 10 One can easily imagine an informant saying 99 
something which one has never heard angone 
saying. For instance in OU (eil, 0106 PDV //c//, 
I have only heard make take as (mck), (tek); 
nevertheless, {bck), bake. may be imagined fairly 
readily; (rck), rake NO, requires a good deal more 
effort, and NO, lake Q seems to be somewhere 
beyond unlikely. Any of these, doubtless, could be 
produced by a native speaker on the basis of 
analogy, but under what conditions and with what 
probabilities I guess that we shall never know. 

A, CI I One might imagine that as the number of 100 
investigators increased, and hence as the 
number of contributory deformations of the 
dimensionality increased, one would find that 
their conflation led to a regular VSp. That is, 
that there might be a cancelling effect among 
such skewings of selection. At present it is 
impossible even to establish a likelihood for tfiis 
speculation. 
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A, C12, Periods of communal training will not eradicate 
the different experiences of analysts both as 
hearers and as speakers, but will overlay them. 
Between training sessions my guess is that there 
will always be a drift of their auditory habits 
away from the communally established norms and 
back to their 'natural' hearer-speaker experience. 
This drift will clearly be different for different 
anal Usts, it may be di ff erent f or a si ng] e anal Ust 
on two separate occasions, and the end 'location', 
af ter the dri f t, may be di ff erent as a resul t of the 
repeated training. 

A, C 13 Transcriptional disparities between analysts will 
be a function of both (a) the relative differences 
between the analysts' own positions in the VSp., 
and (b) the relative differences between the 
analysts' positions and those of the informants 
in respect of whose speech their transcriptions 
are being compared. 

A, C 14 We know that many relationships are semi-metric, 
and therefore I reject neither of the depicted 
relationships amongst. the transcribers, but will 
behave as if they were in some perfectly natural 
resonance with each other, albeit a resonance 
which can neither be heard, nor made use of f or 
argumentative ends. 

A, C 15 If either of these measures - the range of CV 
disparity or the overall mean CV disparity - 
is an optimum one for constraining the 
variability amongst analysts, it is not at all 
clear which of them it is. 

101 

103 

108 

109 
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Appendix'B , 

B, c I People know that intonational usage Yaries sociallU 141 
and geographically. 

B, C2 Both participants entertain a single, mutual sense 153 
of the dialogic interface. 

B, C3 B,, C2 is usually a gross simplification. 153 
B, C4 It is impossible to sort out the competing values of 155 

a multi-yalued function [of the social information in 
an utterance] by means of a truth criterion supplied 
by a professional observer. 

B, C5 Questions of a functional kind concerning prosodic 159 
systems in different varieties cannot be answered 
until one understands the relative distributions of 
the forms of those systems. 

B, C5b Not knowing what promotes a word as a candidate 163 
f or anaptUxi s may be a case in whi ch the Ii ngui sts' 
ignorance is matched by the hearers'. 

B, C6 A monotonic measure would be given by a percentage 164 
on some structurally relevant denominator. 

B, C7 We do not suppose that there is a criterion falling 166 
tone, with two states: wide and narrow. 

B, co One might be able to capture tonic variability by 167 
reference to tone unit. 

BJ4c9 There is some doubt as to why we should assume 176 
=kind of implicatory principle. 

Bloc 10 Apparently stable differences in grammatico- 177 
prosodic cooccurrence rates between the two 
corpora were taken to indicate classificatorily 
useful criteria. 

B, ci 1 Grammatico-prosodic differences between two 180 
corpora provide secondary. evi dence for di ff erent 
patterns of tonic replacement norms. 

B. $C 12 Differences in tonic/pitch-range cooccurrence may 184 
be thought of as classificatorily useful criteria. 
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B, C 13 Stable criteria might best be defined on the 190 
relations between pairs of terms from different 
systems. 

0, C 14 It is possible that the replacement of OR tones by 193 
DR tones is a result of idiosyncratic affect. 

B. -C 15 Given prosodic and paralinguistic systems as 199 
defined, and cooccurrence patterns amongst their 
terms in educated BrE.. then marked differences in 
the frequency or cooccUrrence distributions of 
those terms in Tyneside Englishes should give a 
satisfactory criterion. 

B, C 16 The low recognisability of prosodic and 202 
paralinguistic variants is predicted by the poverty 
of folk-linguistic terminology for terms in the more 
linguistic of those systems. 

B, C 17 The rejection of an expectation without surprise or 205 
reluctance is an indication of the general 
unknownness of the phenomena about which it was 
entertained. 

B.. C 18 What do I guess this criterion would sound like in 208 
the mouth of x. or U, or z? 

B, C 19 1 would expect to find curvilinear dispersions of a 217 
range of varieties (from NL to L to NU on terms 
from the systems of tension and voice quality, 
rather than on those from the systems of tone and 
pitch range. 

B, C20 If we define 'the % difference betwee F tones and R 228 
tones' as a dimension, we might expect speakers 
with high values to be less (Tyneside) localised 
than those with low values. 

B, C21 Differences between one variety and another in 230 
respect of the distribution of one tone may be 
reflected in other parts of the tonic system. 

B, C22 There is no reason for imagining that all 240 
patterned variation will correlate with things 
such as socio-economic class., or, indeed, with 
anything at all. (Cf. Eliot's Gyre, §1, Appx. F. ) 
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8, C23 In respect of the continuum of "states" (i. e. % 
points) of some complex quantitative prosodic 
criterion, a set of varieties otherwise believed 
to be homogeneous as to locality may range 
continuously from one pole to the other. 

B, C24 Depictions in which Level tone is given explicit 
dimensional power represent varieties which 
may be the most LT on a continuum which is 

perpendicular to that representing non- and 
less- localised varieties. 

BX25 Different dimensions are not expected to group 
people in the same way. This is a response to 
the assumption that left-hemispheric conscious 
analysis [sc. for right-handers] can never match 
right-hemispheric non-conscious 'analysis', or 
pattern 'apprehension', or the creation of 'gestalts'. 

B, C26 I have no plausible guess as to why people should 
use 11% more levels with boosters (% levels) 
than rises with boosters M rises), regardless 
of the relative proportions of levels. rises and 
falls used by the various speakers. 

E3, C27 A highly significant basis of much inference, 
though one not often owned, is, for the present 
case., the importance of being able to establish 
that features which co-occur have the capacity 
for different, unassociated distributions in a 
sample of speakers, since if they did not have 
this capacity, we would be unsure about the 
significance of associated distributions between 
those features when they did show themselves. 
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B, C28 Acknowledging no positive (but some negative) 
evidence for it., and that in such cases other 
things very rarely are equal, I assume that the 
tonic functions to be realised in an informal 
interview will be more or less similar, as to 
range and frequency of occurrence, amongst 
different speakers from the same sampling 
stratum. - 

B, C29 I assume that it's important'in any part of an 
investigation to be able to declare either that 
one has no plausible interpretation of a pattern 
in the data, or that the data don't seem to show 
gn of the expected patterns. 

B, C30 I embrace the possibility that all apparently 
stable variations are created upon fractions 
of chaos each of which is necessarily unique. 

B, C31 It is tempting to speculate that the prosodic 
behaviour of these women (having negative 
values on the dimension X difference between 
Fs. & Rs) is in the opposite direction from that 
assigned to them by Trudgi 110 972). 

6, C32 The women appear to be the guardians of a 
behaviour which is either locallU prestigious, 
or not prestigious at all. 

E), C33 In equations of the type L (L-R), R= r(L-R), 
and F= 0 (L -R) predi ct! ons of val ues f or y and 
,r wi II a] ways be better than those f or 0. 

6, C34 My assumption that the spoken output of 
experimental volunteers is less likely to vary 
in unwanted ways than interview material begs 
the question of whether anyone can ever know 
exactly what all the unwanted manners of 
varying are. and ftý. 
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8, C35 One might argue that insof or as a given 
substanti al f eature ina model is not agreed 
upon (i. e. repeated) by an informant, or a group of 
informants, just so far we may attribute a dif f erent 
preferential pattern of realisation to those 
informants in respect of that type of feature, in 
that frame, in that environment. 

0, C36 Clearly, insofar as the range of di ff erences 
amongst informants' own underlying systems 
increases, 

* 
so f or al so di ff erent i nf ormants may 

be expected to have wideningly different agreement 
rates with some particular feature of a model. 

B, C37 Rates of agreement and disagreement with 
features of a model have onlU, to do with the 
degrees of contrastivity of those features in 
those contexts under the strict assumption that 
the intonational systems of the speaker of the 
model and the intonational systems of the informants 
responding to the model are the same. 

B, C38 I make the assumption that the range and type of 
agreements and disagreements which a given 
informant characteristically has in respect of the 
Yari ous f eatures in seýeral model sisa ref I ecti on 
of her preferential realisation patterns as a speaker 
under normal circumstances 

.4 
and that these 

preferential realisation patterns are reflections of 
her underlying intonational systems. 

B, FC39 
Informants whose patterns of agreement and 
disagreement with models are similar, have 
similar intonational systems. 

BIC40 Informants whose patterns of agreement and 
disagreement with models are different have 
different intonational systems. 

B, FC41 
Informants showing a generally high level of 
agreement with some model or models have 
similar intonational systems to those underlying 
the model or models. 

318 

319 

319 

320 

320 

320 

320 
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BOC42 Informants showing a generally high, leyel of 320 
disagreement with some model or models have 
dissimilar intonational systems from those 
underlying the model or models. 

B. OC43 If the low predictability [of a TU in a fronted 331 
verbless adjunct] is to be understood as 
equatable with high information value (species 
Shannon), then it is surprising that such a wide 
range of tonic selections is possible. If low 
predictability is is, to be understood as equatable 
with low information value (marginality), then it 
is surprising that so many modellers choose to 
delimit it as a tone unit. 

B, C44 High agreement amongst many imitators of 353 
several models-suggests that the differences 
between underlying tonic systems expresses 
itself least in mandatory tonicities haying very 
low marking function. If this is the case it will 
be important to distinguish tonic distributions 
according to their tonicities. 

B, C45 The polarity of any pair of tones must be related 366 
in some wag to two measures: the means and 
the ranges of agreement with model tones by 
imitators. . 

8, C46 On the assumption that the index of tonic 375 
alteration is a reflection of the difference 
between the underlying tonic system of the 
imitator and the underlying tonic system of 
the modeller, imitators are similar to each other 
i nsof or as they share si mi I or patterns of Yal ues - 
in respect of the different models - for the index 
of tonic alteration. 
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B, C47 Variant prosodic systems are grouped in terms of 376 
greater or lesser degrees of a continuous measure 
of similarity. And the basis of the similarity 
concerned can vary considerably (e. g. whether it 
takes account of tonicity, whether it is in respect 
of a single model or the sum of models, etc. ) This 
does not mean that one or another type of 
similarity is spurious. On the contrary, it means 
that the structural and distributional relationships 
between variant prosodic systems are hierarchic 
and that no level of that hierarchy is one-one 
predictive of the other. 

Appendix C 

C, C I Those things which one admits as facts are shaped 398 
by and dependent upon only and precisely one's 
conjectures. 

C, C2 If there were a single best base of measurement 398 
of the occurrence rate of variants about which next 
to nothing is known, then that best possible base 
could not be known in advance of experimenting with 
several possible bases. 

Appen ix 

D, C I That things (entia) should not be multiplied beyond 430 
necessity (non sunt multiplicanda praeter 
necessitatem - Occam) surely applies just as 
importantly to data as it does to analytical categories, 
or concepts or hypotheses. 
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D, C2 A criterion which is invariant in one'subsomple 437 
may not be invariant in another, and therefore it 
is probablU safe to include invariant criteria provided: 
(a) that there are not too many (say no more than I 
in 20), and (b) that theg are removed from account in 
the construction of diagnostic keys. 

D, C3 There is a general empiricist Catch-22 of one's 443 
needing to know all of everything-in-general before 
one can know any something-in-particular. 

D, C4 It is an erroneous assumption that the ab initio 444 
weightings which are felt to be deserved by the 
criteria in some classification are collectively 

- equivalent to the diagnostic keg which we would 
obtain Dost hoc from the groups to be formed. 

D, C5 A more permissive attitude towards the inclusion 450 
of negative matches between OTUs in the 
computation of similarity would be both inferentially 
and statistically advantageous. 

D, C6 It is known that when expressing relationship by 462 
distance coefficients, decreasing values of the 
coefficient (i. e. expressions of greater similarity) 
are directly proportional to decreasing confidence - 
in those values; but this is surely exactly the opposite 
of our experience as classifying creatures in daily life . D., C7 I presume that the prof i tabi Ii ty or uti Ii ty of afi no] 474 
group or class depends on the interaction between 
the mental constructs of the interpretation of those 
final groups and of the original purpose(s). 

D. 4CQ 
The tendency, in intuitive or'hand' classification, 522 
to emphosise close relative relationship and to 
de-emphosise distant relative relationship will 
become more marked as the number of OTUs rises, 
lepding, to substantial between-group vagueness. 

D. #C9 
There is no reason why taxonomies of biological 523 
OTUs and of non-biological OTUs must be different 
in kind. 
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D., C 10 There is a serious possibility that the stability of 527 
a classificatorU algorithm is inversely proportional 
to its classificatorU power. 

Appendix E 

E, C 1 Presumably there is an end to one's patience or 546 
persistence ? 

E, C2 The obviousness of the banale is at least 546 
recognisable as human. 

Appendix F 

F, C I The neyer-ending accumulation of 'results' 560 
which are required to underpin the unlikelihood 
of 'progress' are, very probably, hopeful fictions 
of the self-important. 

F. 4C2 Any empirical attempt is misrepresentative of 571 
what it purports to show because of the 
indeterminacy of its sampling methods, and 
because of the absence of population boundaries, 
and because of the transfinite nature of any 
property space. 

F.. C3 Apart from being wearyingly lengthy, any 571 
attempt to model right-hander ri ght-hemi sphere 
processes by left-hemisphere analysis will be 
thoroughly misleading. 

F, C4 The 'real' nature of hearer inference must mostly 571 
arise from the complete cluster of the hearer's 
needs and interests which arise and weave and 
diss olve moment by moment. 

FJC5 Of a given set of objects, it is possible to 571 
generate an infinite number of classifications 
amongst which there can be no externally valid 
criterion for choosing 'the best'. 
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F, C6 There isf ar more to the worl d of spi ri t than 572 
ang 'meaning', in the sense of effabilitg, can 
adhere to. 

F, C7 The very DossibilitLt of refutation disappears 572 
since the refuter's case can never make contact 
with that which it seeks to refute. 
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