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Abstract

Mobile ad-hoc networks (MANETs) are wireless multi-hop networks that do not rely
on any fixed infrastructure, unlike traditional networks. Nodes in MANETs are formed
dynamically and are free to move in any direction at variable speeds. MANETs can be used
efficiently in situations in which infrastructure has been destroyed, such as in earthquakes,
or where there is no fixed infrastructure, such as in wild areas, or where the existing
infrastructure is insufficient, e.g. for a festival or other event.

MANETs do not have a centralised administration and nodes join and leave the net-
work freely without any validation or authentication. These special characteristics make
MANETs vulnerable to many types of network attack that can negatively affect their
performance. Moreover, because of their nature, it is not possible to employ the solutions
designed for traditional networks. One possible solution that could help assure the perfor-
mance of MANETs in the face of a network attack is to implement trust management. The
principle of trust management in MANETs is that each node monitors the behaviour of its
neighbouring nodes and tries to detect any malicious activities. Once a node identifies that
a neighbouring node is malicious, it will categorise it as untrustworthy and avoid sending
data to it in the future.

There is more than one way of designing trust management schemes in MANET. One
is a direct trust scheme, in which each node calculates the trust values for each of its
neighbouring nodes itself. Another is an indirect trust scheme, in which a node receives
recommendations about its neighbouring node from other nodes in the network. This
study proposed and implemented four direct trust schemes and evaluated their performance
against black-hole, grey-hole, selfish, and flooding attacks. It also proposed and evaluated
the performance of an indirect trust scheme against a black-hole attack.

The NS2 and NS3 network simulators were used to run the simulations. The mech-
anisms were implemented with the most common MANET routing protocol, ad-hoc
on-demand distance vector (AODV). Having added the trust management schemes to
the AODV protocol, the study compared the performance of the plain AODV and the
trust-based AODV in the presence of the attacks.

The simulations showed that implementing a direct trust management mechanism
within the AODV protocol improved the performance of MANETs in the presence of
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attacks at the cost of a slight increase in the overhead. The indirect trust scheme resulted
in greater improvements in performance than the direct trust schemes but with higher
overhead.
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Chapter 1

Introduction

A mobile ad-hoc network (MANET) is a decentralised, wireless, self-configured network
that is formed dynamically by multiple mobile nodes without the use of any centralised
administration or existing infrastructure [5, 6]. MANETs do not rely on a pre-existing
infrastructure, such as access points, routers, or servers. Instead of using routers to forward
data through the network, each node participates in routing, forwarding the data from the
source node to the destination node. A route in MANET is created when it is needed, in
other words when a node wants to send data to another node in the network [7]. There are
many routing protocols for MANETs, each of which has its own mechanism for creating
the routes through the network [8]. In MANETs nodes are completely free to move in
any direction at varying speed. Also, the nodes are free to join and leave the network
at any time without an authentication process or prior notification. As each node in a
MANET is independent and free to move in any direction, the network’s topology changes
frequently [9]. One of the main challenges in establishing a MANET is ensuring that
each node has sufficient capacity to work as a router and meet the demand of routing
requests made by other nodes. The challenge becomes even harder when the scale of the
network increases. Figure 1.1 shows how a MANET can be formed by different nodes
with different capabilities.
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Fig. 1.1 Mobile ad-hoc network (MANET)

MANETs allow for flexible and quick deployment in areas without a fixed network
infrastructure. This makes MANETs ideal for several applications, such as military
operations, disaster relief efforts, and vehicular networks. However, the lack of a fixed
infrastructure also presents major limitations in the network’s scalability, stability, and
performance. The network architecture, operational requirements, and routing capabilities
of MANETs present the following characteristics [10, 11]:

1. Most of the time, packets need to be forwarded by many nodes to reach the des-
tination node. Nodes in MANETs need to be cooperative and have the required
capability to work as routers. This cannot always be guaranteed.

2. The topology in MANETs is dynamic because all nodes are free to join and leave
the network at any time. This causes rapid route changes and can lead to the lose of
packets.

3. The resources of the nodes such as battery and memory, are limited.

4. The processes of forwarding the data packets and determining the routes are dis-
tributed across the nodes.

5. The number of nodes and the topology are variable.

6. The links created between the nodes are unreliable and their capacity is variable.

7. MANETs are self-configuring and self-healing.

8. Because of the lack of a centralised administrator and management, each node in the
network is autonomous.
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These characteristics make MANETs different from traditional networks and so they
need different solutions to fix issues and improve performance. MANET routing protocols
face greater challenges in providing a decent level of quality of service (QoS) for users [12].
Thus, their characteristics need to be taken into account when designing any solution for
MANETs.

The absence of a central administration leads to many vulnerabilities that can be
exploited to harm the network performance [13]. For example, uncooperative (malicious)
nodes can join the network at any time, as can cooperative nodes, without any authentication
or validation. They can use the network to send and receive the data they need, but without
helping the other nodes deliver their packets. Even worse, they can launch attacks to shut
down the network or reduce its performance.

1.1 Research problem

MANET routing protocols have a major security issue that affects their performance
in the presence of network attacks. Due to the special characteristics of MANETs, the
routing protocols are vulnerable to many such attacks. A network attack is defined as any
attempt to alter, disable, expose, steal, destroy, or gain unauthorised access to any data
in the network [14]. The main issue with MANET routing protocols is that they trust all
nodes, assuming that they will cooperate in forwarding the data and will not engage in
any malicious activity. Thus, they do not provide any defence against attacks launched by
malicious nodes when they occur [15].

One of the most popular MANET routing protocols is the ad hoc on-demand distance
vector (AODV) protocol. This protocol creates a route between the source node and the
destination node when it is needed, but because of the open nature of MANETs, malicious
nodes can participate in the route. When a malicious node is involved in establishing a
route, it can launch several types of attack against the network [16]. Various attacks can
affect the performance of MANET routing protocols, such as black-hole, grey-hole, selfish,
and flooding attacks. Networks attacks can lead, for example, to changing the direction
of the packets sent or dropping them, which will lead to a reduction in the throughput of
the network. Table 1.1 shows how each of the four attacks works and the effect on the
performance of MANETs.
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Table 1.1 Network attacks and their effect on MANETs

Attack How it works Consequences
Black-hole A middle malicious node sends

a fake routing reply packet to the
source, saying “Send me your
data, I have the most up-to-date
route to the destination node”.

The malicious node drops the
data sent by the source node
rather than forwarding them to
the next node in the route. This
will create a black-hole in the net-
work and might lead to DoS.

Grey-hole A node operates normally in a
cooperative manner, but at some
point turns malicious and drops
data packets received rather than
forwarding them.

The malicious node passes some
data packets and drops others
rather than forwarding all of
them. This will reduce the per-
formance of the network.

Selfish To save resources, a selfish node
does not forward data received
from other nodes, but only sends
and receives the data packets
which are in its own interest.

Data arriving at a selfish node
will not be forwarded to the next
node in the route, affecting net-
work performance.

Flooding A malicious node sends a huge
number of fake routing requests
asking for routes to non-existent
destinations.

The network is flooded by fake
requests, which can consume its
resources and result in DoS.

Note: DoS = denial of service

1.1.1 Why we have chosen these four attacks

This research focuses on these four attacks because of the following reasons:

1. Relevance to MANETs: Black-hole, grey-hole, selfish, and flooding attacks specifi-
cally target the unique characteristics of MANETs, such as decentralized control,
limited resources, and dynamic topology. Researching these attacks provides insights
into vulnerabilities and threats specific to mobile ad hoc networks.

2. Impact: These attacks can cause significant disruptions to the network’s functioning,
stability, and dependability. Comprehending their effects is essential to develop
efficient mechanisms for improving the network performance.

3. Complexity: These attacks represent a range of complexities, from simple black-hole
attacks to more sophisticated grey-hole behaviors. By studying attacks with varying
levels of complexity, we can develop comprehensive defense strategies.
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4. Baseline for Comparison: As these attacks are well-known and widely studied, they
serve as a baseline for comparing the effectiveness of new security and performance
solutions. We can use them to benchmark the performance of our proposed defense
mechanisms.

5. Real-World Threats: In real-world scenarios, these attacks have been known to be
employed by malicious entities. Understanding these threats helps us address actual
security challenges faced by MANETs.

More examples of attack that can affect MANET performance are the wormhole,
Sybil, and jamming attacks. In the wormhole attack, an attacker captures packets at
one location in the network and tunnels them to another location, creating a shortcut for
communication which can disrupt the routing process. In the Sybil attack, a malicious
node impersonates multiple identities in the network, which can disrupt network services,
cause resource exhaustion, and manipulate routing algorithms. In the jamming attack, an
attacker emits radio signals at the same frequency as the wireless transmissions, disrupting
communication between nodes and causing packet loss.

As MANETs are completely different from traditional networks with centralised
routers, they need different solutions to improve their performance in the presence of
attacks.

1.1.2 The difference between black-hole and grey-hole attacks

Black-hole attack

In a black hole attack, a malicious node advertises itself as having the shortest or most
optimal path to a specific destination node. As a result, other legitimate nodes in the
network divert their traffic towards this malicious node, believing it to be the most efficient
route. However, the malicious node simply drops all the incoming packets instead of
forwarding them further. This behavior effectively creates a "black hole" in the network,
where data packets sent to that destination disappear and never reach their intended
recipients.

The impact of a black hole attack is severe as it completely disrupts the communication
between legitimate nodes, leading to data loss and hindering the overall network perfor-
mance. These attacks are relatively straightforward to execute, and their detection can be
challenging due to the decentralized nature of MANETs.
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Grey-hole attack

In this type of attack, the malicious node selectively drops certain packets while forwarding
others. The decision to drop or forward packets is based on specific criteria set by the
attacker, such as the source, destination, or content of the packets.

The "grey" aspect of this attack comes from the fact that the malicious node behaves
cooperatively at times, forwarding some packets to maintain the appearance of normal
network behavior. However, it also selectively drops packets to disrupt the network’s
performance and routing efficiency.

The impact of a grey-hole attack is less than the black-hole but can still be significant.
By strategically dropping specific packets, the attacker can disrupt critical communication
links or target specific data flows, leading to uneven distribution of traffic and potential
data loss. Detecting and mitigating grey hole attacks is more challenging compared to
black hole attacks due to the deceptive behavior exhibited by the malicious node.

In summary, the main difference between a black-hole and a grey hole attack in
MANETs lies in their behavior. A black hole attack drops all incoming packets, while
a grey-hole attack selectively drops certain packets while forwarding others. Grey-hole
attacks are harder to detect, making them a more sophisticated threat to the performance
and security of MANETs.

1.2 Research aims and objectives

1.2.1 Aims

This thesis aims to propose schemes to improve the performacne of MANETs in the
presence of attacks. MANETs are not a new technology; indeed, they have existed
for more than two decades. However, they are still vulnerable to many types of basic
attack [17]. MANETs are valuable as a low-cost technology that can be used in many
situations and thus, it is essential to scrutinise their routing protocols and improve their
algorithms.

The most harmful event that can happen to a network’s performance is the launch of
a successful attack. An attack will clearly affect the network’s performance unless the
malicious node is detected and isolated quickly. Since MANETs are more vulnerable than
traditional networks, it is necessary to understand how each individual attack works and
affects MANETs. This will make it possible to create a defence mechanism against each
attack and later combine them into an approach that should work against many attacks.

Another aim of this thesis is to use the trust management principle to create solutions.
These solutions should make MANETs more reliable when they are under attack. Many
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mechanisms can be built upon the trust management principle. Since each attack has its
unique way of attacking MANETs, each may require a different defence mechanism to
work effectively against it and reduce its harm. This thesis seeks to understand in detail
how black-hole, grey-hole, selfish and flooding attacks affect the performance of MANETs
and develop trust management solutions to reduce their negative effects on the network.
Each proposed solution should be able to hack into the attack mechanism, and then detect
and isolate the malicious node. Thus, it will be possible to improve network performance
in the presence of an attack.

As MANET routing protocols are open source, producing more direct trust management
schemes and evaluating them is possible at little cost. When a malicious node launches a
successful attack, the network will not necessarily shut down. The network may continue
working, but its performance might be affected and this effect could be high or low. Based
on this observation, the research questions are as follows:

1. What is the extent of impact that mobility and attacks (black-hole, grey-hole, selfish,
and flooding) can have on MANET performance metrics?

2. Do direct trust management techniques have the potential to enhance MANET
performance when facing attacks, and if they do, to what extent?

3. How much overhead can be added to the nodes to process the trust management
algorithms in normal situations when there is no attack?

4. How do direct and indirect trust management techniques differ in terms of the amount
of improvement in MANET performance in the presence of attacks, and the amount
of overhead added to the nodes?

1.2.2 Objectives

The objectives of this thesis are as follows:

1. To analyse the performance of MANETs in normal situation when there are no
attacks and all nodes are cooperative. This is necessary to identify the parameter
that has the greatest effect on performance and can later be considered the main
parameter used in evaluating the proposed solutions. (Related to research question
1).

2. To analyse the performance of MANETs in the presence of black-hole, grey-hole,
selfish, and flooding attacks. (Related to research question 1).

3. To propose and implement a trust management scheme for each attack and evaluate
its performance in the presence of the attack. (Related to research question 2).
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4. To analyse the performance of the proposed trust management schemes when there
are no attacks to determine the overhead they add to the routing protocol. This
is very important to establish the trade-off between the improvement the schemes
provide and the overhead they cause. (Related to research question 3).

5. To compare the performance of two types of trust management: direct and indirect.
(Related to research question 4).

Each proposed scheme will be added individually to a MANET routing protocol. The
protocol’s performance will be analysed before and after the scheme is added in the
presence of an attack. This will show the level of improvement in network performance
after adding the scheme, which can be measured using various metrics, such as the
throughput and packet delivery ratio (PDR).

1.3 Research motivation and contribution

1.3.1 Motivations

From the academic perspective, all MANET routing protocols are open source and free to
use, which means there is no need for any licence to amend them or modify their algorithms.
This is a major advantage for any researcher. The network simulators compatible with
MANETs are also open source and free to use. This provides greater freedom in testing,
evaluating, and implementing the solutions, as well as obtaining more results. This is a
major motivation not only to undertake this research for the PhD but also to continue after
that, as it would even be possible to work from home without the need for financial support
or expensive equipment.

From the side of the technology itself, enhancing the performance of MANETs routing
protocols holds considerable potential benefits. Firstly, it has the capacity to improve the
efficiency and reliability of communication within MANETs, enabling the development of
novel applications and services. For instance, dependable communication in MANETs has
the potential to support remote healthcare, disaster management, and military operations.

Secondly, improving the performance of MANET protocols can help to reduce the im-
pact of network attacks such as the four mentioned above. By designing robust and secure
protocols, users can ensure that MANETs can operate seamlessly in hostile environments,
particularly in situations where communication and coordination are critical.

Finally, improving the performance of MANET protocols can significantly contribute
to the advancement of wireless networking research. Researchers who tackle the unique
challenges posed by MANETs can develop new algorithms and schemes that are transfer-
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able and applicable to other wireless network types. These advancements can lead to the
discovery of innovative solutions that benefit society as a whole.

1.3.2 Contributions

The contributions presented in this thesis are as follows:

1. Analysis of Node Speed Impact: This study introduces a unique analysis of the
effect of mobile node speed on MANET performance. It provides novel insights into
the relationship between node mobility speed and important performance metrics,
specifically throughput and Packet Delivery Ratio (PDR). (Related to research
question 1).

2. Analysis of Attack Effects: The study conducts a thorough analysis of the impact
of various attacks, including black-hole, grey-hole, selfish, and flooding attacks, on
MANET performance. By comprehensively studying the effects of these attacks, the
research advances the understanding of MANET security challenges and provides
valuable insights into the vulnerabilities and potential disruptions caused by these
attacks. (Related to research question 1).

3. Proposing Direct Trust Management Schemes: The thesis proposes four novel direct
trust management schemes specifically designed to detect and mitigate the four
types of attacks mentioned above. These schemes present approaches to enhance
MANET performance by establishing trust relationships among nodes and effectively
identifying and isolating malicious behaviors. (Related to research question 2).

4. Overhead Analysis of Trust Management Schemes: The research analyzes the
overhead incurred by integrating the proposed direct trust management schemes into
the existing protocol. This analysis is crucial as it helps in evaluating the practicality
and feasibility of implementing the proposed security mechanisms in MANETs.
(Related to research question 3).

5. Novel Indirect Trust Management Mechanism: In addition to direct trust manage-
ment, the thesis introduces a novel indirect trust management mechanism. This
mechanism is specifically tailored to enhance MANET performance under black-
hole attack conditions. The comparison of its performance with the direct trust
management mechanism in the presence of a black-hole attack highlights the unique
benefits and trade-offs of these two approaches. (Related to research question 4).
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1.4 Thesis structure

The thesis comprises seven chapters, presented in Figure 1.2.

Fig. 1.2 Thesis structure

Chapter 1 describes the motivation for this work, the research problem, objectives,
contributions, and the structure of the thesis.

Chapter 2 provides a solid background to MANETs, reviews previous work most
related to the research scope, and explains the methodology used to conduct the research.

Chapter 3 analyses the effect of the speed of the nodes’ mobility on the performance
of various MANET routing protocols, namely ad hoc on-demand distance vector (AODV),
dynamic source routing (DSR), and destination sequenced distance vector (DSDV). The
outcomes of this chapter have been published in [1]

Chapter 4 analyses the effect of black-hole and grey-hole attacks on the performance
of AODV. The chapter also implements and evaluates two direct trust schemes designed to
counter the two attacks. The findings of this chapter have been published in [2]
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Chapter 5 analyses the effect of selfish and flooding attacks on the performance of
AODV. This chapter implements and evaluates two proposed direct trust schemes designed
to counter the two attacks. The outcomes of this chapter have been published in [4]

Chapter 6 proposes a novel indirect trust management scheme to detect and isolate
black-hole attacks. The contribution of this chapter has been published in [3]

Chapter 7 summarises the work done in the thesis, draws conclusions, illustrates its
limitations and propose avenues for future work.

1.5 Summary

This chapter was an introduction for the thesis. It explained what MANETs are and
illustrated their unique characteristics. It described the research problem and determined
the research questions. The aims, objectives, motivations, structure and the potential
contributions of the thesis were explained. In the next chapter we are going to dig in deep
and start the literature review where we cover a solid background about the topic, the
methodology we are going to use and many more.
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Chapter 2

Literature Review

2.1 Introduction

The last chapter explained the research problem and the effect that attacks can have on the
performance of MANETs. It mentioned briefly how each attack works and its effect on
MANETs, then set out the aims and objectives of the research. The chapter also stated the
motivations for undertaking this study and its expected contributions. Finally, it outlined
the thesis structure and listed the chapters forming the thesis.

This chapter provides background information about MANETs, how they work and
their vulnerabilities in some detail. It includes a broad explanation of the principle of
trust management and how it might improve MANET performance. The different types
of routing protocols in MANET and how they work are described and explained. The
chapter also reviews related work, including many studies that have previously tackled
this research problem. It also explains the proposed approaches to address the attacks and
improve the performacne and how these differ from those used in the existing literature.
Finally, the chapter sets out the methodology and tools used to conduct the research and
explains them in some depth.

In this thesis, the parameter latency refers to the time it takes for a packet to be
transmitted from the source node to the destination node. Latency is also sometimes
referred to as "end-to-end delay". Since MANETs are characterized by their dynamic and
self-organizing nature, the latency can be influenced by various factors such as routing
protocols, network load, network topology, and node mobility.

2.2 Background

A mobile ad-hoc network MANET is a collection of independent nodes that interact and
communicate with each other within their transmission ranges either directly one-to-one or
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through intermediate nodes [5]. The nodes in MANET are self-organised, and they are
connected using wireless links without any fixed infrastructure. The nodes can be mobile
phones, laptops or tablets with different capabilities. The nodes can freely move at any
time in random directions at random speeds [18]. Any node may exit the transmission
range of its neighbouring nodes at any time, which leads to a break in the route between
them. When that happens, a new route must be created between the source node and the
destination node. Since there is no central administration in a MANET, administrative
control is distributed among the nodes involved in the network. The nodes are expected by
default to cooperate in performing specific functions, such as routing, sending necessary
requests and replying to requests made by other nodes [5]. Each node in a MANET can
function as a source, destination or router. Indeed, the node can do all three functions at
the same time. It can communicate with another node by sending and receiving packets
and simultaneously participate in a route to forward packets between other nodes.

MANET routing protocols rely on the nodes’ cooperation [19]. The routing protocols
assume that all participating nodes in the route that links the source node to the destination
node are cooperative, but this is not always the case [20, 21]. Some nodes engage in
malicious activities, which typically reduce the performance of the network. MANETs
have many unique characteristics that make them different from traditional networks.
MANET topology changes frequently, so many new nodes will join and many others will
leave over each interval [22]. Usually, a node in a MANET communicates with new nodes
that it has not dealt with before, so it has no background information on whether they are
cooperative or malicious.

MANETs are open to access by any entity with the appropriate resources and equipment
and access cannot be restricted or authenticated [19]. A malicious node can easily become
engaged in any route. In traditional networks, preventing a malicious node from accessing
the network is the first barrier in protecting the performance of the network. This advantage
does not exist in MANETs.

Nodes in MANETs are heterogeneous and have different capabilities in terms of energy
availability, quality of service requirements, mobility patterns and transmission power [5].
Some nodes may be cooperative, but they do not have the ability to help. For example,
when a node has minimal free space in its memory, it may only be able to reply to a
limited number of requests made by its neighbouring nodes. This is also the case with the
transmission range. If the transmission range of a node is limited to 30 m, for example, it
will not be able to create links with nodes at a greater distance from it.

Due to these unique characteristics of MANETs, they are highly vulnerable to network
attacks [5]. The first step a hacker would take to attack a network is to connect to it. Attacks
launched while connected to the targeted network are the most harmful and successful.
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Unfortunately a hacker does not need to make much effort to connect to a MANET. There
is no need to provide a password, key, session token, or user account information.

The second step a hacker would take to run a successful attack is to position itself as a
node between the source and destination nodes to gain complete control of the data packets
sent. This is a popular network hacking strategy called man-in-the-middle. Once a hacker
has participated in the route that connects the source node to the destination node, it is
possible to run many attacks and harm the network’s performance easily and successfully.
Unfortunately, this is a straightforward step to take in MANETs. There are no restrictions
on any node participating in creating a route to link a source to a destination [19]. Thus,
any node can be man-in-the-middle regardless of whether it is cooperative or malicious.
Because of this, MANETs are vulnerable to various types of network attack such as
black-hole, grey-hole, selfish and flooding attacks, and many more.

The routing mechanism in MANETs has two main phases: the discovery phase and
the maintenance phase [5]. The routing phase starts when a node wants to send some data
to another node in the network. In this phase, the source node searches for a route to the
destination by broadcasting a route request (RREQ) packet asking the neighbouring nodes
for a fresh route to the destination. If any neighbouring node has a route to the destination,
it will reply to the source by sending a route reply (RREP) packet. Most network attacks
exploit this phase because of the lack of any validation or authentication. The maintenance
phase is when the route between the source and destination breaks for any reason; the
source needs to maintain the transfer and find another route. The node that has lost the
connection on the route to the destination node will send a route error (RERR) packet
back to the source node to report that the route is no longer valid. When the source node
receives the RERR packet, it will stop streaming the data packets and trigger the discovery
phase again to find a new route. The diagram in Figure 2.1 shows how MANET routing
protocols switch between the discovery phase and the maintenance phase.

The solutions that help improve the performance of traditional networks under such
attacks will not work for MANETs [18]. For example, in traditional networks, it is possible
to install software on the server to monitor the behaviour of the nodes and detect malicious
activities and then block the malicious nodes. In MANETs, this solution is impossible
because there is no server or centralised administration. One of the promising ideas for
improving MANET performance in the presence of network attacks is a principle called
trust management. This is discussed in detail in Section 2.5.
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Fig. 2.1 Discovery and maintenance phases in MANET routing protocols

2.3 Mobile ad-hoc network (MANET) routing protocols

Routing protocols define how routers communicate with each other and how to select
routes to connect a source node to a destination node in the network [5]. A routing protocol
can be defined as a set of rules and procedures used by nodes to determine the best route
for forwarding data packets between nodes. When a data packet is sent from one node to
another, it passes through a series of nodes that form the path to the destination.

Designing routing protocols for MANETs is much more challenging than for wired
networks for several reasons [5]:

1. Dynamic topology: Node mobility in ad-hoc networks causes frequent changes in
topology.

2. Variable capacity: The capacity of wireless links is variable and unpredictable.

3. Limited resources: In MANETs, the nodes have limited computing, power and
bandwidth resources.

4. Lack of centralised administration: In a traditional network, a central node such as
the server acts as a control point for routing decisions. In a MANET, this does not
exist and all nodes need to participate in the routing processes. A routing protocol in
a MANET needs to be distributed across the network.

5. Security issues: Due to the lack of a fixed infrastructure, MANETs are more vulner-
able to network attacks, such as those mentioned before.

Thus, designing routing protocols for MANETs is a difficult task in terms of confidentiality,
integrity and availability.
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Routing protocols are classified into three different groups: reactive, proactive and
hybrid [23]. In the first group, routes to specific destinations are determined when they
are required by source nodes using route discovery processes. In the second group, the
routes to all destination nodes are determined when the network starts and are maintained
using update processes. The last group combines the main properties of the proactive and
reactive classes.

2.3.1 Reactive Routing Protocol (On-Demand)

Reactive routing protocols are also known as on-demand protocols. In this type of protocol,
routes are created whenever a source needs to send data to a destination node [5]. Reactive
routing protocols have two phases: the route discovery phase and the route maintenance
phase. In the first phase, route discovery, the source node tries to discover a fresh route to
access the destination node. It does this by asking its neighbouring nodes if any of them
has a fresh route to the desired destination node. Once the source node receives a reply
from a neighbouring node confirming that it has a fresh route to the destination node, it
starts sending the data packets through this node, which should forward them to the next
node in the route [5].

The second phase, route maintenance, triggers if the route between the source and
destination nodes breaks for any reason. In this phase, the source node is informed that
the link is broken, so it stops sending the data packets and triggers the discovery phase
again to find a new route. This phase is used because the dynamic topology of the network
causes the route failure between nodes to increase [11].

One of the advantages of reactive routing protocols is that they can reduce routing
overhead because they do not need to search and maintain routes that do not have data
traffic [24]. There are various well known reactive routing protocols, such as the ad
hoc on-demand distance vector (AODV) protocol and the dynamic source routing (DSR)
protocol.

Ad hoc on-demand distance vector (AODV)

AODV is a reactive routing protocol and thus defines the route between the source and the
destination when required. Such protocols consist of two mechanisms: route discovery
and route maintenance [9, 14].

Route discovery. Route discovery is a route-finding process in which a valid route
between the source and the destination needs to be discovered [11]. In the AODV routing
discovery process, the steps are as follows:
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1. When a source node wishes to send data to a destination node, it checks its routing
table. If a valid route exists, data transmission is started; otherwise, it generates
an RREQ packet to find a valid route to the destination node. The RREQ packet
contains the following information: source IP, destination IP, source sequence
number, destination sequence number and broadcast ID number.

2. When an intermediate node receives this packet, it checks its routing table. If it has
a valid route to the destination, it sends an RREP packet to the source to report that
it has a fresh route to the destination node. The RREP packet contains the following
information: destination IP, destination sequence number, hop count, lifetime and
source IP. If there is no valid route to the destination, it broadcasts the RREQ packet
within its transmission range.

3. Once the source node has received the RREP packet, it starts transferring data using
that path.

Route maintenance. If a break in the link occurs:

1. The upstream node notifies the source by sending an RERR packet. This contains
the following information: source IP, unreachable destination IP and destination
sequence number.

2. All the intermediate nodes mark the route as invalid.

3. Once the source receives the RERR packet, it starts a new route discovery process.

Dynamic source routing (DSR)

DSR is another reactive routing protocol for MANETs. DSR employs a technique called
source routing, in which the path sequence is predetermined by the source node [25]. The
list of nodes that form the route to the destination is called the route record, which is
included in the header of each packet sent by the source node.

Route discovery. The route discovery phase in DSR can be divided into four main
steps:

1. When a node wishes to send data to a destination, it first checks its routing table for a
valid route. If it has a valid route, data transfer will start. When an intermediate node
receives the packet from the source node, it first checks whether it is the intended
destination node. If it is, it will process the packet; otherwise, it will forward the
packet to the next node according to the route record stored in the packet header.
This process happens if the source node already has a route to the destination stored
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in its routing table. If the source node does not have a path to the destination, it will
broadcast an RREQ packet to the network.

2. When an intermediate node receives this packet, it checks whether it has already
received it and if so, discards the duplicate; otherwise, it adds its own address to the
packet and forwards it to another node. Also, it learns a new route in the network
and stores it in its cache for possible use in the future.

3. When the destination receives the RREQ packet, it copies the route from the RREQ
packet to an RREP packet and sends it back to the source.

4. Once the source node receives the RREP packet, it begins data transfer and caches
the route for further data transmission.

Since the packet header contains the list of the nodes that form the route, the packet
size increases as the route gets longer. Because of this, DSR is only suitable for small
networks [26].

Route maintenance. Route maintenance is needed when there is a break in the link,
which can occur due to the mobility or failure of intermediate nodes [27]. A link break can
disrupt ongoing transmission and lead to data loss. Once a link break has occurred:

1. The upstream node notifies the source by sending an RERR packet. All intermediate
nodes will mark this route as invalid.

2. When the source node receives the RERR packet, it again broadcasts an RREQ
packet to find a new route.

2.3.2 Proactive Routing Protocols (Table-Driven)

Proactive routing protocols are called table-driven protocols since each node maintains
one or more tables containing routing information to every other node in the network and
when there is a change in the network topology, updating must be undertaken throughout
the network [28]. This feature is useful for reducing the network latency, which is the time
the request takes to go from the source node to the destination node. However, it causes
extensive traffic and high power consumption [29]. In addition, proactive routing protocols
are not suitable for large networks since they need to maintain node entries for every node
in the routing table of each node. In table-driven protocols, the control messages increase as
the network grows, which can rapidly increase the overhead. There are several well-known
proactive routing protocols. One of the most common is the destination-sequenced distance
vector (DSDV) protocol.
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Destination-sequenced distance vector (DSDV)

DSDV is a well-known proactive routing protocol. It is a table-driven routing protocol
that uses an improved Bellman Ford algorithm that has been employed successfully in
many dynamic packet-switched networks to calculate the path from a source node to a
destination node [30]. Because DSDV is table-driven, each node in the network knows
a route to each other node before any transmission happens. These routes are stored in
the routing table of each node [31]. Each entry in the routing table contains the following
fields: the destination address, the next hop, the number of hops and the sequence number.
The sequence numbers are used to distinguish invalid paths from fresh ones and to avoid a
route loop. Even and odd sequence numbers are used to check whether a link is alive or
broken respectively [30]. The nodes build their routing tables by broadcasting HELLO
packets to obtain information about neighbouring nodes and available routes. The routing
tables are updated regularly and exchanged between the nodes.

To send a data packet to a destination node, the source node will try to send it using the
route with the minimum number of hops to save energy consumption. DSDV is efficient in
terms of route discovery and there is less delay when sending a data packet through the
network than in reactive protocols. However, the overhead can be higher and as a result
DSDV does not provide QoS in large networks [32].

2.4 Hybrid trust management schemes

The hybrid trust management scheme combines both direct and indirect trust management
techniques. It leverages both the direct observations of node behavior and the feedback
received from other nodes to calculate trust values. The idea is to enhance the trust
evaluation process by using multiple sources of information, leading to more robust trust
decisions.

This thesis did not talk about this approach for the following reasons:

1. Complexity: Hybrid trust management can be more complex to implement and
analyze than direct and indirect schemes. Combining both approaches requires
careful consideration of how to weigh and combine the different sources of trust
information effectively.

2. Overhead: Hybrid trust management may introduce additional communication and
computational overhead in the network due to the need to exchange feedback and
compute combined trust values.

3. Research Focus: We have limited resources and time to explore various aspects of
trust management in MANETs. We prioritized studying direct and indirect schemes
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because these two approaches already cover a wide range of use cases and provide
valuable insights into trust-related challenges in MANETs.

2.5 MANET routing protocol vulnerabilities

MANET routing protocols are vulnerable to many types of routing attack due to the lack
of security features. Any node can connect to the network without going through any
authentication or validation process, as MANET routing protocols mechanisms assume
that all nodes are cooperative. A malicious node can disrupt the routing process through
the following actions [17]:

1. Modifying RREQ and RREP packets.

2. Spoofing the data in the packets

3. Generating fake RERR packets to cause delay in the network by asking the source
node to search for unneeded routes.

4. Sending a huge number of fake RREP packets to the source node, which can cause
denial of service.

5. Creating fake RREQ packets to keep the nodes busy and consume their resources.

6. Generating loops to resend old packets and thus take up the network bandwidth.

2.6 Trust management

One of the essential goals for MANETs is to provide routing security in the network
and ensure confidentiality, integrity, availability and anonymity [19]. The existence and
implementation of MANETs depend on the nodes’ cooperative and trusting nature. There
is a common assumption in existing MANET routing protocols that each node participating
in the network is trustworthy [21]. This default assumption needs to change with the
development of a mechanism that can distinguish a trustworthy node from a malicious
node.

Trust can broadly be defined as a measure of subjective belief that an entity will perform
an action and another will perform the promised work without the need to examine whether
or not the work is done [33]. This definition contains two inspiring terms: measure and
performance. This is how networks work; it is all about performance and the ability to
measure it.
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A trustworthy entity will always perform the action expected by the trustor. Trustwor-
thiness can be applied to many components in any system, such as devices, nodes and
software [15]. The trustworthiness principle has long been used in computer systems and
networks. For example, in web services, there are many trust mechanisms that enable a
browser to decide whether a particular web page is trustworthy or not. If the website is
trustworthy, the browser will access it and show its content; if not, it will show a warning
message and block it. In the case of uncertainty, the browser may ask users if they still
wish to visit the website and ignore the warning. Theoretically, the same principle can be
implemented in MANETs.

Since the relationship between nodes in MANETs starts with a communication and
once this communication has ended the relationship ends, any trustworthiness mechanisms
will depend on this communication [34]. In using the communication between the nodes,
the trustworthiness mechanism should collect data, evaluate the behaviour of the target
node and detect malicious activities. MANETS contain no components to be used in
creating any trust schema except communications. This is due to the complete lack of a
fixed infrastructure. Any designer of trust mechanisms for MANETs will need to analyse
the communication between the nodes and determine what appropriate pieces of evidence
can be collected from this communication to generate trust values and make decisions. The
main idea of using trust management in MANETs is to create a distributed framework in
which the nodes do not depend on a third party, such as a server, to detect specific attacks.

In MANETs, trust management is a reputational mechanism such that every node in the
network observes and evaluates its neighbouring nodes’ activities and tries to detect and
isolate any malicious node [21]. It is a method of collecting the information about an entity
needed to make a trust relationship decision about it [20]. Trust management can go further
and obtain experiences from other entities. Thus, the trust decision can be made using
information collected directly or using other nodes’ experiences and recommendations.

Trust management has become crucial to solving many performance issues in MANETS.
The principle of trust is derived from the social sciences and is used in many fields, such
as economics, communications, business and computing and networking. In computer
networks in general and in MANETs especially, trust entails believing that a node is
cooperating with other nodes to forward the data through the network as expected without
any disruption [15].

Ullah et al.[15] defined that the objectives of trust management in MANETs as follows:

1. To distinguish between trustworthy and malicious nodes.

2. To allow trustworthy nodes to participate in establishing routes between sources and
destinations.

3. To isolate malicious nodes and prevent them from participating in the network
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Due to the unique characteristics of MANETs, a trust management scheme must be
distributive and self-organised. Also, it should consume fewer CPU cycles and battery,
memory and bandwidth resources.

2.6.1 Trust management motivations

Applying trust management systems in MANETs is based on two main motivations [21].
First, the trust management system helps to detect and isolate malicious nodes to reduce
the effect of misbehaving or faulty nodes. Second, the trust management system proposes
a probability of the node’s future behaviour and exploits the potential for improving the
network’s quality of service. Because MANETs do not have a centralised control unit to
monitor the nodes’ operations, a component node should be cautious when communicating
with other nodes. The behaviour of the nodes can turn from cooperative to malicious over
time and under certain environmental conditions. Therefore, identifying and quantifying
the behaviour of nodes from a trusted and reliable perspective is essential to ensure proper
operation in MANETs.

The fundamental idea of trust management in MANETs is to observe the behaviour of
a neighbouring node and assign a trust value to it [15]. The trust value is determined by
how the node behaves. A low value indicates that the node is misbehaving. Only if the
node is considered trustworthy based on a high trust value will it be given access to the
route that connects the source node to the destination node.

2.6.2 Trust management types

There are three types of trust management in MANETs: direct, indirect and global [34, 21].
Each of these is a general principle that can be implemented through an unlimited number
of ideas.

Direct trust

In direct trust management, each node in the network builds its own trust list, which
contains a list of nodes and their trust values. It monitors and evaluates the behaviours of
neighbouring nodes and assigns trust values to them. It will then only deal with trustworthy
nodes and ignore malicious ones [35]. The direct observation strategy works as follows:

1. The trust value lies between 0 and 1.

2. Each node will have an initial trust value of 0.5 (neutral) by default and this value
can increase or decrease later depending on how the node behaves.
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3. A malicious node will be given a trust value of 0.

4. Each node has a trust list in which it stores the trust values of its neighbouring nodes.

5. Nodes that are considered malicious will be isolated from any communication in the
future.

Indirect trust

The indirect trust management principle is the same as the direct principle, but the nodes
will also be sharing the trust values they have calculated with each other [36]. Once a node
detects a malicious node, it will share this information with the other nodes in the network
so they do not need to evaluate the behaviour of the malicious node again.

Global trust

In global trust management, there is a node in the network responsible for storing the trust
values and sharing them with the other nodes in the network. Hence, every node in the
network needs to talk to this node before it sends any data through the network to establish
whether the neighbouring node is trustworthy or malicious. In this thesis, the focus is on
direct and indirect trust management.

2.6.3 Trust management steps

Trust management in MANETs comprises four steps: trust initialisation, information
collection, trust calculation and decision making [15]. Each step has its own challenges
and difficulties in MANETs.

Trust initialisation

Trust initialisation happens when a node starts sending packets to its neighbouring node.
In this step, a node in MANET has no previous interaction with its neighbour and has
no background about its behaviour. This is a risky situation and most of the direct trust
management algorithms proposed consider the default trust value to be neutral. For
example, if the range of the trust value is between 0 and 1, the default value for the
unknown node is 0.5.

Information collection

In direct trust management, a node directly monitors the following node’s behaviour and
gathers information based on this observation. Direct observation is a powerful technique
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that can provide authentic information about a neighbouring node’s behaviour. In indirect
trust management, information is collected in two ways: through direct observation and by
receiving recommendations from other nodes in the network.

Trust calculating

The information collected about the behaviour of the neighbouring node is used to calculate
a trust value for that node. The trust value can be updated over time to arrive at a more
accurate judgment. Calculating the trust values can be as simple as counting the packets
dropped by the node in question, or it can be more complicated and use maths functions.

Decision making

Once the trust value of a specific node has been calculated, it can be used to decide whether
the node is trustworthy or not. Based on this decision, the node in question must either be
isolated or allowed to participate in creating routes. There are different levels of trust in
more complex models. Figure 2.2 shows the sequence of the trust steps.

Fig. 2.2 Trust management steps of MANETs

Developing trust management solutions for MANETs is a very challenging task, not
only because of the unique characteristics previously mentioned but also because adding
any functions to the routing protocols will increase the overhead on the network [16].
Increasing the overhead usually reduces the network’s level of performance. For example,
more overhead can increase the end-to-end delay. End-to-end delay is the time a packet
takes to travel through the network from the source node to the destination node [37].
Adding more functions and tasks to the routing protocols to check the trustworthiness of
the neighbouring nodes might increase this time. When the end-to-end delay increases, the
network’s performance decreases. Thus, when developing a trust management solution,
it is necessary to keep an eye on the overload and establish the trade-off between the
improvement attained and the overload. If the overload is so high that it is very detrimental
to the network’s performance, it is not worth implementing the solution, even if it enhances
some metrics.
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2.7 Related work

Since the AODV routing protocol was introduced, many schemes and solutions have been
proposed to improve its performance in the presence of network attacks. Some of these
schemes use techniques that require high computational power, such as cryptography.
Although many of these solutions improve the performance of MANETs by detecting and
isolating malicious nodes, the cooperative nodes suffer from the high computational load
required. This may not fit the special characteristics of MANETs. Other solutions rely on
the assumption that the first RREP packet received and the RREP packet with the highest
sequence number are sent by a malicious node. This assumption is true in the case of
black-hole and grey-hole attacks, but not in the case of selfish attack. Various solutions
have been suggested to improve the performance of MANETs black-hole, grey-hole and
selfish attacks and these are reviewed in the following subsections.

Several solutions and algorithms have been suggested to deal with flooding attacks.
The flooding attack model is completely different from the black-hole, grey-hole and
selfish attacks. In flooding, the attackers use the RREQ packet to launch the attack, unlike
black-hole, grey-hole and selfish attackers, who use the RREP packet. They flood the
network with RREQ packets to non-existing destinations to keep the nodes processing
these packets for the longest possible time. The solutions previously outlined concentrated
on the RREP packets to detect black-hole, grey-hole and selfish attacks. In contrast,
flooding attack solutions need to focus on and analyse RREQ packets.

2.7.1 Schemes that focus on only one or two attacks

Jhaveri et al.[38] suggested an observation mechanism to calculate a trust value for neigh-
bouring nodes. This mechanism aims to detect malicious nodes and isolate them. The trust
value is calculated dynamically after every time interval using three parameters: (i) the
RREP packet sequence number; (ii) the routing table sequence number; (iii) the number
of replies received over the time interval. This algorithm is designed to detect and isolate
malicious nodes in the route discovery phase. When sending the RREQ packet in the dis-
covery phase, the source node broadcasts a list of malicious nodes. When the intermediate
nodes receive this list, they update their routing tables. This trust-based mechanism was
found to improve the packet delivery ratio (PDR) under black-hole and grey-hole attacks.

Sharma and Chauhan [39] implemented a trust-based distributed algorithm in the
AODV protocol to detect and separate grey-hole attackers from other nodes. Each node
in the network monitors the behaviour of its neighbours; when it senses the existence
of a grey-hole node, it stores it in a grey-hole attacker list. To confirm the decision, it
sends RREQ packets to the other neighbouring nodes to see if the suspected node will still
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behave maliciously. Based on the responses received from the neighbours, it can decide
whether the suspected node is a grey-hole attacker or not. When it is confirmed that the
suspected node is malicious, the source will avoid any future communication with it. This
algorithm shows a better throughput in the presence of a grey-hole attack.

Vasantha et al.[40] proposed a trust-based mechanism to improve MANET performance
under black-hole and grey-hole attacks. The mechanism detects malicious nodes by
filtering their RREP packets at the source and intermediate nodes. The mechanism ignores
the RREP packets with very high sequence numbers and also ignores the first RREP packet
received. The malicious nodes will be added to a blacklist to prevent any communication
with them in the future. The mechanism consists of two stages: prevention and detection.
Both stages run while transmitting data between the source and destination nodes.

Jhaveri [41] proposed an algorithm to detect and separate multiple black-hole and
grey-hole attackers during the routing discovery phase. They suggested modifying the
functionality of receiving RREP packets. Each node in a MANET monitors the behaviour
of its neighbouring nodes by analysing the RREP packet received. If an intermediate node
detects a malicious node after receiving an RREP packet, it labels the RREP packet DO
NOT CONSIDER and marks the node as a MALICIOUS NODE in the routing table. The
intermediate node will reverse the path, sending the RREP packet back towards the source
node, which will update the routing tables of all nodes with the malicious node entry. The
new route towards the destination node is selected by unmarked RREP packets.

Bindra et al.[42] proposed an algorithm to detect black-hole and grey-hole attacks by
adding extended data routing information to the routing table in the AODV protocol. The
routing table exists in every node in the network and fields are added to detect malicious
nodes and save a history of their previous malicious activities. Creating a historical record
for each node’s malicious activities is a way of addressing grey behaviour. This mechanism
is built on the AODV protocol.

Marti et al.[43] proposed an idea called “watchdog”, which is a direct trust management
mechanism and a path rater. Each node in the network listens to the transmissions of the
next node along the route to detect malicious behaviours. The path rater holds the trust
values of the nodes, which range from 0 to 0.8, with neutral taking the value of 0.5. These
values given to the nodes are updated continuously by 0.1 each 200 ms. The source node
should be able to detect selfish nodes and avoid sending packets to them. This scheme has
shown better performance in the presence of selfish attacks. However, it also increases the
memory overhead as the watchdog mechanism needs to maintain the information collected
from the packets.

Buchegger and Boudec [44] proposed an amended routing protocol called Cooperation
Of Nodes – Fairness In Dynamic Ad-hoc NeTworks (CONFIDANT). This improved
protocol contains a trust management and reputation system. While monitoring the
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behaviour of the neighbouring node, the trust manager evaluates the node’s activities and
sends alarms to neighbouring nodes telling them about a malicious node. The malicious
node is then isolated by all nodes that receive the alarm. This mechanism combines direct
monitoring and a reputation system. The mechanism has shown better performance in the
presence of black-hole attacks.

Michiarde and Molva [45] suggested a collaborative reputation scheme based on
collaborative monitoring. This schema has a more complicated reputation system in
which it is not only one node monitoring the behaviour of the next node, but many nodes
monitoring the behaviour of the same nodes. The decision is made using the data collected
by all nodes involved in the network. The decision here should be more accurate than using
other methods because it is not made by an individual node. Each node has a reputation
table and a watchdog mechanism. Each node monitors the behaviour of its neighbours,
assigns trust values to them and saves those values in its trust table. The nodes share their
trust values with each other. This mechanism has shown better performance in the presence
of selfish attacks.

Pissinou et al.[46] proposed a secure MANET routing protocol based upon a direct
trust mechanism establishing the trust level of the nodes along the route. This protocol
stores trust values in the RREQ packet. When the source node wishes to initialise a route
to the destination, it sends the RREQ packet to its neighbouring node. The intermediate
node updates the trust values in the RREQ packet and forwards it to the next node. When
the RREQ packet reaches the destination node, the destination node replies to the source
by sending an RREP packet containing the level of trust of the route. Then the source can
choose the route with the highest trust level rather than choosing the shortest route.

Balakrishnan et al.[47] proposed a reputation-based trust model called secure MANET
routing with trust intrigue. The evidence of trustworthiness in this model is collected
efficiently from direct interactions with the neighbouring nodes and through recommenda-
tions from other nodes. This mechanism contains two components: detection and reaction.
In the detection phase, evidence of the malicious behaviour of neighbouring nodes is
collected and in the reaction phase, the source node uses this evidence to accept or reject a
newly discovered route. Also, in the reaction stage, the source node can predict the future
behaviour of a cretin node by using the evidence collected.

Wang et al.[48] proposed an improved trust-based version of the DSR routing protocol.
Each node in the MANET has a trust table that stores the trust values of the neighbouring
nodes. The amended DSR selects the routing path with the highest trust values and least
delay, unlike the standard DSR, which chooses the routing path that has the lowest hop
count. The trust values are calculated and updated individually by the nodes. A trust value
ranges between -1 and +1, where -1 means distrust and +1 absolute trust. Implementing
this mechanism in the DSR protocol showed a better PDR under selfish attacks.
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Xin Li et al.[49] proposed a trust algorithm based on packet forwarding ratio (PFR).
PFR is calculated using the ratio of the number of packets forwarded to the number of
packets received. Trust values are assigned based on the PFR results. The trust value of any
node can increase or decrease based on its behaviour in forwarding packets. When the PFR
increases, the trust value increases, and when it decreases, the trust value decreases. The
trust value in this model is between 0 and 1, where 0 means distrust and 1 means absolute
trust. A trust value between 0 and 0.5 indicates the node is malicious, 0.5 to 0.75 indicates
the node is suspect, 0.75 to 0.9 suggests the node might be not entirely trustworthy and
0.9 to 1 means the node is trustworthy. Nodes with low trust values are isolated and not
allowed to participate in new routes.

Yi et al.[50] suggested a scheme called Flooding Attack Prevention (FAP), which aims
to monitor the RREQ packets received from neighbouring nodes. The FAP algorithm
assumes that there is less of a risk of a node that sends fewer RREQ packets being a
malicious node running a flooding attack. Thus, if a node sends fewer RREQ packets, it
is assigned a higher priority for selection. When a node broadcasts a high rate of RREQ
packets, the neighbouring nodes will observe this and reduce the responding priority for
this node.

Ping et al.[51] added a fixed threshold to the FAP. The modified algorithm assumes that
if the RREQ packets received by a neighbouring node exceeds the threshold, it is launching
a flooding attack. Any RREQ packets from this node will be ignored in the future. The
disadvantage of this modification is that if the attacker guesses the fixed threshold, it is
possible simply to make the number of RREQ packets less than the threshold. This way a
flooding attack will not be detected.

Song et al.[52] proposed a filtering mechanism that has two thresholds: the rate limit
and the blacklist limit. The source node only accepts RREQ packets from nodes that have
not reached the rate limit. After receiving the RREQ packet, the source node compares
the sequence number of the packet with the one stored in the blacklist. If it is greater than
the sequence numbers in the blacklist, the RREQ packet is discarded and the node will be
added to the blacklist. The disadvantage of this mechanism is that the attacker can run the
attack by reducing the flooding rate and sequence number if he/she discovers the values of
the thresholds.

Balakrishnan et al.[47] designed a solution that consists of three thresholds: the
blacklist threshold, the whitelist threshold and the transmission threshold. The barrier
that prevents a flooding attack in this mechanism is that the RREQ packet received from
a neighbouring node is only processed if the transmission rate of the node is less than
the transmission threshold. If the transmission range of the node is greater than the
transmission threshold, the RREQ packet will be discarded and the node will be added to
the blacklist. The nodes that do not exceed the threshold for a given number of times are
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added to the whitelist, so there is no need to check the transmission range next time when
receiving RREQ packets from them. This technique is useful for keeping the overhead low.

Venkataraman et al.[53] proposed a trust management solution to mitigate the impact of
flooding attacks on MANETs. The algorithm of the solution classifies neighbours based on
their given trust values under three categories: friend, stranger and acquaintance. A friend
node is trusted, a stranger is not trusted and an acquaintance is neutral. There are three
transmission rate threshold values and each category has its own threshold value. When
the source node receives an RREQ packet from a neighbouring node, it first checks its type
and compares its transmission rate to the threshold value of its category. If the transmission
rate is below the threshold value for the category, the RREP packet is processed; otherwise,
the packet will be discarded and the node will be added to the blacklist.

Bandyopadhyay et al.[54] proposed a scheme that allows a limited number of RREQ
packets to be sent by any source node in the network. The limit was set at 10 RREQ
packets per second. This low rate helped prevent flooding the network with RREQ packets.
The disadvantage of this approach is that the malicious node can change the value of the
allowed rate parameter because it has full access to it.

2.7.2 Schemes that require high computational power

Khattak and Nizamuddin [55] provided a hybrid approach for preventing black-hole and
grey-hole attacks. The proposed algorithm uses a hash function and timestamp base
solution. The source node selects the second shortest route to the destination instead of
the first. The probability of the existence of a black-hole attacker decreases for the second
shortest route. This is because black-hole and grey-hole attackers send RREP packets
to the source stating that they have the shortest route to the destination. Choosing the
second shortest path is thus safer in the AODV protocol. The point of monitoring the
RREP packets coming from the neighbouring nodes and ignoring the one with the shortest
path is a direct trust mechanism for improving MANET performance.

Velloso et al.[20] suggested a recommendation exchange protocol (REP), which enables
a node to exchange trust values with its neighbouring node. In this model, the trust values
are calculated based on direct observation. The decision to isolate a specific node is
made using the evidence collected individually and by recommendations received from
neighbouring nodes. Each node in the network assigns a trust value to its neighbours of
between 0 and 1. This model consists of two phases: the learning phase and the trust phase.
The learning phase is responsible for collecting data and converting it into knowledge. The
trust phase is responsible for using that knowledge to detect and isolate malicious nodes.

Yu et al.[56] defined a trust management system that provides a degree of assurance
for the future behaviour of nodes based on the services previously received from the
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nodes. Yu et al. classified the trust and reputation management system into two major
categories, namely individual-level trust and system-level trust. The individual-level trust
mechanism allows the source node to initialise communication with the subject node,
aggregate declarations from other nodes about prospective communications, evaluate
the trustworthiness of potential interaction based on the past recorded data and make a
trustworthiness decision on whether to interact with the subject node. The system-level
trust mechanism concentrates on applying punishment based on the node’s trustworthiness
and reputation to improve the utility for nodes that are highly trustworthy.

Lee et al.[57] suggested adding two new packets to the AODV protocol: a route
confirmation reply (CREP) packet and a route confirmation request (CREQ) packet. When
an intermediate node receives an RREQ packet from the source node, it checks its routing
table and sends an RREP packet back to the source and sends a CREQ packet to its next-
hop node towards the destination node. When the next-hop node receives the CREQ packet,
it sends a CREP packet back to the source node if it has a fresh route to the destination
node. When the source node receives the CREP and RREP packets, it validates the path to
the destination by comparing the paths in the two packets. If both agree, the path is valid.

Al-Shurman et al.[58] proposed a solution requiring additional computation which
results in an increased overhead. The source node stores the sequence numbers of the last
packets sent and the last packets received in two separate tables. When the source node
receives an RREP packet, it compares the sequence number in this packet with the stored
numbers. If there is a match, the source node starts data transmission; otherwise, it will
classify the RREP packet as malicious. The source node will send an alarm message to the
other nodes to block the malicious node.

Raj and Swadas [59] designed a solution that adds an additional task for the nodes:
checking the RREP packet before accepting it. When a node receives an RREP packet, it
checks if the sequence number is higher than a threshold value. If the sequence number
of the RREP packet is higher than the threshold, it is classified as malicious and the node
that sent it is added to a blacklist. When a node has detected a malicious node, it sends an
alarm packet to inform all neighbouring nodes. This solution has been found to increase
the overhead.

Mistry et al.[60] suggested a solution that entails analysing the RREP packets received.
When a source node receives the first RREP packet, it does not react to it immediately but
waits for some time to receive multiple RREP packets and then saves them in a table. The
source node then analyses the stored RREP packets in the table and rejects those with very
high sequence numbers. The nodes that sent these packets are marked as malicious. The
source node will arrange the remaining RREP packets according to the sequence numbers
of their destination nodes, and the one with the highest number will be selected. This
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mechanism increases the end-to-end delay as the source node has to wait some time to
receive multiple RREP packets.

Research Scheme Lack

Jhaveri et al.[38]

An observation-based trust calcula-
tion approach for neighboring nodes,
with the goal of detecting and isolat-
ing malicious nodes

Only tackles
black-hole and
grey-hole attacks

Sharma and
Chauhan [39]

Each node in the network observes
its neighbors’ behavior and identi-
fies the presence of a grey-hole node,
which it then adds to a grey-hole at-
tacker list.

Only tackles grey-
hole attacks

Vasantha et
al.[40]

The mechanism detects malicious
nodes by filtering RREP packets
at source and intermediate nodes,
disregarding those with very high
sequence numbers and the first re-
ceived RREP packet.

Only tackles
black-hole and
grey-hole attacks

Jhaveri [41]

They proposed altering the way
RREP packets are processed,
wherein each node in a MANET
examines the behavior of its
neighboring nodes by analyzing the
received RREP packets.

Only tackles
black-hole and
grey-hole attacks

Bindra et al.[42]

An algorithm is introduced to iden-
tify black-hole and grey-hole attacks
by incorporating extended data rout-
ing information into the routing ta-
ble within the AODV protocol.

Only tackles
black-hole and
grey-hole attacks

Marti et al.[43]

The idea of "watchdog" is a direct
trust management mechanism and
path rater where each node in the
network monitors the next node’s
transmissions along the route to de-
tect malicious behaviors.

Only tackles self-
ish attacks
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Buchegger and
Boudec [44]

The trust manager monitors the
neighboring node’s behavior, eval-
uates its activities, and alerts neigh-
boring nodes about malicious nodes,
leading to the isolation of the identi-
fied malicious node by all nodes in
the network.

Only tackles
black-hole attacks

Michiarde and
Molva [45]

A reputation scheme that relies on
collaborative monitoring for evalua-
tion.

Only tackles self-
ish attacks

Pissinou et al.[46]

An secure MANET routing proto-
col that utilizes a direct trust mech-
anism to establish trust levels of
nodes along the route.

Only tackles
black-hole attacks

Balakrishnan et
al.[47]

The model efficiently collects evi-
dence of trustworthiness through di-
rect interactions with neighboring
nodes and recommendations from
other nodes, comprising two compo-
nents: detection and reaction.

Only tackles
black-hole attacks

Wang et al.[48]

Unlike the standard DSR, the modi-
fied version prioritizes the routing
path with the highest trust values
and minimum delay, rather than the
one with the lowest hop count.

Only tackles self-
ish attacks

Xin Li et al.[49]

The trust algorithm utilizes packet
forwarding ratio (PFR) to calculate
trust values, which are determined
by the ratio of forwarded packets to
received packets.

Only tackles
black-hole attacks

Yi et al.[50]

The FAP algorithm operates on the
assumption that nodes sending fewer
RREQ packets pose a lower risk
of being malicious nodes running a
flooding attack.

Only tackles
flooding attacks
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Ping et al.[51]

The modified algorithm considers a
neighboring node to be launching a
flooding attack if it receives RREQ
packets exceeding a threshold, lead-
ing to the subsequent ignoring of any
RREQ packets from that node.

Only tackles
flooding attacks

Song et al.[52]

The filtering mechanism employs
two thresholds, the rate limit and the
blacklist limit, allowing the source
node to accept RREQ packets only
from nodes that haven’t reached the
rate limit.

Only tackles
flooding attacks

Balakrishnan et
al.[47]

The proposed solution comprises
three thresholds: the blacklist thresh-
old, the whitelist threshold, and the
transmission threshold.

Only tackles
flooding attacks

Venkataraman et
al.[53]

The solution’s algorithm categorizes
neighbors into three groups: friend,
stranger, and acquaintance, based on
their assigned trust values.

Only tackles
flooding attacks

Bandyopadhyay
et al.[54]

The scheme restricts each source
node in the network to send a max-
imum of 10 RREQ packets per sec-
ond, ensuring a limited number of
transmissions.

Only tackles
flooding attacks

Khattak and Niza-
muddin [55]

The proposed algorithm employs a
hash function and timestamp-based
approach, with the source node
choosing the second shortest route
to the destination instead of the first.

High computa-
tional power

Velloso et al.[20]

The model involves two phases:
learning (collecting and converting
data into knowledge) and trust (us-
ing the knowledge to detect and iso-
late malicious nodes).

High computa-
tional power
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Yu et al.[56]

The trust and reputation manage-
ment system was divided into two
main categories: individual-level
trust and system-level trust.

High computa-
tional power

Lee et al.[57]

The AODV protocol was extended
by introducing two additional pack-
ets: a route confirmation reply
(CREP) packet and a route confir-
mation request (CREQ) packet.

High computa-
tional power

Al-Shurman et
al.[58]

The source node maintains two sep-
arate tables for the last sent and re-
ceived packets’ sequence numbers,
comparing the sequence number in
the received RREP packet with the
stored values.

High computa-
tional power

Raj and Swadas
[59]

The solution involves introducing
an extra responsibility for the nodes,
which includes inspecting the RREP
packet before accepting it.

High computa-
tional power

Mistry et al.[60]

Upon receiving the initial RREP
packet, the source node refrains
from immediate response and in-
stead waits for a certain period
to collect multiple RREP packets,
which are then stored in a table.

High computa-
tional power

2.8 Proposed approach to detect black-hole, grey-hole and
selfish attacks

In the scheme proposed in this research, the source node monitors the behaviour of the
neighbouring node by sending several packets and watching to see if the neighbouring
node forwards them or not. If the neighbouring node forwards them, we assume that this
node is cooperative. If not, we assume the node is malicious. This scheme should be able
to detect black-hole, grey-hole and selfish attacks. The three attacks have one common
behaviour, namely dropping the data packets instead of forwarding them. However, each
attack has its own method of dropping packets. The black-hole attack drops all packets
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received, the grey-hole attack drops some packets and passes others on, and the selfish
attack drops all packets received but passes on the packets that are in its interests. Thus, it
is necessary to modify the method used to calculate the trust value in the scheme slightly
to suit each type of attack. This scheme is implemented by adding a trust table and a
packet list to each node to analyse the packets sent and store the trust values. The scheme
is explained in detail in Chapter 4.

2.9 Proposed approach to detect flooding attacks

The proposed approach used to detect flooding attack addresses two issues. The first is
the number of RREQ packets that a source node can send and the second is the length of
time the RREQ packet can live in the network. For a flooding attack to be successful and
achieve its goal of affecting the network’s performance, it needs to flood the network with
the highest possible number of RREQ packets and ensure they live in the network for the
longest possible time. By default, MANET routing protocols have a variable called time to
live (TTL) which determines the length of time an RREQ packet can live in the network
to search for a route before it gets discarded. Also, they do not allow unlimited RREQ
packets to be sent by any node in the network to prevent flooding. However, these two
values are accessible by any node in the network, including malicious nodes. A malicious
node can modify the values of these variables and replace the default values with high
values. In this way, the malicious node can send as many RREQ packets as it wishes and
have them live in the network for whatever length of time it specifies. The approach in this
thesis will have the intermediate nodes calculate these two values rather than relying on
the values received form the source. The values will not be accessible by the source node
to prevent any malicious amendments. The scheme is explained in detail in Chapter 5.

2.10 Novelty of the proposed scheme

The works previously cited improved MANET performance in the presence of attacks, but
with some limitations:

1. Most require high computational resources, such as encryption, which are not always
available or possible in MANETs.

2. Some of these schemes lead to high overhead. For example in the scheme suggested
in [58], the end-to-end delay reached 1.5 seconds when the pause time was zero. In
[59] the proposed scheme has raised the end-to-end delay to 0.27 seconds. In the
proposed scheme in this thesis that tackles the black-hole and grey-hole attacks, the
highest end-to-end delay was 0.017 seconds which is shown in section 4.7.
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3. They assume that the RREP packet with the highest sequence number and the first
RREQ packet that arrives are the only malicious ones, which is not always the case.

4. Each solution was evaluated against only one or two attacks. For example, many
studies address the problem of black-hole attacks and assume that if the solution
works against this type of attack, it will work against grey-hole and selfish attacks.
This is a false assumption as grey-hole and selfish attacks are slightly different in the
way they work and the effects they have.

5. In the case of flooding attacks, most of the solutions have used a fixed threshold
to limit the number of RREQ packets sent and thus reduce the potential for attack.
However, if an attacker finds out the threshold, he/she can set the flooding rate to be
less than the threshold. Thus, the flooding will not be detected.

The schemes in this thesis consider the principle of trust management and does not use
any techniques that require high computational loads, such as cryptography, which can
lead to high overload. Also, it does not rely on the assumption that the first RREP packet
received and the RREP packet with the highest sequence number are malicious and others
are not. This assumption can lead to categorising a normal cooperative node as malicious.
Also, the evaluation of the proposed trust management solution is extended to encompass
a variety of attacks: black-hole, grey-hole, selfish and flooding. In terms of the flooding
attack, the threshold will be dynamic rather than fixed to make it harder for the attacker to
estimate the threshold value.

2.11 Methodology

The research methodology is a set of methods, principles and practices used to conduct
a study. In a PhD, the methodology provides an organised approach to analyse data and
evaluate outputs systematically, thus answering the research questions [61]. Typically, a
PhD research project aims to conduct an investigation of particular subject matter. Selecting
the appropriate methodology is essential to accomplish a the research project successfully.
The methodology in this thesis is simulation.

Simulations are used to conduct research examining the performance and security of
network routing protocols. Most of the popular network protocols, such as the Hypertext
Transfer Protocol (HTTP), File Transfer Protocol (FTP) and Transmission Control Protocol
(TCP), have been developed and improved over time using simulations as a main part of
conducting the experiments to test them. Using simulations allows the researcher to create
a controlled environment in which the outputs can be established with greater accuracy
than in open environments. The researcher can create a virtual network with specific
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configurations, hardware and settings for the protocols. This can then be simulated, run,
observed and studied. Network simulations can reflect real-world scenarios in terms of
mobility patterns, hardware specifications, node mobility speed and all other parameters.

In the network performance field, simulations allow the researcher to add loads to the
virtual network and vary parameters, such as the number of nodes, area dimensions, pause
time, node mobility speed and requests. This is very useful to evaluate the performance of
the network under different scenarios.

In the context of measuring the performance of mobile ad hoc networks (MANETs),
three primary research methods are available:

1. Mathematical Modeling: This method involves developing mathematical equations
and analytical models to describe the behavior and performance of MANETs.

2. Direct Experiments: This method involves setting up physical MANETs and con-
ducting real-world experiments to observe their performance.

3. Simulation: Simulation involves using specialized software or tools to create a
virtual environment that emulates the behavior of a MANET.

Simulation is an appropriate method for measuring the performance of mobile ad hoc
networks due to its cost-effectiveness, reproducibility, control, and scalability. It provides
a safe and controlled virtual environment to explore various network scenarios and param-
eters, enabling researchers to gain valuable insights without the expense and limitations of
direct experiments or complexities of mathematical modeling.

Validation in the context of simulation refers to the process of ensuring that the
simulated model accurately represents the real-world system it is intended to mimic. It
is a critical step in simulation research to establish the credibility and reliability of the
simulation results. The goal of validation is to demonstrate that the simulation outcomes
closely match the actual behavior and performance of the target system. The validation
process involves comparing the output of the proposed schemes with the plain routing
protocol AODV.

In this thesis the simulations were run using the network simulators NS-2 and NS-3
and some other helpful tools for generating data and formatting outputs.

2.11.1 NS-2.35 network simulator

There are several simulation tools available for studying mobile ad hoc networks and other
communication systems such as NS2, NS3, OPNET Modeler, OMNeT++, and QualNet.
Here are some of these simulators features:
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NS2

1. Language: NS2 uses Tcl (Tool Command Language) for scripting.

2. Community: It has a strong user community and extensive documentation.

3. Flexibility: Provides a high degree of flexibility for protocol and scenario customiza-
tion.

4. Protocols: Supports a wide range of network protocols and communication models.

5. Visualization: Offers basic visualization capabilities for network behavior.

NS3

1. Language: NS3 uses C++ and Python for simulation scripting.

2. Modularity: Designed for modularity and extensibility, making it easier to incorpo-
rate new protocols and features.

3. Realism: Focuses on more realistic models and simulations, which can lead to more
accurate results.

4. Community: Has an active community, but documentation might not be as extensive
as NS2’s.

OPNET Modeler

1. Graphical Interface: Offers a graphical modeling environment.

2. Commercial Tool: Originally a commercial tool, it provides a visual way to design
and simulate networks.

3. Protocols: Supports a variety of protocols and technologies.

4. Cost: Licensing costs may be a consideration for academic users.

OMNeT++

1. Modularity: Similar to NS3, OMNeT++ emphasizes modularity and component-
based simulation.

2. Framework: Provides a flexible framework for building simulations using C++.

3. Community: Active community with a focus on discrete event simulation.

4. Visualization: Offers visualization tools for analyzing simulation results.
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QualNet

1. Commercial Tool: A commercial simulation tool known for its support for large-
scale network simulations.

2. Features: Offers a range of features for wireless network simulation, including
MANETs.

3. Ease of Use: Known for being user-friendly, with a graphical interface and script-
based options.

4. Protocols: Supports various communication protocols and technologies.

5. Cost: As a commercial tool, it comes with licensing costs.

NS3 is a powerful and versatile open-source network simulator that offers realism,
accuracy, extensive protocol support, and active community engagement. These factors
justify its use for measuring the performance of mobile ad hoc networks. This thesis started
with using NS2 as it is still reliable and used by researchers and university around the
world and then later we upgraded to NS3.

NS-2 is an open-source tool designed to help researchers explore networks, measure
the performance of routing protocols and evaluate proposed solutions [11]. This tool helps
in designing and enhancing routing protocols for both wired and wireless networks. NS-2
is widely used by universities and researchers for studying the performance of routing
protocols and evaluating new proposed solutions.

NS-2.35 is an objective-oriented event simulator. It was introduced in 1995 by the
Virtual InterNetwork Testbed (VINT) project at the University of California and was
improved some years later by the Monarch Project at the University of Carnegie Mellon to
enable it to support node mobility [62]. It enables simulation of the services and protocols
used by wired and wireless networks and has the capability to analyse the behaviour
of both existing and new protocols. The ability of NS-2.35 to generate many scenarios
rapidly with random movement and traffic patterns is one of its key advantages. All the
necessary features, including abstraction, visualisation, emulation, traffic production and
scenario production are presented in NS-2.35. A wide range of MANET routing protocols,
including AODV, DSR, DSDV, and many others, are supported by NS-2.35.

Two programming languages are used in NS-2.35: the Object-oriented Tool Command
Language (OTcl), which is used to design and configure networks, and C++, which
describes the internal functioning of the simulation. OTcl is quick to consider changes,
making it ideal for configuring the network, while C++ is fast to run, making it suited
for running the simulation. NS-2.35 was designed to combine the benefits of these two
languages.
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2.11.2 NS-3.33 network simulator

The Network Simulator 3 (NS-3.33) is an open-source and discrete event simulation
platform designed for simulating and modelling many types of computer networks. It is
used to study how routing protocols behave in different network scenarios. Unlike the
previous version, NS2, NS-3.33 is designed to be more adaptable and flexible, with a greater
selection of components for different types of networks, including MANETS. NS-3.33 is
developed in C++ and it also supports Python scripting language. By supporting a modern
and powerful scripting language like Python, NS-3.33 provides enhanced capabilities
compared to NS-2.35.

2.11.3 Network simulator generator:

NSG is a scenario generator for NS-2.35 that automatically generates Tool Command
Language (TCL) scripts [63]. It is a Java-based tool that can generate TCL scripts for
wired and wireless networks. NSG has a friendly graphical user interface that gives the
user the ability to create any desired network scenarios without coding. This tool has been
used widely by researchers and engineers to create network scenarios.

2.11.4 Bash scripting

Bash is an interpreter that processes shell commands. A command that requests the use of
operating system services is issued in the form of plain text. A Bash script is a text file
containing a series of commands. A Bash script can contain any command that can be run
at the terminal. Any sequence of terminal commands can be written as a Bash script in a
text file.

Bash scripting is used to automate the execution of tasks so that researchers do not
need to run them individually and repetitively. It is an excellent way to automate many
different tasks in a computer system. In NS-2.35, using scripts, it is possible to automate
the creation of trace files, the execution of simulations and the analysis of the outcomes.
This can be helpful for quickly and effectively testing a range of various scenarios.

A bash script consists of a series of commands and functions that are used to initialise
and configure a simulation’s parameters, run the simulation and analyse the results. For
example, a basic bash script can be used to generate a trace file for simple node-to-node
communication and then execute multiple simulations with different parameters, such as
node mobility speed and pause time. The most useful feature of bash scripts is that they
can be reused for a variety of different simulations. The parameters and variables in the
script can be changed simply to generate different scenarios.
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2.11.5 Confidence interval

A confidence interval (CI) is a range of values within which a result is estimated to lie with
a certain probability [64]. When measuring system performance, it is essential to calculate
the CI to establish the accuracy of results as it shows the reliability of the evaluation. At
a certain level, usually 95%, we can be relatively confident that the results are accurate.
This helps reduce uncertainty when making decisions based on the results. Each single
experiment in this thesis was run multiple times and the uncertainty surrounding each
value was calculated using the 95% CI.

2.12 Summary

This chapter has shown a solid understanding of the research field, problem and the
potential solution. It has proposed two approaches to handle network performance in the
presence of attacks. It has set out the methodology to be used and the tools employed to
assist in the experiments.

The next chapter explores the effects of node mobility on MANET performance. As
previously mentioned, the mobility of nodes is the most unique characteristic of MANETs
and must be considered in the design of any solution. The chapter includes an analysis
of the effects of varying the node mobility speed on the performance of three MANET
routing protocols, i.e. AODV, DSR and DSDV. This addresses several questions: Does
increasing the speed of the nodes’ mobility affect the performance of the network? Which
metrics are most affected? Do all three protocols present the same or different effects and
why? This analysis is undertaken in the ideal situation when all nodes are cooperative and
in the absence of any malicious activities. Understanding the effect of node mobility on
MANET performance will help measure the success of the proposed solutions later.
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Chapter 3

Analysing the Effect of Mobility on the
Performance of MANET Routing
Protocols

3.1 Introduction

When conducting experiments to measure the performance of a system, it is very important
to look closely and carefully at the metrics and parameters that will be used. Since many
metrics are used to measure the performance of MANETs [5], we need to choose those
that can help measure the success of the proposed solutions. Also, we need to select the
parameters that have a direct impact on the metrics both when the network is under attack
and in the ideal situation when there is no attack. The first step is to explore MANET
performance under normal conditions, when there is no malicious activity, and try to
understand which metrics are affected by which parameters. This approach makes it more
feasible to then attain an accurate evaluation offering potential direct trust management
schemes.

A node in a MANET acts as a source, destination or a router when participating in a
route [65]. Because routes in MANETs are multi-hop based, the possibility of route failure
is very high. In multi-hop routes, if a single node moves outside the transmission range of
either of its neighbours, the whole route fails. Route failures are considered a key factor
that impacts the performance of all MANET routing protocols [22]. Furthermore, there is
an effect on establishing a new route when nodes remain out of transmission range for a
long time. This effect, termed pause time, refers to when a node ceases moving. Nodes
moving and stopping are the first factor to be taken into account in any routing protocol
algorithm in MANETs.
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Since one node moving outside the transmission range of its neighbouring nodes in
the route leads to a route break, the number of broken routes will increase as the speed
of the nodes increases. There is a direct relationship between the speed of node mobility
and the number of broken links [66]. For the transmission of a data packet from a source
node to a destination node to be successful, a multi-hop route must not undergo any route
failure [22]. If a route does break, a fresh one must be established as quickly as possible.
However, this is delayed in the case of high pause times and failure to establish a fresh
route rapidly will clearly reduce the network performance.

The impact of mobility has been reported in many studies. These have demonstrated
that the speed of node mobility and pause time parameters have direct effects on metrics
such as throughput and PDR, as well as some others. Qin et al.[10] analysed the effect of
the speed of node mobility on the PDR, the number of link breaks and link duration. They
found that varying the speed of the nodes’ mobility led to different levels of performance.
Ananad et al.[67] showed the direct impact of varying node mobility speeds on throughput
and end-to-end delay in three routing protocols, AODV, DSR and DSDV. They concluded
that there were differences in the effects of node mobility speed depending on the protocol.
Gujral et al.[68] analysed the effect of node mobility speed, transmission range and the
number of nodes on the performance of MANETs in terms of throughput, end-to-end delay
and battery consumption. They used three routing protocols, AODV, DSR and DSDV. The
results of their simulations showed that the performance of all protocols was affected, with
some differences.

The effect of node speed may vary from one routing protocol to another as each
protocol uses a different algorithm to establish and maintain routes. Thus, node mobility
and pause time should have different effects on the performance of reactive and proactive
protocols.

This chapter analyses the effect of node mobility speed and pause time on the perfor-
mance of MANETs. For the analysis, we vary the values of the node mobility speed and
pause time to observe the effects on two metrics: throughput and PDR. All simulations
in this chapter were run when all nodes were cooperating ideally in forwarding packets,
without any malicious activity.

3.2 Mobility models

Node mobility is the main attribute of MANETs and their performance must be studied
under the condition of mobility [69]. Real-life mobility patterns are varied and can be very
complex to model depending on the mission and objectives of the participating nodes. The
more complex the mobility patterns, the more difficult they are to model and simulate as
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more details need to be added. The mobility of nodes in MANETs causes the topology of
the network to change frequently and MANETs are expected to provide a decent level of
performance during such dynamic changes.

The performance of MANET routing protocols is greatly influenced by dynamic
changes in the network topology. Moreover, the same mobility model can yield different
results for different routing protocols. After selecting the good solution according to the
experimental setup model to reflect the real-life scenario, the mobility parameters should
be varied.

There are various mobility models, such as random walk (RW), random waypoint
(RWP), geographic constraint mobility (GCM), random Gauss–Markov (RGM), fluid-flow
mobility (FFM), gravity mobility (GM) and behavioural mobility (BM) [7]. In the case of
MANETs, RWP mobility is the most relevant. This pattern can reflect a range of real-life
scenarios, such as a group of people communicating inside or outside a building, a number
of soldiers communicating in a rough area, or a group of volunteers helping people in a
disaster situation, such as an earthquake. In RWP mobility, a node moves freely in random
directions at random speeds.

3.2.1 Random waypoint (RWP) mobility

The RWP model was first defined by Johnson and Maltz in 1996 to study and evaluate
the performance of MANET routing protocols. This model is considered the first attempt
to create a mobility model simulating human movement [70] and it is the most common
mobility pattern used in MANETs [7]. In this mobility model, a mobile node moves
from its position to a new position by randomly selecting the destination coordinates, its
speed and its pause time when it arrives at the new location. When the node reaches the
destination, it pauses for a random amount of time - the pause time - then moves to a new
destination and so on. When the pause time expires, the mobile node randomly chooses
another destination, speed and pause time.

The RWP model has three variables: (Vmax, T , and Vi). The node speed varies randomly
from 0 to Vmax, T is the pause time and Vi is the direction that the node will take [70].
In RWP, the node chooses a random destination, called the waypoint, and travels to it at
a constant speed chosen randomly from the range (0, Vmax). After the node reaches its
destination, it pauses for a period of time equal to T , then it moves to the new destination.
Figure 3.1 shows a sample pattern of a node’s movement in the RWP model.
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Fig. 3.1 Travel pattern of the random waypoint (RWP) mobility model [70]

3.3 MANET performance

In MANETs, mobility has a significant impact on the throughput and PDR. MANETs are
composed of wireless nodes that interact with one another in an ad hoc way and therefore
the nodes have the potential to change position constantly. Thus, the availability of a
communication link or route between two nodes may alter. If a node moves out of an
area where another node is located, they will no longer be able to interact, resulting in
a reduction in throughput and PDR. In addition, when a node moves, its signal can get
weaker, leading to fragmentation, which makes it more difficult to send and receive packets
in a timely manner. Moreover, an interruption in the connection between nodes can result
in an increase in collisions and lost packets, which can further impair the throughput and
PDR. Therefore, mobility plays a crucial role in the performance of MANETs and must be
handled appropriately for the network to run at a high level of performance.

In addition to throughput and packet delivery ratio (PDR), other metrics used to
measure the performance of Mobile Ad hoc Networks (MANETs) include end-to-end
delay, network coverage, energy consumption, jitter, network connectivity and packet loss
rate. These metrics provide valuable insights into various aspects of the network’s behavior,
such as energy efficiency, connectivity, and stability.

Network coverage is the extent to which the communication range of nodes covers the
entire area of interest. It indicates the portion of the network that is within the reach of one
or more nodes for effective communication. Energy consumption is the amount of energy
expended by individual nodes in the network while performing communication, processing,
and other tasks. It can also refer to the overall energy usage of the entire network. Jitter
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represents the variation in packet arrival times at the destination node. It is the difference
in delay between consecutive packets and indicates the variability in transmission and
queuing times. Network connectivity refers to the degree to which nodes in the network
can communicate with each other through direct or indirect paths. Packet loss rate is the
percentage of transmitted packets that do not reach their intended destination successfully.

Using throughput and PDR is the most sufficient in terms of measuring the success of
proposed trust schemes due to their simplicity and direct impact on the network’s efficiency
and data delivery. They offer quick assessments of performance and allow for relative
comparisons between different scenarios and protocols.

3.3.1 Throughput

Throughput refers to the volume of data packets moved successfully from the source node
to the destination node over a specific period of time, measured typically in bits per second
(bps) [23]. A higher throughput value denotes better routing protocol performance. This
metric is crucial and sensitive and may well be the most important in many applications
since it indicates how effectively the network can serve an application. A network with low
throughput can support fewer applications and services and data transmission rates will
be slower. For MANETs to run reliably and effectively, it is essential that they have solid
throughput and thus this parameter must be always taken into account when measuring
MANET performance.

This thesis uses the throughput only, not the goodput. Goodput focuses on the useful
data that reaches the destination application, ignoring any extra data that might be necessary
for communication purposes such as the RREQs, RREPs, and RERRs. Goodput is also
measured in bits per second (bps) or kilobits per second (Kbps).

Throughput measures the rate at which data is successfully transferred between source
and destination nodes in a network. It represents the total volume of data that passes
through the network in a given time period. In terms of data, Throughput includes all data,
including the useful data payload and any overhead introduced by headers and control
packets. In terms of packets, It considers all packets sent and received, regardless of their
size or purpose (data, control, acknowledgments, etc.).

Goodput measures the rate of useful data that successfully reaches the destination
application and is delivered to the end user or application. It focuses on the actual
application data without considering any overhead due to control packets or headers. In
terms of data, it excludes any overhead introduced by headers and control packets. It only
considers the data that carries meaningful information for the application. In terms of
packets, goodput is generally not measured in terms of packets, as it’s more concerned
with the actual data content rather than the number of packets.
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3.3.2 Packet delivery ratio (PDR)

The PDR is the number of packets received by the destination node divided by the number
of packets sent from the source nodes [5]. The PDR is typically associated with the
throughput as they tend to increase and decrease in tandem.

In MANETs, the PDR is an important metric for measuring network performance,
indicating the frequency with which data packets sent by a source node are received by
the destination node. A high PDR shows good network performance, with low packet loss
due to efficient routing, whereas a low PDR denotes poor network performance, with high
packet loss due to congestion, interference, or a dynamic topology. A low PDR may be
the result of an inefficient routing protocol, incorrect or out-of-date routing tables, or poor
signal quality. With a decreasing PDR, it is likely that other factors, such as an increase in
packet delay, will affect the usability of the network application.

Throughput and Packet Delivery Ratio (PDR) are correlated metrics in MANETs.
Higher PDR, indicating successful packet delivery, generally leads to higher throughput as
it implies more efficient resource utilization, reduced retransmissions, and good routing,
contributing to an improved overall data transmission rate in the network.

3.4 Tools used in the experiments

In this set of experiments, we used the NS-2.35 network simulator, a network simulator
generator (NSG) tool and a mobility generator tool called setdest. Also, we developed
a bash script code to automate the simulation and to read the results from the trace files
and present them in a readable format. The programming languages used to conduct the
experiments were TCL, C++ and bash scripting. The simulations took different amounts
of time, from 10 seconds up to one hour, depending on the parameter values.

3.5 Simulation and evaluation

Network simulation is the process of establishing a virtual representation of a mechanism
or a network to analyse its behaviour and evaluate a given system [71]. Simulations help
researchers and engineers understand the performance characteristics of target networks
and identify potential problems and solutions. Simulation is typically used as a resource in
the design of new schemas and routing ptotocols.

Our experiments here aimed to study the effect of mobility on the performance of
three routing protocols, AODV, SDR and DSDV. The simulation model had two variable
parameters: speed of mobility (metre/second [m/s]) and pause time (seconds [s]). The
mobility speed was set to increase from 10 to 50 m/s. The pause time started at 5 s and
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increased by 5 s each time until it reached 50 s. The simulation ran for 3600 s. It was
repeated 10 times and the mean was taken as the result for every metric. The metrics used
in the experiment were throughput and PDR. For all simulations, the confidence interval
(CI) was set at 95%.

3.5.1 Change in throughput varying the node mobility speed

Figure 3.2 shows the change in throughput when varying the range of the node mobility
speed from 10-50 m/s in steps of 10 m/s, with fixed simulation parameters as shown in
Table 3.1.

Table 3.1 Simulation parameters

Parameter Value Unit
Simulator NS-2.35 -
MAC protocol IEEE 802.11 -
Antenna omni antenna -
Mobility model random waypoint -
Simulation time 3600 second
Simulation area 800 * 800 metre
Number of nodes 10 -
Packet size 512 byte
Pause time 5 second
Traffic type UDP -
Transmission range 250 metre
Routing protocols AODV, DSR and DSDV -

The parameter settings chosen for measuring the performance of MANET routing
protocols while varying the mobility speed of the nodes are appropriate as following:

1. Mobility Model - Random Waypoint: Random Waypoint is a commonly used
mobility model for simulating realistic movement patterns of nodes in MANETs.
It allows nodes to move randomly within the simulation area, making it suitable
for evaluating the adaptability of routing protocols under different node movement
scenarios.

2. Simulation Time - 3600 seconds: A simulation time of 3600 seconds (1 hour)
provides sufficient duration to observe the network behavior over an extended period.
This duration allows the network to reach a steady-state, and the protocols can
demonstrate their effectiveness under varying mobility speeds.

3. Simulation Area - 800 * 800: The chosen simulation area size of 800 * 800 meters
provides a reasonable spatial range for evaluating the protocols’ performance. It
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ensures that nodes have ample space to move and interact within the network,
simulating realistic MANET scenarios.

4. Number of Nodes - 10: Using 10 nodes is appropriate for small-scale simulations.
It allows for manageable computation times while still providing insights into the
impact of mobility speed on the network when considering a limited number of
nodes.

5. Packet Size - 512 bytes: A packet size of 512 bytes represents a common data
packet size used in various real-world applications. Evaluating routing protocols
with different packet sizes helps understand how they perform with various traffic
patterns.

6. Pause Time - 5 seconds: The chosen pause time of 5 seconds between node move-
ments introduces realistic behavior as nodes may pause during their movement. This
variation in movement patterns can significantly impact the efficiency of routing
protocols.

7. Traffic Type - UDP: Using UDP (User Datagram Protocol) as the traffic type helps
assess the protocols’ performance under connectionless and unreliable traffic condi-
tions. It is common for multimedia and real-time applications in MANETs.

8. Transmission Range - 250 meters: The chosen transmission range of 250 meters is
relevant for MANETs, as it defines the communication range between neighboring
nodes. This range setting allows researchers to analyze the impact of node mobility
on connectivity and packet forwarding within the transmission range.

These parameters provide a realistic simulation environment and allow for meaningful
observations regarding the effectiveness and adaptability of routing protocols in dynamic
mobile scenarios throughout the thesis.

The parameter "Antenna = omni antenna" refers to the type of antenna used by the
nodes in the network. An omni antenna is an omnidirectional antenna that radiates and
receives signals in all directions equally. In other words, it has a 360-degree coverage
pattern, providing a spherical radiation pattern around the antenna’s axis.

Topology

The initial network topology refers to the arrangement of nodes and their connectivity at
the beginning of the simulation before any node movements occur. At this point, the nodes
are typically distributed randomly within the simulation area, and their communication
links are established based on the transmission range of their omni antennas.
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3.5 Simulation and evaluation

As the simulation progresses and the mobility model (random waypoint) comes into
play, the individual nodes start to move following their predefined mobility patterns. The
mobility model determines the speed, direction, and pause times of each node, leading to
dynamic changes in the network topology over time but all simulations start with the same
topology at the beginning.

As nodes move, their positions change, affecting their connectivity with neighboring
nodes. The network topology becomes dynamic, with nodes forming and breaking com-
munication links as they move closer or farther away from each other. This is how the
initial topology started in this simulation and in all simulations in the thesis.
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Fig. 3.2 Throughput vs. mobility speed (95% CI)

Figure 3.2 shows the impact of increasing the mobility speed on the performance of
the three protocols, AODV, DSDV and DSR, in terms of throughput. We can see that as
the mobility speed increases, the throughput for both the AODV and DSDV protocols
decreases, whereas the throughput for DSR is stable and does not seem to be affected by
the increase in node mobility speed.

Initially, the performance of the DSR protocol is lower than that of AODV, but as the
speed of node mobility increases, the throughput also increases. DSDV presents the worst
performance of the three. This is because proactive protocols require the routing tables
to be updated and maintained and an increase in the node mobility speed results in more
routing maintenance and greater frequency of updates.

Overall, the network dimension here is 800 * 800 m and thus we do not expect to
see a major drop in the throughput level with an increase in speed. Although both the
reactive AODV and DSR protocols and the proactive DSDV protocol react similarly in
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the simulation of low to high node mobility speed, the DSDV protocol exhibits poorer
performance compared to the AODV and DSR protocols, with the performance of the DSR
protocol being best overall.

3.5.2 Change in packet delivery ratio (PDR) varying the node mobility
speed

10 20 30 40 50
0

10

20

30

40

50

60

70

80

90

100

Mobility Speed (m/s

P
D

R
(%

)

DSR
AODV
DSDV

Fig. 3.3 PDR vs. mobility speed (95% CI)

In Figure 3.3, DSR shows better results than AODV and DSDV, with stable performance
during the simulation. All three protocols present a smooth profile in terms of the PDR in a
manner that is predictable for all speeds. The PDRs of AODV and DSDV decrease slightly
with an increase in speed. One of the main reasons for this is that the greater the mobility
speed of the nodes, the more link breakages occur due to the rapid pace. The reactive DSR
and AODV protocols present better performance than the proactive protocol DSDV when
the node mobility speed increases. The performance of DSR is better than AODV overall,
except at the beginning of the simulation.

3.5.3 Change in throughput varying the pause time

Figure 3.4 shows how increasing the pause time can affect the throughput for the AODV,
DSR and DSDV protocols. The pause time increases from 5 to 50 s, with fixed simulation
parameters as shown in Table 3.2.
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Table 3.2 Simulation parameters

Parameter Value Unit
Simulator NS-2.35 -
MAC protocol IEEE 802.11 -
Antenna omni antenna -
Mobility model random waypoint -
Simulation time 3600 second
Simulation area 800 * 800 metre
Number of nodes 10 -
Packet size 512 byte
Node speed 5 - 50 m/s
Traffic type UDP -
Transmission range 250 metre
Routing protocols AODV, DSR and DSDV -
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Fig. 3.4 Throughput vs. pause time (95% CI)

Figure 3.4 compares the throughput of the three protocols with an increase in pause
time. Having a higher pause time means that the nodes have lower mobility [8]. DSR
again shows the best throughput from the beginning to the end of the simulation. We can
see that changing the pause time can sometimes increase the throughput and sometimes
reduce it. If the nodes pause longer when they are within transmission range of each other,
it can aid performance. However, if they pause longer when they are outside each other’s
transmission range, the effect on throughput will be detrimental. The performance values
for AODV and DSDV were close, but DSDV presented better stability.
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3.5.4 Change in packet delivery ratio (PDR) varying the pause time
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Fig. 3.5 PDR vs. pause time (95% CI)

At the beginning of the simulation, with a pause time of 5 s, there are clear differences
between the three protocols; however, at the end of the simulation, with a pause time of
50 s, the PDRs are fairly similar. In general, DSR presents better PDR performance. This
could be because it has lower routing overheads and entails less frequent route discovery
processes than AODV and DSDV [8].

The simulation was run 10 times and the mean value was taken for each pause time.
As the nodes near each other and their movement pauses for longer, the PDR will be high;
in contrast, when the source node and destination node are far from each other, there is no
available route and movement is paused for a long time, resulting in a very poor PDR.

AODV and DSR present better overall performance than DSDV as the routes are
created on demand and this increases the possibility of data delivery as the pause time
increases. However, it can also be observed that the PDR sometimes decreases due to the
increase in delay and routing load. In AODV and DSR, routes are created on demand, but
if nodes are not available to create a route, the route setting time increases, thus increasing
the delay in the network. However, DSDV, which is table-driven, presents more stable
PDR performance with an increase in pause time as there is less need to update the routing
tables. We can conclude that the overall performance of the DSR protocol is better than
both the AODV and DSDV protocols; of the latter, DSDV has better stability.
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3.5.5 Comparison of the overall performance of AODV, DSR and
DSDV protocols

Table 3.3 Comparison of overall performance of AODV, DSR and DSDV

Network Scenario Metrics AODV DSR DSDV

Increase in node mobility speed
Throughput

Better than
DSDV

Best Worst

PDR
Better than
DSDV

Best Worst

Increase in pause time
Throughput

Similar to
DSDV

Best
Similar to
AODV

PDR
Similar to
DSDV

Best
Similar to
AODV

Based on the simulation results, the AODV, DSR and DSDV protocols are all accessible
and dependable, providing decent levels of performance; however, there are some contrasts
in performance in certain cases. With an increase in the speed of nodes, DSR showed
better performance over the two metrics, throughput and PDR. With an increase in the
pause time, DSR was again better than AODV and DSDV with regard to throughput and
PDR.

The reactive AODV and DSR protocols exhibited better performance than the proactive
DSDV protocol in all the scenarios. One of the main factors driving this is that AODV
and DSR are on-demand protocols in which routes are created whenever a source needs to
send data to a destination node, whereas the proactive DSDV protocol is table-driven and
each node maintains one or more tables containing routing information to every other node
in the network and when there is a change in the network topology, updating throughout
the network is necessary.

DSR outperformed AODV and DSDV because it is a reactive routing protocol that
requires less overhead and is better suited for high-speed mobility. DSR is designed to
operate over a smaller bandwidth and has low latency. In addition, it offers improved
reliability and scalability due to its ability to use multiple routing paths [5]. In highly
dynamic networks, this makes it less susceptible to packet loss and congestion.

3.6 Summary

This chapter has analysed the effects of mobility on the performance of three routing
protocols: AODV, DSR and DSDV. Using simulations, we have evaluated the performance
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of the three protocols under different conditions, varying the node mobility speed and
pause time parameters. We have measured the effect on the protocols using the throughput
and PDR metrics. The simulations demonstrate that node mobility speed has a real effect
on MANET performance. Higher speeds can cause more link breakages between the nodes
and lead to lower performance. The coming chapters adopt node mobility speed as the
main parameter to be varied in evaluating the performance of the proposed schemes against
attacks.
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Chapter 4

Analysing the Performance of a Direct
Trust-Based Protocol Against
Black-Hole and Grey-Hole Attacks

4.1 Introduction

The last chapter analysed the effect of mobility on the performance of two reactive
protocols, AODV and DSR, and one proactive protocol, DSDV. This provided a clear
picture of the effect of node mobility on MANET performance in ideal scenarios, when all
nodes are cooperative and behave as expected by the routing protocols in forwarding the
packets through the network. Based on those results, the analysis in this chapter adopts
node mobility speed as the prime parameter in evaluating the proposed schemes protecting
against different types of attack.

This chapter proposes and evaluates two direct trust management schemes that should
enhance the performance of MANETs in the presence of black-hole and grey-hole attacks.
In the first scheme, which is designed to tackle a black-hole attack, each node counts the
number of packets dropped by its neighbouring node. If the number of dropped packets
reaches a certain threshold, the node in question will be given a low trust value and isolated.
In the second scheme, which is designed to tackle a grey-hole attack, each node calculates
the ratio of the dropped packets instead of the number. If the ratio reaches a certain
percentage, a low trust value will be given to the malicious node and it will be isolated.

First, the effects of black-hole and grey-hole attacks on the performance of the AODV
protocol are evaluated. Then we implement the direct trust management schemes with the
AODV protocol, calling the new protocol TAODV. We then compare the performance of
the TAODV and AODV protocols under black-hole and grey-hole attacks independently.
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4.2 Black-hole attack

The outcome will determine the extent to which the principle of direct trust management
can reduce the harm of black-hole and grey-hole attacks on MANETs.

While DSR have shown better performance than AODV in chapter 3 under regular
conditions, there are several reasons why we have chosen AODV for measuring the
performance of MANETs in the presence of attacks:

1. Real-world relevance: AODV (Ad-hoc On-demand Distance Vector) is one of the
more widely used and standardized routing protocols for MANETs.

2. Vulnerability assessment: AODV, like any other routing protocol, has its vulnera-
bilities, and studying its performance under attack conditions can help identify its
weaknesses and potential security flaws.

4.2 Black-hole attack

A black-hole attack is a type of DoS attack that has a detrimental effect on the performance
of MANET routing protocols [40, 72]. Such attacks have a serious impact on the PDR and
the throughput of the network. In this attack, the malicious node attracts all packets by
falsely claiming to have the shortest and most up-to-date route to the destination node and
then drops the packets instead of forwarding them, creating a black hole in the network [72].
The black-hole attacker continuously observes the network traffic, replies to any RREQ
packets and places itself between the source node and the destination node [73]. According
to the AODV mechanism, the source node selects the RREP packet that has the highest
destination sequence number (DSN).

The DSN is stored in each entry in the routing table of a node. When an intermediate
node receives an RREQ, it checks its routing table to see if it has route to the required
destination. If it does, the entry for this route should have a DSN field. The DSN increases
incrementally each time the intermediate node receives information about the destination
node through a RREQ, RREP or RERR. Thus, the higher the DSN, the more up-to-date
the route. Once the intermediate node finds a route to the required destination in its routing
table, it replies to the source node with an RREP, which contains information about the
route, including the DSN. If the source node receives several RREPs, it will choose the one
with the highest DSN. Each entry in the routing table of a node consists of the following
fields [74];

• Destination IP Address

• Destination sequence number (DSN)

• Valid DSN flag
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• Other routing flags (valid, invalid, repairable, under repair)

• Network interface

• Hop count (number of hops needed to reach the destination)

• Next hop (next hop in the route)

• Lifetime (time the route will be valid until expiration or deletion)

In AODV, the route with the highest sequence number is considered the most up-to-date
path to the destination node and is thus selected as the most efficient route [75]. Comparing
the sequence numbers of neighbouring nodes determines the most reliable route, i.e. the
RREP with the highest sequence number. The malicious node exploits this rule and replies
to the source node with an RREP that has a high fake sequence number [40].

Figure 4.1 shows how a black-hole attack works in the network. Node A is the source,
Node B is the destination and Node C is the malicious node. In reactive protocols such as
AODV, a process of routing discovery will initialise to find a fresh and ready route. Node C
replies to Node A as soon as it receives the RREQ packet, claiming it has an existing path
through it to Node B. Node A will accept the response from Node C without any validation.
Node C will start dropping the packets coming from Node A rather than forwarding them.

Fig. 4.1 Black-hole attack in MANET

The malicious node in the black-hole attack exploits the vulnerability in the routing
discovery phase of reactive protocols such as AODV. The malicious node replies to an
RREQ with an RREP that contains a high DSN before any reply from the destination
reaches the source. The source will choose the route that goes through the malicious node.
The black-hole attacker keeps repeating the same process with other nodes, attracting them
to select its route and creating a black hole in the network. The malicious node can then
discard the packets or misuse the network traffic.
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4.3 AODV vulnerabilities

In terms of black-hole attacks, the malicious node exploits the following vulnerabilities in
AODV:

1. The malicious node can modify the data in its routing table. The routing table in
each node can be accessed, read and modified by the node itself. The routing tables
in AODV are not protected by any mechanisms, such as authentication or encryption.
As a result, it is possible for any node to insert fake data in its routing table and send
them through RREPs to its neighbours. The fake data here will be a fake route with
a very high sequence number.

2. The source node does not have a method for validating the RREPs received. By
default, all incoming RREPs are considered trustworthy in AODV and all the data
they carry is deemed true.

3. After accepting the RREP and starting to send the data packets to the malicious node,
the source node has no mechanism to establish whether the packets are forwarded to
the destination node or not.

Thus, the AODV protocol has three major vulnerabilities to black-hole attacks, one
related to the malicious node and two related to the victim node. In terms of the malicious
node, it can make up fake routes and sequence numbers. For the victim node, there is no
means of validating the control packets received or of tracking the packets sent.

4.4 Suggested direct trust management scheme

Since the goal of a black-hole attack is to attract packets from the source nodes and drop
them, the key point in designing a defense mechanism is to monitor this specific behaviour.
Once we understand the behaviour of the attack and how it works, we can create a scheme
to detect it. To detect a black-hole attack using the concept of direct trust management,
each node needs to watch the behaviour of the next node in the route to see if it passes the
data packets or drops them.

4.4.1 Non-malicious dropping of packets

It would appear that dropping data packets in MANETs is always malicious. However,
a cooperative node can drop packets for many reasons. It is crucial to distinguish such
cooperative nodes from malicious nodes that drop packets deliberately. A cooperative node
can drop packets temporarily due to system overload or interference from other wireless
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signals [76]. A node should thus not be judged based on an initial small number of dropped
packets; it should have more than one opportunity to forward the packet to the next node.
If it fails to do so consistently, its behaviour is likely to be malicious. There is no specific
number of opportunities an intermediate node should be given to demonstrate that it is
cooperating.

In the trust initialisation step, which is the process by which the source node starts
to trust its neighbouring nodes, the source node requires initial evidence enabling it to
establish whether or not it should trust its potential neighbouring node. This can be
done by sending a specific number of test packets to evaluate the trustworthiness of the
neighbouring node. If the neighbouring node drops all these test packets in sequence, it
can be judged to be malicious.

Test packets are special packets used in Mobile Ad hoc Networks (MANETs) to assess
the performance and trustworthiness of neighboring nodes. These lightweight packets
contain minimal data, such as source and destination node IP addresses. By sending and
receiving test packets, nodes can evaluate link quality, measure metrics like packet loss rate
and signal strength, and discover and verify neighboring nodes. Test packets play a crucial
role in dynamic routing, network maintenance, and security evaluation, helping to maintain
updated routing tables, optimize path selection, and identify potential misbehavior or
malicious activity.

4.4.2 Threshold for determining malicious intent

The number of test packets that should be sent to decide the trustworthiness of a neigh-
bouring node is based on the requirements and mechanism of the protocol. Each routing
protocol should have a different mechanism and rules for establishing trust. Also, the exact
number of test packets to be sent will likely depend on the application to be run on the
network and its performance requirements.

For our analysis, we proposed three fixed thresholds for test packets: 25, 50 and
100. However, setting a fixed threshold may not deliver accurate decisions in all network
scenarios. A fixed threshold may work well and lead to the detection of malicious nodes
in a network scenario with certain parameters, but result in an inaccurate decision in a
different scenario. In our case, using the parameters shown in Table 4.1, setting a fixed
threshold of 25 packets blocked some cooperative nodes as it is very possible for a node
in a MANET to drop 25 packets in sequence due to a shortage of resources, not due
to malicious activity. Some cooperative nodes were thus labelled malicious as a result
of inaccurate decisions. With a fixed threshold of 100 packets, we were able to detect
malicious nodes accurately, but the overload increased sharply. For each source node to
send 100 test packets to its neighbouring node and observe its behaviour before it starts
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streaming data to it takes a long time and increases the delay in the network. The middle
option, a fixed threshold of 50 test packets, resulted in an acceptable level of overhead
while also being able to detect malicious nodes. Figure 4.2 shows the overhead (end-to-end
delay) in the three cases.

Table 4.1 Simulation parameters

Parameter Value Unit
Simulator Ns-2.35 -
Packet size 512 byte
Simulation time 100 second
Simulation area 1000 * 1000 metre
Number of nodes 15 -
Node speed 15-50 m/s
MAC protocol 802.11b -
Transmission range 250 metre
Total of simulation runs 10 -
Malicious nodes 1 -
Attack type black-hole -
Routing protocol AODV, TAODV -
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Fig. 4.2 End-to-end delay for thresholds of 25, 50 and 100 packets (95% CI)

Based on these results, we selected 50 test packets as the threshold. This offers the best
trade-off between improving the throughput and PDR by isolating a malicious node while
keeping the overhead as low as possible.
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4.4.3 Implementation of direct trust management scheme

To implement this scheme, each node needs to have a list storing the packets sent to the
neighbouring node and a trust table storing the trust values for the neighbouring nodes. In
Figure 4.3, Node 1 is the source node, Node 2 is the intermediate node and Node 3 is the
destination node.

When Node 1 sends the first packet to Node 2, it stores the same packet in its packet
list and increases the number of stored packets by one. The number of stored packets in
the packets list is assigned to a variable n. When Node 1 establishes a connection with
Node 2 for the first time, the packets list is empty and the trust value of Node 2 is T=0.5
by default.

Fig. 4.3 Direct trust management implementation

When Node 2 forwards the packet to Node 3, it needs to send a copy of the packet back
to Node 1 to confirm that it has been forwarded to the next node in the route. In this case,
Node 1 will delete the packet from the packets list and change the trust value of Node 2
from 0.5 to 1.

However, if Node 2 drops the packet, Node 1 node will not receive a copy of the
packet from Node 2. Node 1 will wait for NET_TRAVERSAL_TIME then send the next test
packet, giving Node 2 another opportunity to show cooperative behaviour. Node 1 will
again store the new packet in its packets list and the number of stored packets will be
n=2. NET_TRAVERSAL_TIME is the length of time that a source node will wait to receive an
RREP from its neighbouring node before it sends a new RREQ in the AODV protocol [77].

NET_TRAVERSAL_TIME in AODV and the TCP timer are similar in context of packet
acknowledgments. The similarity here lies in their usage as timeouts for managing network
communications in different scenarios.

Node 1 will continue to send packets until the number of stored packets n reaches the
maximum value of 50, then it will change the trust value of Node 2 from 0.5 to 0. If Node
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2 forwards one of the 50 packets, all the previously dropped packets will be deleted from
the packets list stored by Node 1 and the counter n will start again from 0.

4.4.4 Flowchart

Figure 4.4. presents a flowchart describing the implementation of the proposed direct trust
management scheme for detecting black-hole attacks in AODV. T represents the trust value
given to the node in question and n represents the number of packets sent.

Fig. 4.4 Algorithm for the direct trust management scheme
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4.4.5 Trust management scheme algorithm

Algorithm 1 shows the logic of the proposed trust management scheme for detecting
black-hole attacks in AODV.

Algorithm 1 Algorithm of proposed approach
n: Number of sent packets
T: Trust value
Th: Threshold

1: n = 0
2: while n <= T h do
3: Send packet to the neighbouring node
4: n++

5: if neighbouring node forwards the packet then
6: n = 0
7: T = 1
8: Exit
9: end if

10: end while
11: T = 0

4.4.6 How the malicious node is isolated

1. Trust List Check: Before sending data to any neighbouring node, the source node
first checks its Trust List table to determine the trust value of the destination node. If
the destination node is not present in the Trust List, the source node will assume that
the trust value of this node is 0.5.

2. Avoiding Data Transmission: If the neighbouring node’s trust value is zero, the
source node avoids sending data to that node directly. Instead, it looks for an
alternative route to deliver the data.

3. Selecting an Alternative Route: When the source node discovers that the neighbour-
ing node is malicious, it triggers the route discovery process in AODV to find a new
route to the destination.

4.5 Simulation and evaluation

AODV is an open-source routing protocol, which means that its source code can freely be
accessed and modified. We modified the existing AODV protocol by adding the proposed
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direct trust management scheme and called the new version of the protocol TAODV. We
used the NS-2.35 network simulator to develop the TAODV protocol and evaluate its
performance against black-hole attack.

4.5.1 Added scheme and functions

The trust scheme added to the AODV protocol contained six functions: (i) insert, which
inserts a new trust value; (ii) lookup, which searches for the trust value of a target node;
(iii) delete, which deletes a trust value; (iv) update, which updates a trust value; (v) flush,
which deletes all stored packets from the packets list; (vi) count, which returns the total
number of stored packets in the packets list. We also added a timer variable to store the
time that the source node should wait until sending the next test packet. Rather than using
a fixed amount of time, we used NET_TRAVERSAL_TIME, which is already calculated in
the AODV protocol. If this specific time passes without the source node receiving a copy
of the packet back from the intermediate node indicating that it has been forwarded, the
packet has been dropped by the intermediate node.

4.5.2 Metrics and parameters

To evaluate the performance of TAODV, we here compare its performance to that of the
plain AODV protocol in the presence of a black-hole attack. We use the throughput and
PDR as metrics to measure performance. The parameters used in the simulation are shown
in Table 4.2.

Table 4.2 Simulation parameters

Parameter Value Unit
Simulator Ns-2.35 -
Packet size 512 byte
Simulation time 100 second
Simulation area 1000 * 1000 metre
Number of nodes 15 -
Node speed 10-50 m/s
MAC protocol 802.11b -
Transmission range 250 metre
Total no. of simulation runs 10 -
Malicious nodes 1 -
Attack type black-hole -
Routing protocol AODV, TAODV -
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4.5.3 Throughput performance varying the speed of node mobility

Figure. 4.5 shows the throughput of AODV and TAODV when both are under black-hole
attack and with increasing node mobility speed.
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Fig. 4.5 Throughput of TAODV vs. AODV protocols under black-hole attack (95% CI)

Figure 4.5 shows that the performance of TAODV in terms of throughput started higher
than AODV and it maintained better performance until the end of the simulation. This
means the proposed direct trust management scheme detected and isolated the malicious
node. Hence, TAODV was the best protocol in this scenario.

Figure 4.5 further shows that increasing the node mobility speed leads to reduced
network throughput for both the TAODV and AODV protocols. This is due to the fact
that higher speeds lead to more link breakages. When a link breaks, the reactive routing
protocol will trigger maintenance phase processes. It will then take some time until a new
route is established and some packets will be lost [5].

4.5.4 PDR performance varying the speed of node mobility

As for throughput, Figure 4.6 shows better performance for TAODV than AODV in terms
of the PDR during the simulation at all node mobility speeds.
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Fig. 4.6 PDR of TAODV vs. AODV protocols under black-hole attack (95% CI)

4.5.5 Throughput performance varying the number of malicious
nodes

Figure 4.7 shows the results of evaluating the TAODV and AODV protocols with an
increase in the number of malicious nodes while maintaining a constant node mobility
speed of 30 m/s.
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Fig. 4.7 Throughput of TAODV vs. AODV protocols under black-hole attack (95% CI)
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Figure 4.7 shows that increasing the number of malicious nodes launching black-hole
attacks at the same time affects the throughput of both the TAODV and AODV protocols.
However, TAODV performs better than AODV from the beginning to the end of the
simulation.

At the end of the simulation, when there were 5 malicious nodes, the throughput of
AODV was very close to zero, almost reaching denial of service. In TAODV, with 5
malicious nodes the throughout was around 18 Kbps, indicating the network was affected
but still running.

4.5.6 PDR performance varying the number of malicious nodes

Figure 4.8 shows that the PDR for both the TAODV and AODV protocols decreases as
the number of malicious nodes increases. The PDR of TAODV decreased from 63% to
28% when the number of malicious nodes increased from 1 to 5 compared to a decrease in
AODV from 59% to 12%.
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Fig. 4.8 PDR of TAODV vs. AODV protocols under black-hole attack (95% CI)

4.5.7 End-to-end delay performance varying the number of nodes

Figure 4.9 illustrates the end-to-end delay observed in both the AODV and TAODV
protocols under conditions devoid of any attack. In the context of TAODV, a slight
elevation in the end-to-end delay becomes evident as the number of nodes increases. This
phenomenon can be attributed to the mechanism’s inherent design, whereby the source
node promptly identifies the trustworthiness of its neighbor upon successful forwarding

84



4.6 Grey-hole attack

of the initial test packet. Consequently, subsequent test packets are preemptively skipped,
negating the necessity for the source node to complete the transmission of the entire set
of 50 test packets before making a decision. This strategic approach serves to maintain a
reasonable level of end-to-end delay, aligning with the scheme’s intent.
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Fig. 4.9 End-to-End Delay in TAODV vs. AODV (95% CI)

4.6 Grey-hole attack

A grey-hole attack is an enhanced version of the black-hole attack in which the malicious
node’s activities are not predictable [38]. The node that is launching a grey-hole attack
functions as a cooperative node for some time during the route discovery process in
forwarding the packets, but then at some point turns malicious [73]. Its ability to change
state makes it especially difficult to detect [38].

In MANETS, a grey-hole attack is a model of malicious attack in which an attacker
selectively forwards traffic to harm the network performance [78]. Grey-hole attacks differ
from black-hole attacks in that they selectively forward and drop packets. Black-hole
attacks are much easier to detect and isolate. Typically, more complex mechanisms are
required for routing protocols to detect grey-hole attacks. The characteristics of grey-hole
attacks include selectively forwarding or dropping packets, reducing network services and
manipulating network packets [78].

Figure 4.10 shows how a grey-hole attack works, where Node A is the source, Node B
is the destination and Node C is the malicious node.
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Fig. 4.10 Grey-hole attack in MANET

In a grey-hole attack, the first step the malicious node takes is to capture the route by
exploiting the vulnerabilities of the route discovery phase in the AODV protocol. When
the malicious node has accessed the route successfully without engaging in any malicious
activities, it starts dropping the incoming packets with a certain probability [79]. In grey-
hole attacks, the malicious node may cooperate for a certain period of time and drop
packets the rest of the time. Also, it may drop packets received from a specific node and
forward all packets from another node. Because of this unpredictable deceptive behaviour,
detecting a grey-hole attack is more difficult than detecting a black-hole attack.

In this analysis, we apply the same trust management scheme as for black-hole attacks,
detecting grey-hole attacks and seeing how they work. Table 4.3 shows the parameters
used in the simulation.

Table 4.3 Simulation parameters

Parameter Value Unit
Simulator Ns-2.35 -
Packet size 512 byte
Simulation time 100 second
Simulation area 1000 * 1000 metre
Number of nodes 15 -
Node speed 10-50 m/s
MAC protocol 802.11b -
Transmission range 250 metre
Total no. of simulation runs 10 -
Malicious nodes 1 -
Attack type grey-hole -
Routing protocol AODV, TAODV -
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4.6.1 Throughput performance varying the speed of node mobility

We ran AODV and TAODV in the presence of a grey-hole attack, increasing the node
mobility speed from 10 m/s to 50 m/s. Figure 4.11 shows that the TAODV and AODV
throughput are almost identical under a grey-hole attack. This indicates that the suggested
scheme is not very effective in detecting a grey-hole attack and isolating the malicious
node.
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Fig. 4.11 Throughput of TAODV vs. AODV protocols under grey-hole attack (95% CI)

4.6.2 PDR performance varying the speed of node mobility

In general, the PDR and throughput are connected, so they increase and decrease in tandem.
They are interdependent because if the throughput, i.e. the data rate, decreases, the number
of packets being transmitted successfully decreases, and thus the PDR also decreases.
Likewise, any increase in throughput will lead to an increase in the PDR.
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Fig. 4.12 PDR of TAODV vs. AODV protocols under grey-hole attack (95% CI)

Figure 4.11 shows that the PDR of the TAODV and AODV protocols are almost
identical under grey-hole attack for the same reason as in the case of throughput outlined
above.

4.6.3 Why a grey-hole attack is distinctive

The direct trust management method proposed calculates the trust value by counting
dropped packets. If 50 packets are dropped by the neighbouring node, it will be considered
malicious activity and the neighbouring node will be isolated. This method showed good
results in detecting black-hole attacks because the black-hole attacker drops all incoming
packets and does not forward any. The situation is different in the case of a grey-hole
attack as the grey-hole attacker passes on some packets and drops others, which makes this
method of establishing a trust value less effective.

In the proposed scheme, the counter n starts counting the dropped packets and if a
single packet is passed on, the counter resets and starts from zero. This means the grey-hole
attacker can drop 49 packets without being detected and if it forwards packet number 50,
the counter will reset. The malicious node can then drop another 49 packets without being
detected. This loop could continue for very long time, depending on how many packets
the grey-hole attacker intends to drop each time.

The grey-hole attack model in this simulation has the malicious node dropping a
random number of packets from 1 to 100, then forwarding a random number and so
on. This is why we observe a very small improvement for the TAODV protocol in this
simulation. If the malicious node drops 50 packets or more sequentially, it will be detected
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and isolated and thus the throughput will increase. There is a possibility that the malicious
node could drop more than 50 packets and be detected, but this chance is quite low. In
this case, the malicious node will likely not be detected or isolated under the proposed
mechanism and it will keep launching the attack and harming the network performance.

4.6.4 Calculating trust values using the dropped packets ratio

From the results of the last two simulations, it is apparent that detecting a grey-hole
attack based on the number of dropped packets does not always work. It works only if
the malicious node drops 50 packets or more in sequence. A possible solution would
be to reduce the number of test packets, for example to 25 instead of 50. This would
increase the possibility of detecting a grey-hole attack, but it would still be possible for
the malicious node to drop 24 or fewer packets without being detected. Were we to
go further and reduce the number to 10 packets, for example, there would be a risk of
considering cooperative nodes malicious and isolating them. This is due to the reduction
in the tolerance of an intermediate node dropping some packets for reasons that are not
malicious, such as a shortage of resources. Such a strict mechanism might not be suitable
for MANET environments, in which nodes with different resources and abilities are
supposed to cooperate.

Another possible solution would be to consider the ratio of dropped packets rather than
the number. We can amend the mechanism to calculate the ratio of dropped packets and
base the decision of whether to consider a neighbouring node malicious or not on this
metric. After sending 50 test packets, the ratio of dropped packets will be calculated. If it
is greater than 20%, it will be considered a grey-hole attack.

Throughput performance varying the speed of node mobility

Figure 4.13 shows that the TAODV protocol performs better based on the ratio of dropped
packets when the network is under a grey-hole attack. However, comparing the throughput
of TOADV with that of AODV, the difference is marginal. This means it is still possible
for the grey-hole attack to remain undetected when dropping less than 20% of the 50 test
packets each time.
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Fig. 4.13 Throughput of TAODV vs. AODV under grey-hole attack (95% CI)

PDR performance varying the speed of node mobility

As for throughput, the PDR of the TAODV protocol increased slightly with the new
amendment to the mechanism.
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Fig. 4.14 PDR of TAODV vs. AODV under grey-hole attack (95% CI)
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Throughput performance varying the number of malicious nodes

We ran both the AODV and TAODV protocols in the presence of a grey-hole attack,
increasing the number of malicous nodes from 1 to 5 while keeping node mobility constant
at 10 m/s. Table 4.4 shows the parameters used in the simulation.

Table 4.4 Simulation parameters

Parameter Value Unit
Simulator Ns-2.35 -
Packet size 512 byte
Simulation time 100 second
Simulation area 1000 * 1000 metre
Number of nodes 15 -
Node speed 10 m/s
MAC protocol 802.11b -
Transmission range 250 metre
Total no. of simulation runs 10 -
Malicious nodes 1 - 5 -
Attack type grey-hole -
Routing protocol AODV, TAODV -

Figure 4.15 shows that the throughput of both TAODV and AODV decreased with an
increase in the number of malicious nodes from 1 to 5. The TAODV protocol performed
better than the AODV protocol from the beginning to the end of the simulation, but was
very close to the AODV performance.
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Fig. 4.15 Throughput of TAODV vs. AODV under grey-hole attack (95% CI)
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PDR performance varying the number of malicious nodes

As for throughput, the PDR decreased with an increase in the number of malicious nodes,
as shown in Figure 4.16. At the end of the simulation, the PDRs were 18% for AODV
and 22% for TAODV. Thus, TAODV showed better PDR than AODV in the presence of a
grey-hole attack, but both experienced harmful effects.
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Fig. 4.16 PDR of TAODV vs. AODV under grey-hole attack (95% CI)

4.7 Effect of trust management scheme on overhead in
AODV

When designing or implementing a network solution, it is very important to take the
overhead into account. Overhead in networking is defined as the amount of transmitting
time or processing used by additional mechanisms to manage the transfer of data over
the network [5]. Overhead can also be defined as the additional resources, such as
bandwidth, delay time and memory, needed to implement the additional scheme in the
routing protocol [80]. These extra resources are mainly used to maintain routing between
the nodes in MANETS to ensure they receive and send packets efficiently. Consuming
more resources can reduce the performance of networks.

The mechanism added to the AODV protocol to reduce the effects of black-hole and
grey-hole attacks results in extra work for the protocol. Although this extra work is not
needed when there is no attack, it must still be undertaken in all cases. Hence, this overhead
needs to be measured to determine the cost of the improvement to the network performance
when under attack.
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4.7.1 Overhead metrics

Overhead can be measured using many metrics, such as the number of hops, the PDR or
end-to-end delay. Selecting the metric to be used for measuring overhead in MANETs
depends on the application that will run and use the routing protocol. There is no one metric
that can be used for all applications because different applications have different objectives.
For example, if a network is used to run a streaming video application, the throughput is
likely to be the primary metric used to measure the overhead. If the network is used to run
a voice call application, the primary metric of interest might be the end-to-end delay. Thus,
different applications need to apply different metrics to measure the overhead accurately.

As the analysis in this thesis does not focus on a specific application, any of these
metrics can be used to measure the overhead. We use the end-to-end delay, varying the
number of nodes. It is known that increasing the number of nodes tends to increase the
number of hops and thus increases the delay time. In AODV, or in any MANET routing
protocol, the delay time should increase when the number of nodes increases. First, we
determine the end-to-end delay in AODV and TAODV under normal conditions with
increasing numbers of nodes and compare the results. This will indicate how much load
is added to the AODV protocol with the implementation of the direct trust management
scheme. Table 4.5 shows the parameters used in the simulation to measure the overhead.

Table 4.5 Simulation parameters

Parameter Value Unit
Simulator Ns-2.35 -
Packet size 512 byte
Simulation time 100 second
Simulation area 1000 * 1000 metre
Number of nodes 15 - 50 -
Node speed 10 m/s
MAC protocol 802.11b -
Transmission range 250 metre
Total no. of simulation runs 10 -
Routing protocol AODV, TAODV -

Figure 4.17 shows that a packet takes longer to travel from the source node to the
destination node in TAODV than in AODV. This extra end-to-end delay is the overhead
caused by adding the direct trust management scheme to the AODV protocol.
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Fig. 4.17 End-to-End Delay in TAODV vs. AODV (95% CI)

At the beginning of the simulation, with 15 nodes, the end-to-end delay in TAODV
was 0.002 s more than in AODV. Increasing the number of nodes, the difference in the
end-to-end delay value between TAODV and AODV began to rise rapidly. At the end
of the simulation, when the nodes numbered 50, the additional end-to-end delay was
around 0.006 s. It is clear that any increase in the end-to-end delay will reduce the network
performance, but the additional delay in TAODV is still very low and should be acceptable
for many applications.

4.8 Summary

This chapter has reported on the implementation of the proposed direct trust management
scheme in the AODV routing protocol, resulting in a trust-based protocol called TAODV.
We evaluated the performance of the TAODV protocol in the presence of black-hole and
grey-hole attacks. The simulations showed that TAODV performed better than AODV
in the presence of a black-hole attack. However, in the case of grey-hole attacks, the
scheme required slight modification as the calculation of the trust value in the presence of
a black-hole attack did not work for a grey-hole attack. We had to calculate the trust value
using the ratio of dropped packets instead of the number of dropped packets to be able to
detect grey-hole attacks.

From the simulations we can say that the black-hole attack is more harmful but much
easier to detect, whereas the grey-hole is less harmful but harder to detect. The grey-hole
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attack becomes more dangerous when the malicious node continues launching the attack
for long time.

The results of the simulations demonstrate that the direct trust management scheme
was able to enhance the throughput and PDR of MANET to some extent in the presence of
black-hole and grey-hole attacks. However, the scheme also increased the overhead on
AODV slightly. We measured the overhead using the end-to-end delay metric.

In the next chapter, we use the same principle of direct trust management to improve
MANET performance in the presence of selfish and flooding attacks.
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Chapter 5

Analysing the Performance of Direct
Trust-Based Protocols Under Selfish and
Flooding Attacks

5.1 Introduction

In Chapter 4, we proposed, implemented and evaluated a direct trust management scheme
against black-hole and grey-hole attacks. The scheme showed considerable improvement
in network performance against black-hole attacks. However, it was unable to detect the
grey-hole attacks effectively. With a small amendment to the calculation of the trust value,
its performance improved slightly and it showed better results in the presence of grey-hole
attacks.

In this chapter, we evaluate the same scheme used to detect black-hole attacks against
selfish attacks and propose a new direct trust management scheme designed to enhance
performance in the presence of flooding attacks. Flooding attacks differ entirely from the
other three types of attack, so require a different trust management scheme.

In the evaluation, we use the same technique as in Chapter 4, namely comparing the
performance of the plain AODV protocol with that of the TAODV protocol under attack.

5.2 Selfish attack

A selfish node is one that does not forward data packets sent by other nodes but instead
sends its own traffic through the network [81]. It behaves in this way to maintain its
own resources (e.g. CPU cycles, memory and battery) while exploiting those of other
networks [82]. It participates in the routing discovery phase, but drops data packets instead
of forwarding them to the next node in the route.
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The strategy of this attack is similar to the grey-hole attack. The only difference is that
a grey-hole attack is intended as an attack and its goal is to harm network performance,
whereas the selfish node’s goal is to conserve resources [82]. Technically, in a grey-hole
attack, the malicious node drops some data packets and forwards others to make it harder
to detect the malicious activity, while the selfish node drops all data packets, which makes
it more detectable using the direct trust management principle.

The selfish node participates normally in the route discovery and route maintenance
phases to deliver its own data, as does any cooperative node. However, if the data packets
belong to another node, it drops them instead of passing them to the next node. The
selfish node is motivated not to forward packets to conserve its own resources [83]. Unlike
black-hole and grey-hole attacks, it does not use any misleading techniques, such as
generating RREPs with a very high fake DSN to grab data traffic in the network. It behaves
normally and cooperates well during the data transmission phase if the packets are in its
own interests, but turns malicious when the data packets are not in its own interests.

Sankareswary et al.[84] detailed the potential activities of a selfish node as follows:

1. Turning off its battery when it does not have a communication of its own to share
with another node.

2. Failing to broadcast an RREQ to all its neighbouring nodes on receipt.

3. Failing to pass the RREP to the source node.

4. Broadcasting the RREQ and passing the RREP back to the source node, but dropping
the data packets instead of forwarding them.

5. Failing to broadcast an RERR packet when the link to the destination breaks.

6. Turning into a grey-hole node, which passes some packets and drops others to fight
against detection mechanisms.

Figure 6.1 shows how a selfish node may participate in creating routes in MANETs but
drop the data packets instead of passing them to the next node along the route.
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Fig. 5.1 Selfish attack in MANET

5.2.1 AODV vulnerability to selfish attack

When a selfish node is involved in a route, there will be no data streaming from the source
node to the destination node [16]. The route becomes meaningless, but the AODV protocol
will not consider this route broken because the selfish node will not tell the source node that
the route is not valid by sending an RERR. The source will keep sending the data packets
and the selfish node will keep dropping them. In contrast to when a route breaks because a
node has moved outside the transmission range, AODV will trigger the maintenance phase
once the source node receives an RERR packet. The AODV protocol does not trigger the
routing maintenance phase in the case of a selfish attack as it keeps the route valid, but
causes very low performance in the network. The selfish attack is not detectable in either
the route discovery phase or the route maintenance phase in AODV. We can illustrate the
vulnerabilities of AODV to selfish attacks as follows:

1. In AODV, when a source node or an intermediate node forwards a packet to a
neighbouring node, it is not possible to establish whether that packet has been passed
on or dropped. This is the main issue that malicious nodes exploit in AODV to
behave in a selfish manner.

2. The default AODV protocol has no mechanism for validating a node’s coopera-
tion, for example by counting how many data packets the neighbouring node has
forwarded or by setting a minimum number of data packets a node must forward.

Thus, a selfish node can participate in a route and stay there, consuming the network’s
resources and providing very low cooperation without being detected. A selfish node in
both AODV phases will look like any cooperative node and will be allowed to participate
in creating routes.
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5.2.2 Proposed approach to enhance MANET performance under
selfish attack

Since a selfish node drops all incoming data packets, one way of detecting it would be to
send test packets and observe the behaviour of the neighbouring node. There is no need to
calculate the percentage of dropped packets as in the case of grey-hole attacks. Here, we
use the same scheme as for black-hole attacks, i.e. sending a number of test packets to the
target node. If all are dropped, the target node is malicious.

After receiving the RREP packet, the source node will send the test packets and check
if the intermediate node that has sent the RREP forwards them or not. If none of them are
forwarded, a zero trust value will be assigned to this node in the trust table of the source
node. Any RREP received from this node in the future will be ignored.

The scheme is implemented by modifying the existing AODV protocol. A trust table is
added to each node, which contains a list of the neighbouring nodes and their trust values.
The values are based on monitoring the behaviour of the neighbouring nodes.

5.2.3 Flowchart

Figure 5.2. presents a flowchart describing the implementation of the proposed direct trust
management scheme for detecting selfish attacks in AODV. T represents the trust value
given to the node in question and n represents the number of packets sent.
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Fig. 5.2 Algorithm for the direct trust management scheme

5.2.4 Trust management scheme algorithm

Algorithm 2 shows the logic of the proposed trust management scheme for detecting selfish
attacks in AODV.
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Algorithm 2 Algorithm of proposed approach
n: Number of sent packets
T: Trust value
Th: Threshold

1: n = 0
2: while n <= T h do
3: Send packet to the neighbouring node
4: n++

5: if neighbouring node forwards the packet then
6: n = 0
7: T = 1
8: Exit
9: end if

10: end while
11: T = 0

5.2.5 Simulation and evaluation

As previously described, we implemented the scheme by modifying the AODV protocol
using the NS3.33 network simulator and called the new protocol TAODV. The performance
of TAODV is here measured using three metrics: throughput, PDR and end-to-end delay.
We compare the performance of the AODV and TAODV protocols under selfish attack.
The parameters used to run the simulation are shown in Table 5.1.

Table 5.1 Parameters used to evaluate the performance of TAODV under selfish attack

Parameter Value Unit
Simulator NS-3.33 -
Packet size 512 byte
Simulation time 100 second
Simulation area 1200 * 1200 metre
Number of nodes 50, 60, ..., 200 -
Node speed 1 m/s
MAC protocol 802.11b -
Transmission range 250 metre
Total no. of simulation runs 10 -
Malicious nodes 5 -
Attack type selfish -
Routing protocol AODV, TAODV -
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5.2.6 Throughput performance varying the number of nodes
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Fig. 5.3 Throughput of TAODV vs. AODV under selfish attack (95% CI)

Figure 5.2 shows that with an increase in the number of nodes in the network from 50 to
200, TAODV provides better throughput than AODV. TAODV performed better from the
beginning of the simulation, with 1.32 Mbps of throughput compared to around 1 Mbps
for AODV. TAODV maintained better throughput throughout the simulation.
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5.2.7 PDR performance varying the number of nodes
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Fig. 5.4 PDR of TAODV vs. AODV under selfish attack (95% CI)

Figure 5.3 shows that TAODV provides better performance than AODV in terms of PDR
under selfish attack. Thus, the direct trust management scheme was able to detect the
selfish nodes and isolate them. Increasing the number of nodes increases the throughput
and PDR in both the AODV and TAODV protocols because the source nodes are likely
to have more routes from which to select to reach the destination nodes. Increasing the
number of nodes will reduce the probability of a selfish node being selected by the source
node.

5.2.8 Throughput performance varying the node mobility speed

In the following two simulations, we compare the throughput and PDR of TAODV and
AODV, varying the node mobility speed while maintaining a constant number of nodes
equal to 100. Figure 5.4 shows that both the TAODV and AODV protocles were affected
by increases in the node mobililty speed, but TAODV performed better throughout the
simulation.
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Fig. 5.5 Throughput of TAODV vs. AODV under selfish attack (95% CI)

For TAODV, the throughput started at 1.46 Mbps when the node mobility speed was
10 m/s and decreased slightly to 1.42 Mbps at a node mobility speed of 50 m/s. For AODV,
the throughput started at 1.2 Mbps and dropped to 0.93 Mbps over the simulation.

5.2.9 PDR performance varying the node mobility speed

Figure 5.5 shows that TAODV performed better than AODV in terms of PDR from the
beginning to the end of the simulation when under selfish attack. However, the PDR of
both decreased with an increase in node mobility speed.
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Fig. 5.6 PDR of TAODV vs. AODV under selfish attack (95% CI)

5.2.10 Throughput performance varying the number of malicious
nodes

In the following simulation, we compare the throughput of TAODV and AODV, varying the
number of malicious nodes while maintaining a constant number of nodes at 100. Figure
5.6 shows that both the TAODV and AODV protocols were affected by an increase in the
number of selfish nodes. Throughput decreased with an increase in the number of selfish
nodes, but TAODV performed better and was more stable to the end of the simulation.
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Fig. 5.7 Throughput of TAODV vs. AODV under selfish attack (95% CI)

5.2.11 PDR performance varying the number of malicious nodes

Figure 5.7 shows that the PDR for the TAODV protocol started at 80% with 5 selfish nodes
and decreased to 60% with 25 malicious nodes. In TAODV, the PDR decreased, but the
network still passed packets successfully, albeit with lower performance. For AODV, the
PDR was almost 10%, demonstrating very poor performance close to DoS.
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Fig. 5.8 PDR of TAODV vs. AODV under selfish attack (95% CI)
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5.2.12 End-to-end delay in TAODV vs. AODV
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Fig. 5.9 End-to-end delay of TAODV vs. AODV under selfish attack (95% CI)

End-to-end delay is the time taken for a packet to be transmitted from the source node
to the destination node [85]. Figure 5.8 Shows that end-to-end delay increased slightly
after adding the trust management scheme to AODV. However, the end-to-end delay in
TAODV was still at an acceptable level of between 0.3 and 0.36 s. Adding any algorithm
to a protocol entails a greater load on nodes, which is likely to increase the time taken to
deliver a packet.

5.3 Flooding attack

A flooding attack can be defined as sending a huge amount of multiple fake RREQs to
random nodes aiming to consume the network resources and leading to DoS [51, 86]. This
is a common type of attack in all kinds of network, including traditional networks with
fixed infrastructure.

In a flooding attack, the malicious node floods the network with RREQs to nonexistent
destinations to keep the nodes busy processing the fake packets. The aim of this is to
consume the bandwidth, node memory, node power and computational resources and to
prevent normal operations in the protocol [87]. The malicious node in this type of attack
exploits the vulnerabilities in the route discovery phase, allowing an unlimited number
of RREQs and accepting any RREQ without validation. In traditional networks, a way
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of improving performance in the case of this type of attack is to install a firewall in the
hardware, such as servers and routers [88].

In a flooding attack, the attacker selects an IP address that does not exist in the network
to extend the search process in the network and consume the nodes’ resources [54]. If
the attacker knows the scope of IP addresses in the network, the attacker will select IP
addresses from outside the range. If the attacker does not know the scope, he/she will
select random IP addresses in the hope that they do not exist. If the IP address selected is
outside the domain, no node can answer the RREQs. The AODV protocol does nothing to
detect fake destination IP addresses because of the nature of MANETs, which allow nodes
to join and leave the network freely at any time.

After selecting the IP addresses, the attacker generates a huge number of RREQs for
the void IPs without waiting for the RREPs to arrive. When a flooding attack is launched
successfully in a MANET, the whole network will be flooded with the fake RREQs sent by
the attacker. Both the bandwidth and the resources of the nodes can be exhausted at the
same time, which can easily lead to DoS [89]. To give a simple example of shutting down
a MANET, each node’s capacity for storing the routing table is extremely limited and if
the node receives a huge number of RREQs over a short period of time, the routing table
will be full and the node will not be able to receive any more RREQs. Hence the node
will not be able to serve the real RREQs from cooperative nodes. Figure 5.9 shows how a
flooding attack works in MANETs.

Fig. 5.10 Flooding attack in MANET

5.3.1 AODV vulnerability to flooding attacks

The flooding attack is a type of DoS attack that exploits the routing discovery process of
reactive routing protocols such as AODV [54]. AODV already has a default mechanism
to prevent flooding attacks at some level. However, this mechanism is vulnerable and it
can be hacked by malicious nodes. The default mechanism of AODV has the following
barriers to prevent a flooding attack:
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1. Limiting the flooding rate:

AODV has a method to reduce congestion in the network by limiting the number
of RREQs a node can send per second. The number of RREQs per second allowed,
RREQ_RATELIMIT, is 10 by default [74].

2. Limiting the number of routing request attempts:

AODV limits the number of attempts to find a route made by a source node, by
setting a threshold RREQ_RETRIES. When a node broadcasts an RREQ, it waits to
get an RREP. If the RREP does not arrive within a given number of milliseconds,
NET_TRAVERSAL_TIME, the node may try again and send another RREQ until the
number of retries reaches the limit of RREQ_RETRIES, which has a default value of
2 [74].

3. Limiting the time an RREQ can live in the network:

Time-to-live, TTL, is the maximum time allowed for an RREQ to live in the network
before it is discarded. Each RREQ has a TTL_START value stored in its header. This
value increases by TTL_INCREMENT each time the node tries to send a new RREQ
and the total will be stored in the TTL. This continues until the the TTL set in the
RREQ reaches the TTL_THRESHOLD, then the RREQ will be discarded [90].

Theoretically, these methods seem to work well to prevent flooding attacks as they
limit the number of RREQs sent by any node in the network and do not allow any RREQ
to live in the network forever. However, the malicious node can remove these restrictions
by overriding the values of RREQ_RATELIMIT, RREQ_RETRIES and TTL_THRESHOLD.
The parameters of this mechanism are accessible by the source node, which has full control
to change their values. This allows the malicious node to remove the limitations on the
number of RREQs allowed, the flooding rate and the period of time the RREQ can live in
the network.

5.3.2 Proposed algorithm to enhance performance under flooding
attack

The proposed scheme can validate the values for the TTL and RREQ_RETRIES param-
eters in the intermediate node. Thus, instead of relying on the honesty of the source
node, the intermediate node checks the values and if the TTL value is greater than the
TTL_THRESHOLD value or the RREQ_RETRIES value is greater than 2/s, the source node
will be given a trust value of zero. Thus, the intermediate node should be able to detect the
malicious behaviour of the flooding attacker and isolate it.
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The parameter RREQ_RETRIES in AODV controls the RREQs packets that a node is
allowed to send per second when attempting to discover a route to a destination. The value
of this parameter is set to two packets per second in the default AODV implementation.
The purpose of setting RREQ_RETRIES to two packets per second is to prevent malicious
nodes from flooding the network with RREQs.

However, it is important to know that setting RREQ_RETRIES to two packets per
second does not necessarily mean that any node attempting to send more than two RREQ
packets is malicious. There can be some scenarios where a node may need to resend RREQ
packets due to network congestion, temporary link failures, or other reasons. The value of
two packets per second is chosen as a trade-off between preventing flooding attacks and
allowing logical route discovery attempts to take place.

5.3.3 Implementation

To implement the scheme, a table needs to be added to each node to store the following
information: (i) the IP address of the source node sending the RREQ; (ii) the number of
RREQs received by the intermediate node; (iii) the trust value of the node. The number
of RREQs received is zero by default and increases by 1 each time the intermediate node
receives an RREQ. The number resets each second. The scheme works as follows:

1. The intermediate node checks the value of the TTL associated with the RREQ
received. If the TTL value is greater than TTL_THRESHOLD, the RREQ will be
discarded and the source node will be given a trust value of zero and isolated. The
intermediate node can obtain the TTL_THRESHOLD on its own and compare it to
the TTL of the RREQ received.

2. Each time the intermediate node receives an RREQ, it stores the IP address of the
source node in the table and increases the number of RREQs received from this node
by 1. If the number of packets received from the same source node exceeds two
packets within one second, the node is trying to flood the network. The source node
will be given a trust value of zero and be isolated. Figure 5.10 shows the algorithm
of the proposed scheme where the number of RREQs received (n) starts at zero and
resets every second.
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Fig. 5.11 Direct trust algorithm to detect flooding attacks

Algorithm 2 shows the logic of the proposed scheme to detect flooding attacks.
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Algorithm 3 Proposed algorithm
n: Number of RREQs
TTL_THRESHOLD: The default threshold given in AODV
TTL: Time the RREQ can live
T: Trust value

1: Receive the RREQ
2: if T T L > T T L_T HRESHOLD then
3: T = 0
4: else
5: n++
6: if n > 2 then
7: T = 0
8: else
9: Process the RREQ

10: end if
11: end if

5.3.4 Simulation and evaluation

The performance of the scheme is evaluated using the NS3.33 network simulator and
measured using the following metrics: throughput, PDR and end-to-end delay. We compare
the performance of the plain AODV with the modified version, TAODV, when both are
under flooding attack. The parameters used to run this simulation are shown in Table 5.2.

Table 5.2 Parameters used to evaluate performance of the TAODV protocol under flooding attack

Parameter Value Unit
Simulator NS-3.33 -
Packet size 512 byte
Simulation time 100 second
Simulation area 1200 * 1200 metre
Number of nodes 50, 80, ..., 200 -
Node speed 1 m/s
MAC protocol 802.11b -
Transmission range 250 metre
Total of simulation runs 10 -
Malicious nodes 5 -
Attack type flooding -
Flooding rate 50 packet/s
Routing protocol AODV, TAODV -
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5.3.5 Performance based on number of RREQs varying the number
of nodes

The number of RREQs sent by nodes in the network can be used as a metric to measure
the success of the scheme. The scheme should discard or at least reduce the number of
fake RREQs by blocking the malicious nodes. That will lead to a reduction in the total
number of RREQs living in the network.
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Fig. 5.12 Number of RREQs in TAODV vs. AODV under flooding attack (95% CI)

Figure 5.11 shows that the number of RREQs increases with an increase in the number
of nodes in both AODV and TAODV. This is expected because having more nodes means
more RREQs will be generated. The addition of the mechanism reduces the number of
RREQs in TAODV by blocking the malicious nodes and stopping them from flooding the
network with more fake RREQs. For example, if the number of nodes is 100, the number
of RREQs is 51,000 in the case of TAODV and 57,000 in the case of AODV. Thus, the
scheme was able to prevent 6,000 fake RREQs in 100 seconds.

5.3.6 Performance based on number of RREQs varying the number
of malicious nodes

This simulation was run varying the number of malicious nodes from 5 to 25 with a
constant number of 200 nodes and a flooding rate of 50 packets per second.
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Fig. 5.13 Number of RREQs in TAODV vs. AODV under flooding attack (95% CI)

Figure 5.12 shows that increasing the number of malicious from 5 to 25 increases the
number of RREQs from 85,000 to 380,000 in the AODV case, whereas in TAODV, the
highest number of RREQs is fewer than 190,000 when the number of malicious nodes
reaches the highest value of 25.

5.3.7 Performance based on number of RREQs varying the flooding
rate

The simulation was run varying the flooding rate from 50 to 100 packets per second with a
constant number of 200 nodes and 5 malicious nodes. The flooding rate is the number of
fake packets sent by a malicious node per second [91]. Figure 5.13 shows that in AODV,
increasing the flooding rate leads to a rapid increase in the number of RREQs, whereas
the number of RREQs in TAODV seems more stable. The reason for this is that any node
reaching the limit of permitted RREQs will be isolated regardless of the flooding rate.
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Fig. 5.14 Number of RREQs in TAODV vs. AODV under flooding attack (95% CI)

5.3.8 Throughput performance varying the number of nodes

Figure 5.14 shows that the direct trust management algorithm added to the AODV protocol
improved performance in terms of throughput.
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Fig. 5.15 Throughput of TAODV vs. AODV under flooding attack (95% CI)

During the simulation, the throughput of TAODV was better than AODV operating
under flooding attack. The throughput improved as a result of isolating the 5 malicious
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nodes and preventing them from flooding the network with fake RREQs.

5.3.9 Throughput performance varying the number of malicious
nodes

The simulation was run varying the number of malicious nodes from 5 to 50 with a constant
number of 200 nodes and a flooding rate of 50 packets per second.
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Fig. 5.16 Throughput of TAODV vs. AODV under flooding attack (95% CI)

Figure 5.15 shows that increasing the number of malicious nodes from 5 to 25 sharply
reduces the throughput of AODV from 0.27 Mbps to around 0.054 Mbps. In contrast, there
was a slight decrease in the TAODV case.

5.3.10 Throughput performance varying the flooding rate

The simulation was run varying the flooding rate from 50 to 100 packets per second with a
constant number of 200 nodes and 5 malicious nodes.
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Fig. 5.17 Throughput of TAODV vs. AODV under flooding attack (95% CI)

Figure 5.16 shows that increasing the flooding rate from 50 to 100 packets per second
reduces the throughput of AODV from 0.27 Mbps to less than 0.15 Mbps. In TAODV, the
throughput looks more stable, with a slight decrease.

5.4 The overhead

End-to-end delay is one of the QoS metrics that can be used to measure the overhead [92].
QoS should be always measured when adding any kind of mechanism to a routing protocol.
It is important to determine the trade-off between the cost and the improvement achieved.
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Fig. 5.18 End-to-end delay of TAODV vs. AODV under flooding attack (95% CI)

Figure 5.17 shows that the more work added to the AODV protocol, the greater the
effect on the end-to-end delay metric. End-to-end delay is a very sensitive metric and is
likely to be affected by adding any load to the protocol. The simulation shows that the
end-to-end delay increased by around 0.2 s in TAODV, which seems slight compared to
the improvement in the throughput metric and the reduction in the number of fake RREQs.

5.5 Summary

This chapter has evaluated the performance of two direct trust management schemes in the
face of selfish and flooding attacks. In the selfish attack case, we used the same scheme as
for black-hole attacks in Chapter 4. It showed better performance against selfish attack
here than against grey-hole attack in Chapter 4. The reason for this is that a selfish node
does not forward any packets to the neighbouring node and this makes it much easier to
detect. In contrast, in a grey-hole attack, the malicious node forwards some packets and
drops others, which makes it harder to detect.

In the case of flooding attack, we had to implement a different scheme. To detect a
flooding attack, we needed to observe the incoming packets from the neighbouring node
not the packets sent. The mechanism used a threshold to limit the number of RREQs sent
by the source node and another threshold to limit the time an RREQ could live in the
network. In Chapter 6, we move on to consider the next type of trust management scheme,
namely indirect trust.
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Chapter 6

Analysing the Performance of an
Indirect Trust-Based Protocol Under
Black-Hole Attack

6.1 Introduction

In Chapters 4 and 5, we proposed and evaluated the performance of four direct trust
management schemes against black-hole, grey-hole, selfish and flooding attacks. The direct
trust management schemes improved MANET performance in terms of the throughput and
PDR, with some slight increase in overhead measured by the end-to-end delay metric.

This chapter addresses the second type of trust management scheme in MANETs,
indirect trust. The indirect trust approach is more complex than the direct approach and
should provide greater improvements in MANET performance. This chapter explains what
indirect trust management is and how it differs from direct trust management, specifically
in the implementation phase. We propose an indirect trust mechanism and evaluate its
performance in the presence of black-hole attack. Then we compare the performance of
the proposed indirect scheme to that of the direct scheme proposed in Chapter 4 taking the
throughput, PDR and end-to-end delay as the performance metrics.

Comparing the two schemes will indicate which approach provides better QoS. Making
the network very secure by adding strict rules to its protocols is not sufficient to guarantee
decent QoS as these rules can affect some metrics negatively. This was observed with
end-to-end delay in Chapters 4 and 5. The same can be said of the direct and indirect
trust approaches: greater complexity does not mean that the indirect approach will provide
better QoS than the direct approach in all scenarios.

We use the direct trust performance scheme proposed in Chapter 4 and the indirect
scheme proposed in [3] to compare the performance of the principles of direct and indirect
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trust. However, these principles are broad and open to the implementation of many concepts
or technologies, such as encryption and machine learning. Thus, when comparing the
performance of the two schemes, it is not the case that the results will apply to all direct
and indirect trust schemes. The results will apply only to these two specific schemes, so
at the end of this chapter, we wil not conclude that the scheme based on the indirect trust
principle performs better than the schemes based on the direct trust principle or vice versa.

6.2 Quality of service (QoS)

QoS relates to the assurance or guarantee a network provides about the level of service
afforded an application [5]. It can also be defined as the network’s ability to provide a
guaranteed level of service to the users and the applications running on that network [5].
The requirements of this service usually include performance metrics, such as throughput,
jitter, reliability and end-to-end delay. Each additional algorithm or mechanism added to
any routing protocol, such as a trust management scheme, affects one or more of these
metrics. In MANET, the nodes have different capabilities and thus some nodes will yield
low QoS when required to do additional tasks.

It is crucial that MANETs provide an appropriate level of QoS, especially when running
real-time or multimedia applications. However, it is a challenge to maintain QoS at a high
level when adding more load and tasks to the nodes, such as managing trust in the other
nodes in MANETs. When implementing a trust management mechanism in a MANET
routing protocol, it may be possible to detect and isolate malicious nodes and thus achieve
better throughput and PDR when the network is under attack. However, the overhead added
to the nodes might reduce the QoS and make the network unreliable for some applications.

The definition of QoS and its parameters different from one application to another
depending on the specific requirements and needs of the application [92] . For example,
in delay-sensitive applications, such as multimedia applications, a key QoS parameter is
likely to be low end-to-end delay. In other applications, the QoS parameter could be the
consumption of very little bandwidth. In applications that download files, QoS can be
measured using the throughput parameter as when downloading files, more packets per
second means better downloading and hence better QoS. Real-time text chat applications
may not require high throughput, but they need the packets sent to arrive at the destination
in the shortest possible time. For such applications, end-to-end delay can be used as the
parameter to measure QoS.

When implementing trust management solutions, end-to-end delay is always a QoS
parameter that is affected. If nodes are busy calculating the trustworthiness of other nodes,
they will be unable to deliver packets as fast as they would without having to do those
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tasks. In MANETs, end-to-end delay is the sum of the delays occurring sequentially across
the intermediate nodes en route to the destination node [85].

6.2.1 Challenges in assuring QoS in MANETs

Puttamadappa et al.[5] outline seven important challenges in assuring QoS in MANETs:

1. Dynamic topology. The nodes in MANETs have no restrictions on travelling in
random directions at random speeds, so the topology changes dynamically. A
dynamic topology can cause frequent path breaks, making it necessary to establish
new paths. This will increase the end-to-end delay.

2. Imprecise state information. The nodes in MANETs maintain state information on
bandwidth, jitter, delay, loss rate, errors, stability, ID, source address and destination
address. Due to the dynamic topology, this state information is inherently imprecise.

3. Lake of central coordination. The lack of any central coordination makes assuring
QoS in MANETs more complicated.

4. Error-prone shared radio channels. The radio waves through the wireless medium
suffer from interference and attenuation from other wireless devices operating in the
same transmission range.

5. Hidden terminal problem. This problem occurs when two or more nodes send
packets at the same time to one receiver node. This might cause crashes in the
destination node and reduce QoS.

6. Limited resource availability. MANETs have limited resources, such as processing
capability, battery life, bandwidth and storage space. These resources need to be
used efficiently to provide a good level of QoS.

7. Insecure medium. A MANET is open for any node to participate in forwarding
packets. This is considered a vulnerability that allows malicious nodes to connect to
the network and launch attacks.

6.3 Indirect trust management

The indirect trust approach is based on receiving recommendations about the trustwor-
thiness of other nodes in the network. This technique gives new nodes just joining a
MANET the confidence to interact with unknown nodes and establish trusted links with
them [93]. The indirect trust principle is similar to the direct trust principle, except that
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in the indirect approach, the nodes share the trust values they have with other nodes in
the network. In the direct approach, each node calculates the trust values itself without
receiving recommendations from other nodes. In the indirect approach, each node shares
its trust values with other nodes in the network, so when a node discovers a malicious node,
it will inform all other nodes within its transmission range.

The indirect approach involves evaluating the trustworthiness of nodes based on their
behaviours and interactions with other nodes in the network. In this approach, nodes
do not trust each other directly, as in the direct approach, but instead depend on the
recommendations received from neighbouring nodes to make trust decisions. The indirect
approach thus uses a reputation system to collect feedback from multiple nodes in the
network. The reputation of a node is a measurement of its past behaviour in forwarding
data packets in the network. Reputation values are then used to make a decision about
whether to trust or distrust a given node.

Despite the potential ability of the indirect approach to provide better performance
in MANETs in the presence of attacks, it faces many challenges different from those
faced by the direct approach. For example, a malicious node may broadcast fake positive
recommendations about itself or about another malicious node. Thus, we may need to
find a way to validate the recommendations received and ensure they are based on real
observations.

6.4 Implementation of direct vs. indirect trust manage-
ment

Chapter 2 outlined four steps in trust management implementation: trust initialisation,
information collection, trust calculation and decision making [15]. In each of these steps,
there are many differences between the direct and indirect trust management approaches.

1. Trust initialisation: In direct trust management, trust is initialised by setting a
neutral value. For example, if the trust value lies between zero and 1, a node will
assign an initial trust value of 0.5 to a node it has not interacted with before. This
means no information about the node is available and the source node will need to
take the risk and start interacting with it until some information about it becomes
available. In the indirect approach, trust is initialised based on recommendations
received from other nodes. This means that when a new node joins a MANET, it will
use the recommendations received from others to initialise trust with its neighbours
before starting any interactions. In the indirect approach, a node should distinguish
cooperative nodes from malicious nodes before it interacts with them.
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2. Information collection: In the direct approach, evidence is collected through
direct observation. In the indirect approach, evidence is collected through direct
observations and receiving recommendations. The direct approach does not depend
on the reputation of the nodes, unlike the indirect approach.

3. Trust calculation: Trust is calculated by establishing certain algorithms and equa-
tions that run in each node in both types, direct and indirect. In this step, the only
difference between the two types lies in storing the outcomes of the calculation. In
direct trust management, the trust values are stored locally in the nodes, whereas in
indirect trust management, the trust values are distributed over the nodes. In other
words, direct trust is centralised and indirect trust is decentralised.

4. Decision making: Making the decision whether to interact with a certain node or not
is the same in both types. Once the trust value is available, regardless of whethere
it is calculated locally or received from other nodes, the decision is made by the
node itself. In both types, each node should have a list that contains its neighbouring
nodes’ IP addresses and their trust values. Before interacting with a node, it checks
the trust value to decide whether to interact with it or not.

Table 6.1 summarises the differences between the direct and indirect trust management
approaches in terms of the steps in implementation.

Table 6.1 Direct vs. indirect trust management steps

Step Direct trust Indirect trust
Trust initialisation Neutral value Using recommendations

Information collec-
tion

Direct observation Direct observation + Reputa-
tion built through other nodes

Trust calculation Trust values stored locally Trust values distributed over
the network

Decision making Made by the node Made by the node

The indirect trust principle seems more complicated and effective, but at the same time
it should add more overhead to the nodes than the direct approach [94]. This is the focus
of the investigation in this chapter.

6.5 Proposed indirect trust management scheme

In the proposed indirect trust management scheme, the trust value of a target node is
built upon its reliability during the packet routing processes. Each node in the network
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monitors the reliability of its neighbouring nodes in terms of its ability to pass packets
through the route. Each node records positive (α) and negative (β ) observations of its
neighbouring nodes and uses them to calculate trust values using Bayesian inference.
Bayesian inference is a statistical method used to update the probability of an assumption
when more information (evidence) becomes available [3]. The nodes share their trust
values with other nodes and continuously update the trust values of target nodes as they
receive more recommendations.

The parameters used in this mechanism are node battery, the node’s participation in
routing activities, packet forwarding ability and the packet forwarding queue length. Each
observation can be either negative or positive and the number of observations is not limited.
There is a certain condition for each parameter to gain a positive or negative observation.
For example if the battery level is greater than 30%, it is considered a positive observation
and α will increase by 1. If the battery level is less than 30%, it is a negative observation
and β will decrease by 1. The trust values are calculated based on the number of positive
(α) and negative (β ) observations. The value calculated will be shared with other nodes
within transmission range. Table 6.2 shows how each parameter gains a positive or negative
observation.

Table 6.2 Observation parameters

Parameter Positive observation (α ++) Negative observation (β +

+)
Node battery If node battery > 30% If node battery <= 30%

Participation in
routing activities

Initialising an RREQ or
RREP

Initialising an RERR or drop-
ping a control packet

Ability to forward
packets

For each data packet for-
warded

For each data packet dropped

Queue length If queue is empty > 30% If queue is empty <= 30%

The proposed trust management scheme for MANETs employs four relevant parameters
to assess the trustworthiness of neighboring nodes: Node battery, Participation in routing
activities, Ability to forward packets, and Queue length. These parameters collectively offer
insights into a node’s energy availability, engagement in routing tasks, packet forwarding
efficiency, and queue congestion, allowing the source node to make informed decisions
about node reliability. While these parameters are practical and effective for trust evaluation
in the specific MANET scenario, their universal applicability in real-life situations may
require adaptation and further research to suit varying network conditions and requirements.

The chosen threshold of 30 percent for battery level and queue length in the proposed
direct trust management scheme for MANETs is specifically tailored for the purpose of
this experiment and may not be universally suitable for real-life situations. While this
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value demonstrated positive results in the controlled scenario with specific simulation
parameters, its efficacy in real-world MANETs could be subject to various environmental
and operational factors. Real-life deployments may necessitate extensive evaluation and
calibration to determine the most appropriate threshold values based on the specific
characteristics and requirements of the network.

6.5.1 Nodes’ reliability or unreliability, or uncertainty

The four parameters in Table 6.2 are used to calculate the node’s reliability (r) or unrelia-
bility (n), or uncertainty (u). Reliability (r) denotes the probability that the node provides
reliable routing. Unreliability (n) denotes the probability that the node provides unreliable
routing. Uncertainty (u) denotes the probability of being unable to determine whether the
node is reliable or unreliable. These three values are calculated through direct monitoring
at each interval (30 s) and are shared with the other nodes within transmission range as
recommendations. Once a node has a sufficient number of observations concerning its
neighbouring node, the α and β parameters are used in a probability distribution called the
beta distribution to calculate the three values, r, n and u.

In the context of the trust management in MANETs using the beta distribution, the
node’s reliability (r), unreliability (n), and uncertainty (u) are defined as follows:

1. Reliability (r): The reliability of a neighboring node represents the likelihood that
the node will perform its network responsibilities in a trustworthy and dependable
manner. A higher value of reliability indicates that the node has demonstrated
consistent positive behavior and can be trusted for data forwarding and routing tasks.

2. Unreliability (n): The unreliability of a neighboring node reflects the probability
that the node will behave in an untrustworthy or malicious manner.A higher value of
unreliability signifies a node that has exhibited frequent negative behaviors and is
therefore deemed less reliable for network operations.

3. Uncertainty (u): The uncertainty associated with a neighboring node indicates
the lack of sufficient information to confidently categorize the node as reliable or
unreliable. In such cases, further observations are required to gather more data and
make a decisive determination about the node’s trustworthiness.

The relationships between these three parameters can be summarized as follows:

1. As the reliability (r) of a node increases, its unreliability (n) decreases. A highly
reliable node will have a lower probability of exhibiting untrustworthy behavior.

2. As the unreliability (n) of a node increases, its reliability (r) decreases. A node with
a higher unreliability score is more likely to be considered untrustworthy.
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3. Uncertainty (u) arises when there is a balance between positive and negative observa-
tions (alpha and beta). As more observations are gathered, the balance tips towards
either reliability or unreliability, reducing the uncertainty associated with the node.

6.5.2 Beta distribution

The beta distribution is a continuous probability distribution that is defined in the range [0,
1]. The two parameters, α and β , determine the shape of the distribution, which reflects a
node’s behaviour. When the number of positive α observations is greater than the number
of negative β observations, the result will demonstrate that the node is exhibiting good
behaviour and vice versa. The beta distribution function can be written as follows:

f (x|α,β ) = (1/B(α,β ))× xα−1 × (1− x)β−1 (6.1)

Since the beta distribution is defined in the range [0,1], it is appropriate for use in
generating trust values for MANETs. The α and β parameters accept infinity values,
meaning a node’s behaviour can be observed over a long time.

The use of the beta distribution in the proposed MANET trust management scheme
is justified due to its adaptability, flexibility, and probabilistic nature. In the context of
uncertain and dynamic trust observations, the beta distribution accommodates limited
data and varying behaviors, making it suitable for modeling trustworthiness. Its ability to
incorporate prior beliefs and provide probabilistic outcomes aligns well with the need for
nuanced decision-making in uncertain environments. Furthermore, the beta distribution’s
transparency and applicability in real-world scenarios make it an effective tool for capturing
the complexities of trust assessment in MANETs, enhancing the scheme’s ability to
evaluate and respond to node behaviors accurately.

6.5.3 Calculating a node’s reliability or unreliability, or uncertainty
based on direct observation

Using the beta distribution, we calculate r, n and u. Let us assume that we have two nodes,
Node A and Node B. Node A observes the positive (α) and negative (β ) activities of Node
B and calculates the r, n and u for each interval (30 s), as follows:

1. First, Node A needs to calculate uncertainty (u) for Node B:

u =
12αβ

(α +β )2(α +β +1)
(6.2)
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The decision to multiply the numerator by 12 was strategically made to amplify the
uncertainty parameter in situations where the number of positive α and negative β

observations is relatively low. This adjustment is designed to reflect the intuitive no-
tion that when facing fewer observations, a higher degree of uncertainty is warranted,
as making an accurate decision becomes more challenging. By multiplying the
numerator, the resulting uncertainty value is effectively elevated, ensuring that even
with minimal alpha and beta values, the uncertainty attains its maximum possible
value of one. This approach aligns with the principle of enhancing the uncertainty
parameter’s sensitivity to variations when the observational data is limited. Conse-
quently, in scenarios characterized by the lowest possible values of α and β (both
being one), the resulting uncertainty value is intentionally maximized, signifying the
highest level of uncertainty.

Conversely, as the number of observations increases, the uncertainty value naturally
diminishes, reflecting a higher level of confidence in decision-making. This mathe-
matical adaptation serves to strike a balance between sensitivity to limited data and
trustworthiness of assessments, offering a nuanced perspective that accounts for the
inherent uncertainty stemming from limited observations.

2. After calculating the uncertainty, Node A can calculate the reliability of Node B:

r =
α

α +β
(1−u) (6.3)

3. Node A then calculates the unreliability of Node B:

n =
β

α +β
(1−u) (6.4)

Node A will store these three values in its trust table and will also share them with all
the nodes within its transmission range through observation packets. The values of u, r
and n are always between zero and 1.

6.5.4 Modifying the AODV protocol

AODV uses hop counts as a parameter to select the route to the destination node. It selects
the shortest route with the fewest hops. This mechanism is useful when all nodes in the
network are cooperative, but not when a black-hole attack is running. We thus modify
ADOV to make it take the reliability of the neighbouring node (r) into account when
selecting the route, not only the number of hops. A node will use the following equation
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to select a route when receiving more than one RREP, where P is the weight given to the
number of hops and r is the reliability value of the node.

Trustworthiness_value =
P

number of hops
+(1−P)× ri (6.5)

The best result for this experiment is assigning 40% for the shortest route and 60%
for r. Since the number of hops parameter is very important and cannot be ignored, the
scheme includes it with a weight of 40%. After adding the weights, the equation looks as
follows:

Trustworthiness_value =
0.4

number of hops
+0.6× ri (6.6)

6.6 Implementation and evaluation

This indirect trust management scheme was implemented in the AODV routing protocol
using the NS-3.33 network simulator. The modified version of the protocol is called
ITAODV. Here, the metrics used to measure the performance of ITAODV are throughout
and PDR.

We compare the performance of the direct trust protocol TAODV proposed in Chapter
4 with ITAODV. Both protocols are evaluated based on the same parameters, shown in
Table 6.3.

Table 6.3 Simulation parameters

Parameter Value Unit
Simulator NS-3.33 -
Attack Black-hole -
Simulation time 180 second
Simulation area 800 * 800 metre
Malicious nodes 15 -
Mobility model Random -
Packet size 512 byte
Node speed 10 - 50 m/s
Pause time 10 second
Traffic type UDP -
Routing protocols TAODV, ITAODV -
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6.6.1 Throughput performance varying the node mobility speed
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Fig. 6.1 Throughput of ITAODV vs. TAODV under black-hole attack (95% CI)

Figure 6.1 shows the impact of increasing the node mobility speed on the throughput of
ITAODV and TAODV. The throughput of ITAODV drops from 53 to 33 Kbps, whereas the
throughput of TAODV drops from 48 to 29 Kbps. ITAODV performs better than TOADV
in terms of throughput when increasing the node mobility speed.
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6.6.2 PDR performance varying the node mobility speed
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Fig. 6.2 PDR of ITAODV vs. TAODV under black-hole attack (95% CI)

Figure 6.2 shows that the PDR of ITAODV decreases from 63% to 45% with an increase
in node mobility speed from 0 to 50 m/s. In TAODV, the PDR decreases from 57% to 38%.
From the graph, we can see that the PDR is better in ITAODV than in TAODV.

6.6.3 Throughput performance varying the number of malicious
nodes

In the following two simulations, we evaluate the performance of ITAODV and TAODV
using the same parameters shown in Table 6.3, with a constant speed of node mobility of
15 m/s and varying the number of malicious nodes from 5 to 25.
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Fig. 6.3 Throughput of ITAODV vs. TAODV under black-hole attack (95% CI)

Figure 6.3 shows a decrease in the performance of both ITAODV and TAODV in terms
of throughput when increasing the number of malicious nodes running black-hole attacks.
When more than one node launches a black-hole attack at the same time, it takes more time
for both ITADOV and TAODV to detect the malicious nodes and isolate them. During the
time it takes to detect them, they can successfully drop a considerable number of packets,
which will reduce the throughput. Since the nodes receive recommendations from each
other in ITAODV, they take less time to detect the malicious nodes than in TAODV. This is
one of the reasons why ITAODV performed better than TAODV from the beginning to the
end of the simulation.
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6.6.4 PDR performance varying the number of malicious nodes
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Fig. 6.4 PDR of ITAODV vs. TAODV under black-hole attack (95% CI)

Usually, PDR and throughput increase and decrease in tandem. Both ITAODV and TAODV
started with a high PDR, 94% and 90% respectively, with 5 malicious nodes. This indicates
that when there are few malicious nodes, it takes little time to detect and isolate them
and not many packets are lost. However, at the end of the simulation, when the number
of malicious nodes increased to 25, the PDR was considerable lower for both protocols.
However, ITAODV performed better than TAODV from the beginning to the end of the
simulation.

6.7 Overhead in the direct vs. indirect trust management
schemes

In Chapter 4, we found that the additional delay caused by adding the direct trust manage-
ment scheme to the protocol increased from 0.002 s to 0.006 s as the number of nodes
increased throughout the simulation. This additional delay is very low and should not
affect the QoS of the network. We now look at the same QoS parameter, the end-to-end
delay, for the proposed indirect trust management scheme and compare it with the direct
trust management scheme.

We ran a simulation to obtain the overhead of ITAODV under normal circumstances,
with no attacks and all nodes cooperating in forwarding the packets. The simulation was
run using the parameters given in Table 6.3.
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Fig. 6.5 End-to-end delay of TAODV vs. ITAODV under black-hole attack (95% CI)

The simulation shows that the overhead of ITAODV is grater than the overhead of
TAODV in terms of the end-to-end delay throughout the simulation. The ITAODV end-to-
end delay starts at 182 ms when the node mobility speed is 10 m/s and keeps increasing to
reach 227 ms when the node mobility speed is 50 m/s. In the TAODV case, it starts at 172
ms when the node mobility speed is 10 m/s and keeps increasing over the simulation to
reach 210 ms when the node mobility speed is 100 m/s.

The indirect trust management scheme requires the node to undertake more tasks than
the direct trust management scheme. This is why the overhead in ITAODV is higher and
the end-to-end delay indicates lower QoS for the indirect scheme than the direct scheme.

In the specific case of the two proposed mechanisms, direct and indirect, the reasons of
the greater end-to-end delay in the indirect scheme are as follows:

1. The indirect trust mechanism involves calculations for six parameters, whereas the
direct trust mechanism is based on only one. A node in the indirect trust scheme has
to collect the following data about its neighbouring nodes; packet forwarding rate,
available battery, battery draining rate and congestion around the node. In contrast,
in the direct scheme, the node need only calculate the number of packets dropped by
its neighbouring node.

2. The nodes’ headers store more data in the indirect mechanism than in the direct
mechanism.

3. The direct mechanism employs a less complicated algorithm to decide whether the
target node is trustworthy or malicious.
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6.8 Summary

This chapter has clarified the difference between the direct and indirect trust management
approaches by undertaking a practical evaluation of both direct and indirect schemes. We
compared the performance of the direct trust-based routing protocol TAODV with the
indirect trust-based routing protocol ITAODV. The outcome was that ITAoDV is better in
terms of throughput and PDR, but TAODV is better in terms of end-to-end delay.

The direct scheme is less complicated and more convenient if the node has sufficient
observations about the participating nodes in the network. In large networks, direct trust
may not be as useful as in small ones because there will be many nodes that have not been
in direct contact with each other before. In this case, it is more effective to get recommen-
dations about the target node in the trust initialisation phase. These recommendations can
be combined with the node’s own observations to calculate the trust values of the target
node [95].

It is clear that there is no right or wrong option: each strategy has its advantages and
disadvantages. The direct trust mechanism may be the better option if the network is
quite small and the number of nodes is limited. When the same nodes communicate with
each other frequently, there is no need to implement an indirect trust scheme to improve
performance. As most nodes will already have communicated with each other before, they
will already have trust values to draw on and have no need of recommendations. In this
case, a direct scheme is better.

However, if the MANET is large, with many nodes joining and leaving the network
continuously, an indirect trust scheme may be the better option. In large networks, most
of the nodes will not have prior communications on which to base trust values and thus
it is better for the performance of the network to receive recommendations rather than
initialising trust with a neutral value, which has some level of risk.
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Chapter 7

Conclusion and Future Work

This thesis has explained what MANETs are and how MANET routing protocols work.
It has described the vulnerabilities that MANETs suffer from, which can be exploited by
malicous nodes, leading to negative effects on performance. The thesis has explained how
MANETs differ from traditional networks, which is why different solutions are needed for
MANETs.

The thesis then introduced trust management as a promising principle that could solve
many issues in MANETs. Four direct trust management schemes were proposed and
their performance evaluated against black-hole, grey-hole, selfish and flooding attacks.
In addition, an indirect trust scheme was proposed and evaluated in tackling a black-
hole attack. The aim of this was to compare the outcome of the direct and indirect trust
mechanisms in terms of throughput, PDR and end-to-end delay. The proposed schemes
show a considerable improvement in the performance of MANETs in the presence of the
four attacks, but with some overhead. The increase in overhead was expected as adding
any tasks to the routing protocol will likely consume more resources.

Based on the results obtained in this thesis, we can determine the impact of each attack
on MANETs, the possibility of detecting an attack using the trust-based management
schemes and whether the attack could lead to DoS, as shown in Table 7.1.

135



7.1 Thesis summary

Table 7.1 Impact of attacks and possibility detection

Network attack Impact level AODV vulnerability DoS Possibility of detec-
tion

Black-hole High Lack of forwarding
confirmation

Yes Possible

Grey-hole Medium Lack of forwarding
confirmation

Yes Less possible than for
black-hole

Selfish Medium Lack of forwarding
confirmation

No More possible than for
grey-hole

Flooding High Unlimited number of
RREQs

Yes Possible

The impact level is determined by the extent to which the attack can harm the throughput
metric. DoS is determined by the PDR metric. If the attack succeeds in lowering the
PDR to around 10%, DoS is possible. The possibility of detection is determined by the
improvement in performance after implementing the trust schemes.

A selfish attack cannot cause DoS if there are sufficient cooperative nodes in the
network to establish routes and pass data packets. The is because the selfish node does
not attract traffic by sending misleading RREPs to the source. Black-hole and grey-hole
attacks can lead to DoS as they attract traffic even if there are sufficient cooperative nodes.
A flooding attack can easily cause DoS by flooding the network with fake RREQs.

7.1 Thesis summary

Chapter 1 started by explaining what MANETs are and why they are important. The
chapter illustrated the research problem, aims, objectives, motivation, contributions and
structure.

Chapter 2 provided detailed background on MANETs, describing in depth how they
work and how they differ from traditional networks. The chapter explained the concept of
trust management, MANET routing protocols and the methodology used in the thesis. The
chapter included a brief explanation of the proposed approaches.

Chapter 3 identified the prime parameter to be used to evaluate the performance of the
proposed schemes later. The chapter showed that node mobility has a significant effect on
the performance of three common routing protocols, AODV, DSR and DSDV. Drawing
on the results of the analysis, we concluded that node mobility speed is a very important
parameter and should always be taken into account when evaluating proposed solutions for
MANETs.
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Chapter 4 set out the implementation and evaluation of the proposed direct trust
management approach to detect black-hole and grey-hole attacks. The chapter started
by describing the vulnerabilities of AODV that allow black-hole and grey-hole attacks
and addressed how the proposed scheme reduced these vulnerabilities. The scheme was
implemented in the AODV protocol and evaluated in the presence of black-hole and
grey-hole attacks independently.

In Chapter 5, two more attacks were introduced, selfish and flooding. Because the
selfish attack is very similar to the black-hole attack in terms of dropping all packets
received, we used the same approach to detect it. The results showed that it is possible
to detect both attacks, black-hole and selfish, using the same direct trust management
algorithm, but it was less efficient in the selfish attack case. A different scheme was
implemented and evaluated to detect flooding attacks.

In Chapter 6, a novel indirect trust management mechanism was proposed to improve
MANET performance in the presence of a black-hole attack. The performance of this
mechanism was compared to that of the direct mechanism proposed in Chapter 4. The
results showed that the indirect trust mechanism performed better than the direct trust
mechanism in the presence of the black-hole attack, but at the cost of higher overload.

7.2 Re-positioning the research and its outcomes in the
context of related work

This thesis provides a comprehensive exploration of Mobile Ad Hoc Networks (MANETs),
focusing on their routing protocols, vulnerabilities, and the challenges they pose due to their
distinctive characteristics compared to traditional networks. The investigation uncovers
vulnerabilities within MANETs, which malicious nodes can exploit to detrimentally impact
network performance. It establishes the necessity for tailored solutions to address the
unique challenges inherent to MANETs.

In response to these challenges, this thesis introduces an approach centered around
trust management as a promising avenue for enhancing MANET security and performance.
Four direct trust management schemes are proposed and evaluated in the face of a spectrum
of attacks, including black-hole, grey-hole, selfish, and flooding attacks. Moreover, an
innovative indirect trust scheme is presented, specifically designed to counter black-hole
attacks. A critical objective here is to compare the efficacy of both direct and indirect trust
mechanisms in terms of throughput, Packet Delivery Ratio (PDR), and end-to-end delay.

This research contributes to the broader landscape of MANET security enhancement by
not only identifying vulnerabilities and challenges but also by proposing and meticulously
evaluating trust management mechanisms as a proactive defense strategy. The presented
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schemes exhibit significant enhancements in MANET performance under the influence
of the aforementioned attacks, albeit with a certain degree of associated overhead. It is
important to note that the anticipated increase in overhead aligns with the inherent resource
consumption expected when integrating additional tasks into routing protocols.

By embedding these findings within the context of related work, this thesis advances the
understanding of trust management’s role in fortifying MANETs against security threats.
It builds upon prior research that has explored MANET vulnerabilities and contributes a
practical evaluation of proposed mechanisms. This work serves as a valuable stepping stone
for future research in the dynamic field of MANET security and performance optimization.

7.3 Strengths and limitations

As in any academic work, this thesis has some strengths and limitations. This thesis has
taken years to accomplish, but there is always more that could be added. The strengths are
as follows:

1. The study ran very many simulations based on an in-depth understanding of MANET
routing protocol mechanisms, vulnerabilities, trust management principles and attack
mechanisms.

2. The results presented in this thesis demonstrate that the principles of direct and
indirect trust management can be used in MANETs to enhance performance when
the network is under attack.

3. The thesis has proposed a direct trust management scheme that improved the through-
put and PDR of the AODV routing protocol in the presence of black-hole, grey-hole
and selfish attacks. However, the scheme did not show a clear improvement in the
case of grey-hole attack.

4. The thesis has proposed a direct trust management scheme that improved the through-
put and PDR of the AODV routing protocol in the presence of a flooding attack.
This scheme is not the same as the one used to address the three other attack types
because the flooding attack has a completely different mechanism.

5. The thesis has proposed a novel indirect trust management to enhance MANET
performance in the presence of black-hole attacks.

6. The results related to node mobility and performance in the case of black-hole and
selfish attack and the indirect trust management scheme have been published.

The limitations of the study are as follows:
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1. More network scenarios could be used to evaluate the schemes. For example, the
number of nodes could be increased to 500 or more and the number of malicious
nodes could also be increased. The area dimensions and the transmission ranges of
the nodes could be broadened to generate more results. Testing the schemes in a
variety of scenarios should provide more accurate results.

2. Running the schemes and attacks with real-life MANETs rather than using the
simulations would lead to more robust results. However, that might be expensive.

3. This thesis uses the standard models for the four attacks, but they can be more
complicated and harder to detect. For example, a black-hole node can change its IP
address regularly to avoid being blocked by other nodes when it is detected. These
additional aspects are not included in the attack models in this thesis.

4. The effect of mobility was evaluated in three routing protocols, AODV, DSR and
DSDV, but the direct and indirect trust schemes were implemented only in AODV.
The AODV protocol was chosen because it is the most commonly used. The same
schemes could be applied with some changes and evaluated with other routing
protocols.

7.4 Future work

I consider this thesis a strong and solid foundation for undertaking future work in this
field. This study covered four types of attack and employed two types of trust management
scheme: direct and indirect. However, this work could be extended in many directions.
Based on the contribution of this thesis, many potential ideas and improvements can be
derived, such as the following:

1. More types of attack could be considered, such as snooping, hijacking and traf-
fic analysis. Just as we modified the direct trust management scheme to address
grey-hole attack, it would be possible to amend it to tackle other attacks once we
understand how these attacks work.

2. The indirect trust management scheme could be evaluated in the presence of more
attacks, not only black-hole. This would take more time and effort, but would be
worth it. The results of this work introduce useful content for publication.

3. The same principles of direct and indirect trust management can be implemented
with more routing protocols with some changes in the algorithms to fit each protocol.
This could be achieved through separate projects, each focusing on one protocol.
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Appendix A

Software Engineering Modifications for
Implementing TAODV in NS2

The Network Simulators NS2 and NS3 provide a foundation for simulating network
behaviors and protocols. To implement the Trust-based Ad hoc On-Demand Distance
Vector (TAODV) protocol and evaluate its performance against black-hole, grey-hole, and
selfish attacks, specific software engineering modifications were made within NS2 and
NS3 to support the new protocol and its assessment.

A.1 Identifying Key Simulator Components:

1. Packet Structure Extension: The existing packet structure within NS2 and NS3
was extended to accommodate the inclusion of trust values and packet tracking
information.

2. Routing Protocol Modules: Duplications of AODV routing modules were created
to develop the TAODV protocol. Additional functions were added to support trust
management.

3. Trust Scheme Functions: Six functions, namely insert, lookup, delete, update, flush,
and count, were added to manage trust values within the proposed scheme.

4. Timer Variable Integration: A timer variable was introduced to track the time that
the source node should wait before sending the next test packet.

5. Simulation of the black-hole, grey-hole, and selfish Attacks: A mechanism was
created to simulate the attacks by designating certain nodes as malicious, causing
intentional packet drops.
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A.2 Actual Modifications Carried Out:

A.2 Actual Modifications Carried Out:

1. Packet Structure Extension: The packet structure in NS2 and NS3 was extended to
include fields for trust values and packet tracking information. These fields facilitated
the exchange and processing of trust-related data.

2. Routing Protocol Modules: The AODV routing module was duplicated and cus-
tomized to form the TAODV module. Logic was implemented to support trust-based
decision-making and management of trust-related functions.

3. Trust Scheme Functions: Six trust scheme functions (insert, lookup, delete, up-
date, flush, count) were developed and integrated into the TAODV module. These
functions enabled the management of trust values and packets list.

4. Timer Variable Integration: A timer variable was incorporated into the protocol to
determine the time duration that the source node should wait before sending the next
test packet, using NET_TRAVERSAL_TIME from the AODV protocol.

5. Simulation of the black-hole and grey-hole Attacks: A mechanism was designed
to mark certain nodes as malicious nodes, resulting in deliberate packet drops.
This facilitated the evaluation of the TAODV protocol’s performance under attack
scenarios.

A.3 Testing and Validation:

1. Simulation Setup: A simulation scenario was defined to evaluate both AODV and
TAODV protocols in the presence of a black-hole attack. Network parameters, node
placement, and a mobility pattern were configured accordingly.

2. Performance Metrics Definition: Key performance metrics, such as packet delivery
ratio, end-to-end delay, and network throughput, were identified to quantitatively
assess the protocols.

3. Simulation Execution: The simulation was conducted for both AODV and TAODV
protocols with the black-hole attack scenario enabled. Performance data was col-
lected during simulation runs.

4. Data Analysis: Simulation results were analyzed to compare the performance of
AODV and TAODV under black-hole, grey-hole, and selfish attacks conditions. The
impact of trust-based decision-making on network response to attacks was evaluated.
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A.3 Testing and Validation:

5. Validation: The improved performance demonstrated by TAODV, including higher
packet delivery ratios and throughput compared to AODV, validated the efficacy of
integrating trust management against black-hole, grey-hole, and selfish attacks.
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Appendix B

Software Engineering Modifications for
Supporting TAODV and the flooding
attack in NS3

The proposed scheme aims to bolster Mobile Ad hoc Network (MANET) performance dur-
ing flooding attacks. Rather than solely relying on the honesty of source nodes, this scheme
empowers intermediate nodes to scrutinize parameters like TTL and RREQ_RETRIES. If
these parameters are suspect, TTL exceeding TTL_THRESHOLD or RREQ_RETRIES
surpassing 2/s—the source node gets assigned a trust value of zero. Consequently, the
intermediate node gains the ability to detect and isolate flooding attackers.

B.1 Actual Modifications Carried Out:

1. Table for Storing Information: An additional table was seamlessly integrated into
each node, serving as a repository for crucial information. This table included fields
such as the IP address of the source node, the number of received RREQs, and the
trust value attributed to the node.

2. Algorithm Integration: The algorithm, as elucidated in the scheme, was diligently
implemented within the AODV routing module. This necessitated the meticulous
inclusion of the prescribed checks and actions. The module was fortified with the
capacity to evaluate TTL values, monitor received RREQs, and judiciously assign
trust values in adherence to the proposed criteria. (may paraphrase)

3. Handling RREQs: The inherent logic governing the AODV protocol’s management
of incoming RREQ packets was meticulously enhanced. The revised protocol now
diligently applies the stipulated checks and measures as detailed in the proposed
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B.2 Testing and Validation:

scheme. It dynamically assesses the veracity of TTL and RREQ_RETRIES values
for each received RREQ packet.

4. Trust Value Management: An ingenious framework was engineered to dynamically
manage trust values based on the outcomes of the comprehensive RREQ assessments.
The intricate logic was executed to accurately adjust trust values according to the
defined guidelines, effectively characterizing the integrity of the source nodes.

5. Table Reset: The elegant implementation included an ingenious mechanism to
seamlessly reset the cumulative count of RREQs received from each individual
source node. This novel feature automatically triggers every second, successfully
aligning with the scheme’s stipulations.

B.2 Testing and Validation:

1. Configuring the Simulation: A comprehensive simulation scenario was meticulously
devised within the NS3 platform to accurately emulate real-world conditions.

2. Defining Performance Metrics: The criteria for evaluating the scheme’s effectiveness
were thoughtfully defined. This encompassed metrics such as packet delivery ratio,
network throughput, and end-to-end delay.

3. Running the Simulation: The NS3 simulator was utilized to execute the simulation
scenarios while actively integrating the proposed scheme. This allowed for the
observation of its performance under varying flooding attack scenarios.

4. Analyzing and Interpreting Data: The results obtained from the simulations were
analyzed. A comparison between the performance of the AODV protocol with and
without the scheme shed light on its efficacy in battling flooding attacks.
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