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#### Abstract

It has been a long standing ambition of the mesoscopic community to perform quantumoptics like experiments with electrons. The advent of single photon sources paved new ways of exploring quantum optics phenomena and with the introduction of single electron sources it is hoped that the same advancement within the field of electron quantum optics can be found. Early realisations of these single sources were used for electronic Mach-Zehnder, Hanbury-Brown-Twiss, and Fabry-Perot interferometers. However, they highlight significant difference between electron and photon quantum optics: the quantum statistics of the particles, the presence of the Fermi sea and Coulomb interactions.

Recently, experiments using quantum-dot charge pumps have been shown to be a reliable source of single electrons. In addition, they are able to emit electrons at energies far above the Fermi level. These "hot electrons" offer solutions to the previous problems as their energetic separation is thought to isolate them from electron-electron interactions. With the application of a strong magnetic field, edge channels are formed due to the integer quantum Hall effect, which creates ballistic channels for the single electrons mimicking optical paths.

The objective of this thesis comprises of two main parts. We begin by creating accurate models of realistic device potentials by introducing a method to model the electrostatic potential at the depth of the two-dimensional electron gas. Previously, other methods which are used to obtain these electrostatic potentials only address the use of one fabrication technique to manipulate the motion of electrons. However, our method incorporates both surface gates of $\mathrm{Ti} / \mathrm{Au}$ and chemical etching which are used by M. Kataoka at the National Physical Laboratory. We call this the projected surface method which additionally offers a reduction in computational cost over other methods such as the finite element method. The use of this new method is applied to two devices: a time of flight experiment and a Mach-Zehnder interferometer. We will perform analysis on the electrostatic potential acquiring the velocity and spatial trajectory of the electron.

The second part of the thesis focuses on the study of the electron transport around these devices using dynamic simulations. By applying a single wave-packet propagation code to their potentials we can model the electrons as Gaussian wave packets and numerically integrate the two-dimensional Schrödinger equation to evolve the wave packet around our calculated potentials. This approach utilises the Trotter-Suzuki factorisation and the Fourier split-step method for stability and efficiency. Initially we apply this simulation to simple geometries of devices then continue on to the realistic device potentials, such as the time-of-flight experiment and a variety of quantum point contacts. Not only do the simulations provide detailed time- and energy-resolved information that is accessible


experimentally but also provide information about how the electron is travelling within the device between emission and detection.

## Dissemination of results

The results of this thesis have been partially covered in the following:

- Electrostatic modelling of electron quantum-optics devices: hot-electron trajectories,velocities and time of flight, Keaghan Krog, Nathan Johnson, Masaya Kataoka, and Clive Emary (To be submitted to Phys. Rev. B)
- Oral presentations: Dynamic simulations of hot-electron quantum-optics devices, Northern Quantum Meeting 2020.
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## Part I

## Introduction

## Chapter 1

## Background

For over five decades, advancements in technology have allowed a speed up in the development of quantum mesoscopic physics and furthered our understanding of electronic transport in systems much smaller than the coherence length of an electron. This has opened up new paths to studying the interface between quantum mechanics and bulk macroscopic properties. For a long time, parallels were made between the flow of electrons and the beams of photons in quantum optics. A particle of matter being associated with a wave was first introduce by Louis de Broglie in a series of notes presented to the French Academy of science between 1923-1924 accumulating into his thesis in 1925 [1]. His work would then be confirmed experimentally by the Davisson-Germer experiment [2] in 1928 where electron beams were scattered off nickel, displaying diffraction patterns. This progressed further to an electronic double-slit experiment [3], analogous to Young's double-slit experiment of light [4], where the fabrication of semi-conductors improved such that electronic analogues of famous photonic interferometers could be built. These discoveries laid the foundations for the realisation of electronic interferometers such as Hanbury-BrownTwiss [5, 6], Mach-Zehnder [7-12], and Fabry-Pérot [13, 14].

An important milestone in the mesoscopic community was the advent of single electron sources [15] analogous to a single photon source. Being able to control single electrons meant that the wave-like properties of electrons could be applied to quantum technology $[16,17]$ and allows for quantum metrology measurements [18]. However, their application in these electron quantum optics devices has allowed for a similar evolution in this area of study as the single photon source has had in quantum optics. The challenge with this topic is that, due to the quantum properties of the electrons, we can not see what is happening to the electron travelling through these electronic interferometers without destroying their quantum state. The purpose of this thesis is model and dynamically simulate the motion of a electron within the electron quantum optics devices. In particular,


Figure 1.1: The process of emitting a single electron with a tunable barrier pump. Two depletion gates labelled $A$ and $B$ are shown on the left. Gate $A$ has an AC voltage applied to it while gate $B$ has a DC voltage applied to it. The electrostatic potential creates a potential energy barrier which can deplete electrons (red) residing directly below each gate. (i) the loading phase where a strong voltage is applied to gate $B$ while a low voltage is applied to gate $A$ allowing electrons to occupy the zone between the two gates. (ii) The trapping phase where the voltage of gate $A$ is increased trapping an electron and raising its energy. (iii) The emission phase where the voltage on gate $A$ is further increased to give the electron enough energy to overcome the potential energy barrier underneath gate B . The emitted electron has a raised energy higher than the Fermi energy.
we will observe electrons in a high-energy regime and use our results to help aid in the design of future experimental devices. I will be introducing in this chapter the basic concepts and background on the themes of this thesis and provide a general structure on the rest of this work.

### 1.1 Single-electron sources

The boom in development of quantum optics had an advantage in form of single-photon sources [19, 20]. This had a massive impact on quantum-optic experiments where improvements were made in the understanding of quantum mechanical phenomena by being able to study just a single photon at a time. They also made important steps in the world of quantum information processing [21]. With electronic analogues of quantum-optic style experiments being successfully realised with the implementation of single-electron sources [22], the hope is that this same kind of explosion in development is also found for electron quantum optics.

There are multiple variations in the type of single electron sources such as mesoscopic capacitors [23], Leviton pumps [24], and quantum-dot charge pumps [25]. Their applications range from quantum technology [26] to quantum metrology [27], as well as opening up avenues of exploring interactions and de-phasing. Single electrons are injected into chiral edge channels in the quantum Hall regime, essentially becoming ideal ballistic channels similar to optical paths of photons. The use of these chiral edge channels of the quantum

Hall effect have long been theorised in the study of mesoscopic electron transport [28]. Since these micron scale samples are much smaller than the coherence length of the electronic wave function, quantum mechanical effects can be studied at very low temperatures [6].

The ability to manipulate single electrons plays a vital role in the applications of electrical metrology $[29,18]$. The movement of redefining the SI unit system to be dependent on physical constants of nature encourages the improvement of measurement and in turn facilitates the advancement of science and technology. Previously, one Ampere was defined as the current needed to produce a force of $2.7 \times 10^{-7} \mathrm{Nm}^{-1}$ between two infinitely long, parallel conductors placed one meter apart in a vacuum. Now, it is defined by constants of nature; the electrical charge $e=1.602176619 \times 10^{-19}$ As and the second, which itself is defined by the frequency of energy jumps in a caesium atom [30]. Single electron sources emit a single electron with high accuracy and in order to create one Ampere $6.241509 \times 10^{18}$ electrons would need to be emitted per second. Currently single electron sources are able to emit a pico Ampere per second but in order to develop a working standard a microAmpere per second would suffice. They also play a vital role in solid state quantum computing [31, 15]. The use of electrons for quantum computing offers a scalable system in which quantum bits (qubits) can be initialised in a quantum two-level system such as Landau Levels, spin, or charge. The motivation behind single-electron sources derives from the success that single-photon sources had in the field of quantum optics and is where inspiration is taken in the pursuit of accurate emissions of single electrons.

In this thesis, we consider a gate-modulated single electron source also known as a tunable barrier pump which comprises of two metallic surface gates applied to the surface of a III-V heterostructure of AlGaAs/GaAs. Within the layers of this structure a twodimensional electron gas (2DEG) is formed. By applying a strong, negative voltage to the surface gates, the electrostatic potential creates a potential energy barrier at the depth of the 2DEG depleting all electrons below it [32]. A basic set up of these surface gates is shown in Fig. 1.1 where two gates marked A and B show the top down view of their geometry. The emission of an electron can then be broken down into three steps. For step (i) represented in the figure, a strong, negative DC voltage is applied to gate B , depleting all electrons directly below it and is represented by a large potential energy barrier barrier in the figure. A negative AC voltage is applied to gate A and is initially low, so a low potential energy barrier is created, allowing electrons in the 2DEG to occupy the region between the gates. The voltage of gate A is then increased in step (ii), trapping a single electron and raising its energy. In step (iii) the voltage of gate A is further increased in the AC cycle such that the energy of the electron is large enough to overcome the potential


Figure 1.2: Diagram of a Michelson interferometer showing the trajectories (red) of photons emitted from a light source into a beam splitter. The paths rebounded off the mirrors combine back at the beam splitter and the intereference fringe patterns are analysed at the detector [34]. Note: the paths are drawn for visual purposes and do not represent the true trajectories of the photons.
energy barrier created by the gate B.

In addition to the high frequency of emission, the tunability of the emission gate allows for the energy of the electron to be specified. For example, an electron can be injected at energies $\sim 100 \mathrm{meV}$ higher than the background electrons in the 2DEG [33]. This is defined as a hot-electron, in reference to its high energy. The advantage of this is that they provide an energetic separation from background electrons, travelling in a state that reduces the likelihood of electron-electron interactions. These hot-electrons can be emitted at a gigahertz frequency and with an accuracy of $1.2 \mathrm{ppm}[18]$.

### 1.2 Quantum optics

At the start of the 20th century Max Planck postulated that the energy of the light field was quantised, introducing quantum mechanics which became a central pillar in modern physics. It was not until 1960 that the introduction of the laser, a source of monochromatic light, that quantum optics could close the gap between theoretical and experimental research. It is a study of the intrinsically quantum properties of light and provides the experimental capacity for fundamental aspects of quantum mechanics such as coherence and quantum entanglement.


Figure 1.3: A Mach-Zehnder interferometer. Two sources of photon beams are directed to a beamsplitter (BS1). The beamsplitter is set to split the path of the photon into a 50/50 distribution. The path of the photon beam continues and reflects off the respective mirror of each path until interfering at the second beamsplitter (BS2). Two detectors are place in each path to measure the interference [35].

Figure 1.2 shows a diagram of the first interferometer designed in 1887 by Albert A. Michelson [34]. A basic setup, it consists of a light source and a beamsplitter which creates two paths for the photons to follow. Each path is reflected off a mirror and recombined at the beamsplitter. The resultant interference fringe patterns are analysed at the detector. This experiment, conducted by Michelson and Morley, hoped to find evidence for an "aether" which was thought to fill all empty space and provide a medium for light to travel. Although this was proved wrong, the techniques used in their experiment laid the foundation for future interferometers which have become increasingly more complex and used for a broader range of experimental verification and measurements.

In this thesis we will discuss the quantum point contacts designed for an electronic Mach-Zehnder interferometer. A Mach-Zehnder interferometer is used to demonstrate interference by division of amplitude. Figure 1.3 shows a basic diagram of this interferometer. It includes two light sources, both of which combine in a beamsplitter. In this case, the initial coherent beams of light are split between two paths and are recombined at the second beamsplitter, after which the intensity of the light beams are measured in the detectors. By changing the path length or introducing a medium through which the
light can travel, the beam will acquire a phase shift which can be measured.

### 1.3 Electron quantum optics

The history of electron quantum optics has relied much on drawing similarities between electrons and photons and creating electronic analogues of photonic systems. But, there are significant difference between photons and fermionic particles. The problem with treating electrons like photons lies with the presence of the Fermi sea and Coulomb interaction. Most single electron sources emit an electron at an energy similar or below the Fermi level, meaning that the injected particle will interact with the sea of electrons. There is also the chance of scattering due to phonon emission [36]. These interactions, as well as the motion in the quantum Hall edge channel [37], lead to decoherence [38].

There are numerous solutions which have been brought forward to overcome these problems such as single electron sources based on voltage pulses [24, 39] and surface acoustic wave driven single electrons [40, 41]. However, in this thesis we will focus on single electron sources using a tunable-barrier pump which have primarily been used for metrology applications [23, 18, 42]. A quantum current standard has been well sought after for over 25 years and electrons pumps have been rigorously studied as their single electron emissions create a macroscopic current that can be measured accurately by controlling the frequency of emission and number of electrons emitted. But, it is found that they either do not have the accuracy or a high enough current output [43]. However, a tunablebarrier electron pump has been shown to acquire this ideal combination [18] satisfying the requirement of accuracy to the $10^{-8}$ level [44]. In contrast to previous sources, this type of single-electron source allows the electron to be emitted with an energy $\sim 100 \mathrm{meV}$ above the Fermi level into the outermost edge state [45, 46, 33]. The application of a strong magnetic field also suppresses phonon emission essentially isolating the electron and enabling a picture of a simple, single-particle experiment [36]. These electrons have been aptly named "hot-electrons", opening up a new energy domain for which the fundamental electron behaviour in solid-state can be studied. We refer to these devices which use these high energy electrons as hot-electron quantum-optics (HEQO) devices.

### 1.4 Thesis overview

We begin in part I where the main ideas and background will be introduced. We then continue with two main investigations that will be considered in this thesis: part II comprising the electrostatic modelling of experimental devices and part III comprising dynamic simulations of such devices. We then finish in part IV with a conclusion and future work.

Here I will give a brief overview of the two main parts of this thesis.

## Part II: Electrostatic model

In order to create working dynamic simulations of single electrons in HEQO devices, we need to have an understanding of the potential energy that is felt by the injected hotelectrons to study their transport within experimental devices. Therefore, to understand the behaviour of these hot-electrons, we require an accurate and efficient modelling of their electrostatic environment.

Electron quantum optic devices use a variety of techniques to manipulate the behaviour of electrons. In Chapter 3 we study two fabrication techniques used in electron quantum optic devices: etching and surface gates. We look at each one separately and follow the work of Davies [47, 32] to understand how both of these techniques can affect the energetic landscape seen by electrons. We apply these methods to simple models of devices which have characteristic physical properties of the HEQO devices we will be studying.

We expand on this further in Chapter 4 by introducing a method that allows us to calculate the electrostatic potential for devices that use both surface gates and etching. We call this the projected surface method and introduce it with simple models of quantum wires. We find that it gives a good approximation when compared to other methods such as the finite element method to calculate what the electrostatic potential looks like in the region of the devices occupied by the electrons.

We then take the projected surface method and apply it to a realistic device known as the time-of-flight experiment [45, 48] in Chapter 5. This experiment allows for a time resolved method of calculating the drift velocity of an electron. We test our method by performing a semi-classical analysis on the calculated potential due to the geometry of etching and patterning of depletion gates. We show that we can calculate the velocity of the electron with good approximation compared to experimental data. This analysis also allows us to make observations that couldn't be measured in experiment and offer data which could aid in the design of future experiments.

## Part III: Dynamic simulations

We then look to study how a hot electron will travel around the energetic landscape calculated using the projected surface method for experimental devices. We begin in chapter 6 where we outline the process of modelling an electron as a Gaussian wave packet and calculate how it evolves in a system with a potential energy calculated for the experimental
device. This follows the work of Andrea Bertoni, who we have collaborated with in an effort to adapt this numerical method to hot electrons. In this chapter we introduce the Trotter-Suzuki factorisation and the Fourier split step method and how they can be used to solve the Schrödinger equation efficiently. We show examples of how the simulation will look and run while exploring some limitations to the numerical method when considering hot electrons.

We continue to then apply the simulation to an experimental device. We follow on from part II by doing a dynamic simulation of the time of flight experiment. We then have an idea of how the hot electron will travel in this device and are able to get a time resolved method for the velocity of the electron. This will allow us to compare to both the experimental data and our analysis done on the electrostatic potential calculated for this device.

Finally, we look at a fundamental component of electronic interferometry: the quantum point contact, in chapter 8 . we look at a simple quantum point contact model where a saddle-point potential is created and observe how the wave packet in the simulation interacts with such a system. We are able to conduct multiple simulations, each for a given energy, for variations of the design to find how the constriction in the potential energy affects the transmission rate. We then adapt this design to include more characteristics which are used mostly in HEQO devices. We conduct multiple simulations again, however now we study how the magnetic field affects the transmission rate. We finally look at a realistic quantum point contact, the model of which was given to us by Masaya Katoaka and Patrick See. We perform simulations on this model and then look at how we can adapt and redesign, taking into consideration what we have learnt from the previous variations of designs we simulate.

## Chapter 2

## Electronic transport

In this chapter I will introduce the theoretical background and derivations required to understand the systems we wish to study in this thesis. It will provide the building blocks which allow us to create models and perform dynamic simulations of experimental electron quantum optic devices.

### 2.1 Mesoscopic physics

There are a vast array of questions a scientist can ask to inspire their investigations. Arguably, one of the most common questions is: How small can we make this until it breaks? This question was asked of the conductance, $G$, of a two-dimensional conductor with a width $W$ and length $L$. The equation of conductance is well known as

$$
\begin{equation*}
G=\frac{\sigma W}{L} \tag{2.1}
\end{equation*}
$$

in which the conductivity of the material is given as $\sigma$. The something the investigation looked to break was the ohmic behaviour of the conductor but not too small to be considered microscopic. This goldilocks zone is referred to as mesoscopic.

There are three characteristic length scales:

- The de Broglie wavelength, $\lambda_{B}$.
- The mean free path, $L_{m}$.
- Phase relaxation length, $L_{\phi}$.

When the dimensions of the conductor are larger than these characteristic length then ohmic behaviours are observed. The de Broglie wavelength refers to dual nature of wave-
particles, a fundamental concept crucial for electron quantum optics. It is given as

$$
\begin{equation*}
\lambda_{B}=h / m v, \tag{2.2}
\end{equation*}
$$

associated with the energy of the particle and is dependent on the velocity, $v$, and the mass, $m$, of the particle.

The mean free path is the distance the particle will travel before it loses its initial momentum given by

$$
\begin{equation*}
L_{m}=v \tau_{m}, \tag{2.3}
\end{equation*}
$$

which again is dependent on the velocity but now also the momentum relaxation time, $\tau_{m}$.
The phase relaxation length, similar to the mean free path, is the distance the particle travels before it loses its initial phase governed by the phase relaxation time $\tau_{\phi}$. If the phase relaxation time is smaller than the momentum relaxation time then we can describe this length as

$$
\begin{equation*}
L_{\phi}=v \tau_{\phi}, \tag{2.4}
\end{equation*}
$$

which is often the case for high-mobility semiconductors. However, if we were observing electrons in low-mobility semiconductors, where the phase relaxation time is larger than the momentum relaxation time, then it results in a phase relaxation length of

$$
\begin{equation*}
L_{\phi}^{2}=\frac{v^{2} \tau_{m} \tau_{\phi}}{2} \tag{2.5}
\end{equation*}
$$

This is a result of the motion of electrons over a phase-relaxation time not being ballistic. Once an amount of time equal to the momentum relaxation time has passed, the velocity of each electron trajectory is completely randomised. To calculate the average distance travelled, the root mean squared distance is calculated, resulting in an equation of the phase relaxation length as shown in Eq. 2.5 [49].

The variation in these length scales differs hugely from material to material as it is affected by temperature, magnetic fields etc. A landmark experiment studying the mesoscopic transport phenomena used a ring-shaped conductor made from a patterned polycrystalline gold film. Its dimensions were 100 nm in diameter and $40 \mu \mathrm{~m}$ thick. It showed oscillations in the resistance of the ring with changes in the magnetic field applied to it. However, as valuable as these pioneering experiments were they were conducted mostly on metal. Over the past 50 years most of the work has been performed on semiconducting heterostructures. In particular, I will be focussing my research on AlGaAs/GaAs heterostructure devices. In addition, our attention will be on hot-electrons which have higher


Figure 2.1: Energy bands diagram showing the conduction band, valence band, and Fermi energy for the $n$-doped AlGaAs and GaAs layers before (left) and after (right) they come into contact. AlGaAs has a higher Fermi energy than GaAs, so as they come into contact their is a spill over of negatively charged electrons leaving behind positively charge holes. This separation in charges induces an electrostatic potential which causes the conduction and valence bands to bend. The Fermi energy balances out through both layers and leaves behind a layer of electrons between the intersection known as the 2DEG.
energy than their "cold"-electron (i.e. electrons closer to the Fermi energy) counterparts. This means their source of decoherence is very different and they have very short lifetimes, typically of the order of picoseconds [45]. In this thesis we will assume that the size of the hot-electron quantum optics devices have paths the hot-electron will travel along with a length $L<L_{\phi}$, and as such the effects of phase relaxation can be ignored. The mean free path of these hot-electrons are difficult to approximate, especially as there are not functioning MZI experiments to provide us the results. However, under various mechanisms that are required for performing experiments with hot-electrons, an estimate can be made that they have mean free path lengths of the order of tens of microns [50]. We also note here that in this thesis we do not include scattering of hot-electrons to lower energy levels. However, a possible approach would require combining a classical path with a classical rate equation to get some idea of the evolution, acquiring a "semi-classical approach" $[36,51]$.

### 2.2 AlGaAs/GaAs heterostrucure and the two-dimensional electron gas

The Heterostructure of the devices I will be presenting are modelled around the materials AlGaAs (Aluminium Gallium Arsenide) and GaAs (Gallium Arsenide). In terms of the characteristic lengths, it is found that for GaAs the mean free path is $L_{m} \approx 10 \mathrm{~nm}$ [52] and for the phase relaxation length it is approximately the same. The generic layout involves a cap layer of GaAs, followed by an $n$-doped layer of AlGaAs where the source of the electrons is found. Below this is a spacer layer of undoped AlGaAs with GaAs being the foundation of the device.

The formation of the two-dimensional electron gas (2DEG) occurs because of the $n$ doped AlGaAs layer. Ignoring the undoped AlGaAs layer for now, the doped layer has a high excess of negatively charged donors (electrons) causing the Fermi level to be much higher than the GaAs. As the two come into contact there is a spillage of electrons from the AlGaAs into the GaAs. The transfer of the electrons leaves behind positively charged donors (holes) which creates a separation of charges inducing an electrostatic potential. The conduction and valence bands begin to bend due to the potential and peak because of the sharp rise in the electron density at the interface of the two materials which can be seen in Fig. 2.1 thus forming a thin conducting layer known as the 2DEG. It can then be manipulated by the application of a surface gate with a voltage, $V_{g}$, which is placed on top of the cap layer of GaAs.

The vital characteristic of this heterostructure is the low scattering rate. With the introduction of the undoped layer of AlGaAs, the spacer layer, the scattering rate can be lowered further by increasing the separation of charges. This does come at a cost, however, of reducing the carrier concentration. Typically, with these materials the carrier concentration is found to be $2 \times 10^{11} \mathrm{~cm}^{-2}$ and $2 \times 10^{12} \mathrm{~cm}^{-2}$ [49].

### 2.3 Classical Hall effect

We have a source of electrons found within a 2DEG in an AlGaAs/GaAs heterostructure and we look now to study the transport of electrons within these mesoscopic devices. We start by observing a classically charged particle in a uniform magnetic field. Within a 2DEG, each particle has a charge $q$, mass $m$, and velocity of $\mathbf{v}$. However, when a uniform magnetic field $B$ is applied perpendicular to this two-dimensional plane of electrons, the particles start to move in a circular motion. With a mass and a motion, we can describe the force felt by the electron know as the Lorentz force. This describes the centripetal


Figure 2.2: Cyclotron orbit of an electron within an electron gas with a magnetic field applied perpendicular to the plane in the direction labelled. The electrons in the centre travel in a circular motion, the radius of which depends on the magnetic field. The electrons closer to the edge collide with the boundary where the disruption of the orbit causes it to skip along the edge. These skipping orbits are chiral as the left side (blue) travels downwards and the right side (green) travels upwards.
force of the particle toward the centre of its orbit and is described as:

$$
\begin{equation*}
\mathbf{F}_{L}=q \mathbf{v} \times \mathbf{B} \tag{2.6}
\end{equation*}
$$

The circular motion is expressed as the cyclotron orbit which we can deduce the radius of by expressing the Lorentz force in terms of mass and the centripetal acceleration

$$
\begin{equation*}
q \mathbf{v} \times \mathbf{B}=-m \frac{v^{2}}{r} \hat{r} \tag{2.7}
\end{equation*}
$$

which, taking $\mathbf{v}$ and $\mathbf{B}$ to be orthogonal we find the cyclotron radius

$$
\begin{equation*}
r_{c}=\left|\frac{m v}{q B}\right| \tag{2.8}
\end{equation*}
$$

and is rearranged to form the cyclotron frequency

$$
\begin{equation*}
\omega_{c}=\frac{v}{r_{c}}=\frac{q B}{m} . \tag{2.9}
\end{equation*}
$$

We note here that the sign of the cyclotron frequency has a physical meaning. For $\omega_{c}>0$ we find the orbit travelling in a clockwise motion while for $\omega_{c}<0$ implies a counterclockwise orbit. These directions become important when considering the type of orbits when the motion is restricted to a two-dimensional plane.

The first of two orbits we consider occurs when the particle is far from any potential barrier and the orbit is unimpeded. This is shown as the black, full cyclotron orbit in Fig. 2.2. Although the electron is moving, its movement across the plane has a net velocity of zero. When an orbit comes into contact with the potential barrier it rebounds elastically and the orbit is halved and travels along the edge as shown by the blue and green orbits in the figure. Here we observe a net velocity that is dependent on the magnetic field and is known as a skipping orbit for the "bouncing" motion along the barrier. The skipping orbits are observed to be chiral as the directions of travel on opposing boundaries are opposite to each other.

### 2.4 Quantum Hall effect

We have seen how in the classical picture we can expect a charged particle to behave in a magnetic field. However, we are most interested in the quantum perspective, especially as we observe systems where the temperature is lowered to cryogenic levels and the magnetic fields are very strong. The first experiment exploring the quantum regime of the Hall effect was performed by Klaus von Klitzing [53]. Experimenting on a 2DEG in a semiconductor, it was discovered the energy levels of electron orbitals were quantised in integer multiples of $h / e^{2}$, two constants of nature: $h$ Planck's constant and $e$ the electron charge. Further experiments then showed that these electron orbitals can also be quantised in fractional multiples of $h / e^{2}[54]$. We focus on the integer quantum Hall effect to consider how a charge particle may behave in a magnetic field from the quantum viewpoint. Klitzing showed that, for certain ranges of magnetic fields there are plateaus in the resistivity felt by the 2DEG. These plateaus would be joined together by sharp jumps with a positive proportionality between the increase in the magnetic field and an increase in the resistance. The experiment was so accurate that these plateaus are used as standards for measuring resistance [55].

In this thesis we will be observing systems in the quantum Hall regime where we will be studying experiments performed in refrigerators at cryogenic temperatures of around $T \approx$ 4 K [45] and magnetic fields in excess of 5 T which is usual for electronic interferometers [7].


Figure 2.3: (a) A simple bar geometry with the edge channels shown as the red, dashed lines and the blue dotted lines. Multiple edge channels are displayed representing the different energies and the chirality can be seen from the opposed directions for either edge, as described in Fig. 2.2. (b) The parabolic potential energy, $U(x)$, plotted for $x$ to match with the geometry in (a). Black dots are plotted to represent the corresponding positions of energy for the edge channels in (a) directly above.

### 2.5 Landau levels and edge states

Observing electrons found within a 2DEG, such as the one in Fig. 2.3a (with contacts applied to the top and bottom), we can describe them by

$$
\begin{equation*}
\left[E_{c}+\frac{1}{2 m_{e}^{*}}(i \hbar \nabla+e \mathbf{A})^{2}+U(\mathbf{R})\right] \Psi(\mathbf{R})=E \Psi(\mathbf{R}) \tag{2.10}
\end{equation*}
$$

where $E_{c}$ is the bulk band bottom energy, $U(\mathbf{R})$ is the confinement energy in each of the three-dimensions, $\mathbf{R}=(x, y, z), \mathbf{A}$ is the vector potential and $m_{e}^{*}=0.067 m_{e}$ is the effective mass of an electron in GaAs [49]. Here we denote the electron charge as $e>0$. This is the

Schrödinger equation, where the Hamiltonian is

$$
\begin{equation*}
\hat{H}(\mathbf{R})=E_{c}+\frac{1}{2 m_{e}^{*}}(i \hbar \nabla+e \mathbf{A})^{2}+U(\mathbf{T}) . \tag{2.11}
\end{equation*}
$$

For the continuity in later chapters we choose a system which is unconfined in the ydirection, which means that the $y$-component is zero such that

$$
\begin{equation*}
U(\mathbf{R})=U(x)+U(z) \tag{2.12}
\end{equation*}
$$

where we have assumed that the potentials are decoupled. We want to describe a system which we will be observing later on with our HEQO devices and as such we will be working in the quantum Hall regime, with a strong magnetic field. We choose to work in the Landau gauge, however there are two possible choices:

$$
\begin{align*}
\mathbf{A}_{L} & =B(0, x, 0),  \tag{2.13}\\
\mathbf{A}_{L}^{\prime} & =B(-y, 0,0) . \tag{2.14}
\end{align*}
$$

depending on the direction of travel. Because of our confining potential in the $x$ dimension, the direction of motion will be in the $y$ direction and we choose the Landau Gauge $\mathbf{A}_{L}=B(0, x, 0)=e B x e_{y}$.

We expand on the Hamiltonian in Eq. (2.11) to

$$
\begin{equation*}
\hat{H}(\mathbf{R})=E_{c}+\frac{1}{2 m_{e}^{*}}\left(\hat{p}-e B x e_{y}\right)^{2}+U(x)+U(z) \tag{2.15}
\end{equation*}
$$

which is separated into the respective components

$$
\begin{equation*}
\hat{H}(\mathbf{R})=E_{c}+\frac{1}{2 m_{e}^{*}} p_{x}^{2}+\frac{1}{2 m_{e}^{*}}\left(p_{y}^{2}-e B x\right)+U(x)+\frac{1}{2 m_{e}^{*}} p_{z}^{2}+U(z) . \tag{2.16}
\end{equation*}
$$

We introduce the quantum numbers $n$ and $k$ which represent the Landau level and the momentum of our system. We can then solve the Schrödinger equation

$$
\begin{equation*}
\hat{H}(\mathbf{R}) \Psi_{n, k}(\mathbf{R})=E_{n, k} \Psi_{n, k}(\mathbf{R}) \tag{2.17}
\end{equation*}
$$

with the solution

$$
\begin{equation*}
\Psi_{n, k}(\mathbf{R})=\chi_{m k_{y}}(x) \psi_{k_{y}}(y) \phi(z) \tag{2.18}
\end{equation*}
$$

This separation of the $x, y, z$ components allow us to look closer at how the electrons are confined in each dimension. We first note that the 2DEG we are studying is only allowed
to freely propagate in the $x$ and $y$ directions, meaning that there is a strong confinement. The confining potential $U(z)$ can be modelled as an infinite square well. To model the tight confinement we assume this well is extremely narrow and that energy levels are found far apart from one another. In such a case, the electrons cannot move between these energy levels and are quantised so we assume a lowest energy sub-band for our calculations.

In the $y$ direction, the electrons are allowed to propage freely and are only defined by the momentum $k_{y}$. An unconfined electron can be described by a plane wave

$$
\begin{equation*}
\psi_{k_{y}}(y)=\frac{1}{\sqrt{L_{y}}} e^{i k_{y} y} \tag{2.19}
\end{equation*}
$$

which is normalised over the length of the conductor $L_{y}$. For the $x$ direction there are some slight complications. There is weak parabolic confinment which means that the electrons are quantised in terms of Landau level, $m$. The difference between Landau levels is quite large at around 10 meV such that we assume that the electron will stay in the Landau level it is in. Here we assume it is in the lowest. We can also account for some movement in the $x$ direction due to the weak confinement so we include the momentum $k$. We use a weak parabolic confinement

$$
\begin{equation*}
U(x)=\frac{1}{2} m_{e}^{*} \omega_{x}^{2} x^{2}, \tag{2.20}
\end{equation*}
$$

governed by the confinement frequency $\omega_{x}$, with an example of the potential $U(x)$ shown in Fig. 2.3b. For the $x$ direction we find the Hamiltonian becomes

$$
\begin{equation*}
\hat{H}_{k_{y}}=\frac{1}{2 m_{e}^{*}}\left(\hbar k_{y}-e B x\right)^{2}+\frac{1}{2 m_{e}^{*}} p_{x}^{2}+\frac{1}{2} m_{e}^{*} \omega_{x}^{2} x^{2}, \tag{2.21}
\end{equation*}
$$

with the solution

$$
\begin{equation*}
\hat{H} k_{y}(x) \chi_{n, k_{y}}(x)=E_{k} \chi_{n, k_{y}}(x) . \tag{2.22}
\end{equation*}
$$

Now, $\chi_{n, k_{y}}(x)$ represent the eigenfunction of the Hamiltonian. In order to expand Eq. (2.21) further we introduce two characteristic properties to simplify our calculations. The cyclotron frequency

$$
\begin{equation*}
\omega_{c}=\frac{e B}{m_{e}^{*}} \tag{2.23}
\end{equation*}
$$

and the guiding wave-centre coordinate

$$
\begin{equation*}
x_{G}\left(k_{y}\right)=\frac{\omega_{c}^{2}}{\Omega^{2}} \frac{\hbar k_{y}}{e B}=\frac{\omega_{c}}{\Omega^{2}} \frac{\hbar k_{y}}{m_{e}^{*}} \tag{2.24}
\end{equation*}
$$

where we have introduced also the compound frequency $\Omega^{2}=\omega_{c}^{2}+\omega_{x}^{2}$ which includes the confining frequency in the $x$ direction. The Hamiltonian now becomes

$$
\begin{align*}
\hat{H}_{n} k_{y}(x) & =\frac{1}{2 m_{e}^{*}}\left(\hbar k_{y}-m_{e}^{*} \omega_{c} x\right)^{2}+\frac{1}{2 m_{e}^{*}} p_{x}^{2}+\frac{1}{2} m_{e}^{*} \omega_{x}^{2} x^{2} \\
& =\frac{1}{2 m_{e}^{*}} p_{x}^{2}+\frac{\hbar^{2} k_{y}^{2}}{2 m_{e}^{*}}+\frac{1}{2} m_{e}^{*} \omega_{x}^{2} x^{2} \\
& =\frac{1}{2 m_{e}^{*}} p_{x}^{2}+\frac{1}{2 m_{e}^{*}}\left[\frac{\Omega^{4}}{\omega_{c}^{2}} m_{e}^{*} x_{G}^{2}\right]-\Omega^{2} m_{e}^{*} x_{G} x+\frac{1}{2} m_{e}^{*} \omega_{x}^{2} x^{2} \\
& =\frac{1}{2 m_{e}^{*}} p_{x}^{2}+\frac{1}{2 m_{e}^{*}} \Omega^{2}\left[\frac{\Omega^{2}}{\omega_{c}^{2}} x_{G}^{2}-2 x x_{G}+x^{2}\right] \\
& =\frac{1}{2 m_{e}^{*}} p_{x}^{2}+\frac{1}{2 m_{e}^{*}} \Omega^{2} \frac{\omega_{x}^{2}}{\omega_{c}^{2}} x_{G}^{2}+\frac{1}{2} m_{e}^{*} \Omega^{2}\left(x-x_{G}\right)^{2} \\
& =\frac{1}{2 m_{e}^{*}} p_{x}^{2}+\frac{\hbar^{2} k_{y}^{2}}{2 m_{e}^{*}} \frac{\omega_{x}^{2}}{\Omega^{2}}+\frac{1}{2} m_{e}^{*} \Omega^{2}\left(x-x_{G}\right)^{2} . \tag{2.25}
\end{align*}
$$

This Hamiltonian resembles a harmonic oscillator with a displacement governed by the guiding wave-centre $x_{G}$. This has well known eigenfunctions

$$
\begin{equation*}
\chi_{n, k_{y}}(x)=\frac{1}{l_{\Omega}} u_{n}\left(\frac{x-x_{G}\left(k_{y}\right)}{l_{\Omega}}\right), \tag{2.26}
\end{equation*}
$$

with the effective confinement length $l_{\Omega}=\sqrt{\frac{\hbar}{m_{e}^{*} \Omega}}$, defining the size of the parabolic trap, and the coefficient which includes the Hermite polynomials $H_{n}$

$$
\begin{equation*}
u_{n}(s)=\frac{1}{\sqrt{2^{n} n!}} \frac{1}{\pi^{1 / 4}} e^{-s^{2} / 2} H_{n}(s) . \tag{2.27}
\end{equation*}
$$

As we will only be considering the lowest Landau level then $H_{0}(s)=1$ and we denote

$$
\begin{equation*}
u_{0}(s)=\frac{e^{-s^{2} / 2}}{\pi^{1 / 4}} \tag{2.28}
\end{equation*}
$$

and we get the eigenfunction

$$
\begin{equation*}
\chi_{0 k_{y}}(x)=\sqrt{\frac{1}{l_{\Omega}} \pi^{1 / 2}} \exp \left[-\frac{1}{2}\left(\frac{x-x_{G}}{l_{\Omega}}\right)^{2}\right] . \tag{2.29}
\end{equation*}
$$

We solve the Schrödinger equation by multiplying Eq. (2.22) by the complex conjugate of the eigenfunction, $\chi_{n^{\prime} k_{y}^{\prime}}^{*}(x)$ giving

$$
\begin{equation*}
\chi_{n^{\prime}, k_{y}^{\prime}}^{*}(x) \hat{H}_{n, k_{y}} \chi_{n, k_{y}}(x)=\chi_{n^{\prime}, k_{y}^{\prime}}^{*}(x) E_{k} \chi_{n, k_{y}}(x) . \tag{2.30}
\end{equation*}
$$

We then integrate over $x$

$$
\begin{align*}
& \int \chi_{m^{\prime}, k_{y}^{\prime}}^{*}(x) \hat{H}_{k_{y}} \chi_{n, k_{y}}(x) \mathrm{d} x=\int \chi_{n^{\prime}, k_{y}^{\prime}}^{*}(x) E_{k} \chi_{n, k_{y}}(x) \mathrm{d} x \\
& \Rightarrow \int \chi_{n^{\prime}, k_{y}^{\prime}}^{*}(x) \hat{H}_{k_{y}} \chi_{n, k_{y}}(x) \mathrm{d} x=E_{k} \int \chi_{n^{\prime}, k_{y}^{\prime}}^{*}(x) \chi_{n, k_{y}}(x) \mathrm{d} x \\
& \Rightarrow \int \chi_{n^{\prime}, k_{y}^{\prime}}^{*}(x) \hat{H}_{k_{y}} \chi_{n, k_{y}}(x) \mathrm{d} x=E_{k} \delta_{n^{\prime} n} \delta_{k_{y}^{\prime} k_{y}} \tag{2.31}
\end{align*}
$$

and get the Kronecker delta functions where $\delta_{n^{\prime} n}=1$ if $n^{\prime}=n$ and zero otheriwse (and with momentum). In this case, $n^{\prime}=n$ and $k_{y}^{\prime}=k_{y}$ in order to have a non-zero solution.

We then found that we can describe the dispersion relation of the electrons as

$$
\begin{align*}
E_{k}= & \frac{1}{l_{\Omega} \pi^{1 / 2}} \int \exp \left[-\frac{1}{2}\left(\frac{x-x_{G}(k)}{l_{\Omega}}\right)\right] \\
& \times\left[\frac{1}{2 m_{e}^{*}} p_{x}^{2}+\frac{\hbar^{2} k_{y}^{2}}{2 m_{e}^{*}} \frac{\omega_{y}^{2}}{\Omega^{2}}+\frac{1}{2} m_{e}^{*} \Omega^{2}\left(x-x_{G}\right)^{2}\right] \exp \left[-\frac{1}{2}\left(\frac{x-x_{G}(k)}{l_{\Omega}}\right)\right] \mathrm{d} x \\
= & \frac{1}{l_{\Omega} \pi^{1 / 2}} \int \chi_{n, k_{y}} \exp \left[-\left(\frac{x-x_{G}(k)}{l_{\Omega}}\right)\right] \sqrt{\frac{1}{l_{\Omega} \pi^{1 / 2}}}\left[+\frac{\hbar^{2} k_{y}^{2}}{2 m_{e}^{*}} \frac{\omega_{y}^{2}}{\Omega^{2}}+\frac{1}{\hbar \Omega}\right] \mathrm{d} x \tag{2.32}
\end{align*}
$$

after calculating for the momentum operator. The resulting dispersion relation is given as

$$
\begin{equation*}
E_{k}=\frac{1}{2} \hbar \Omega+\frac{\hbar^{2} k_{y}^{2}}{2 m_{e}^{*}} \frac{\omega_{x}^{2}}{\Omega^{2}} \tag{2.33}
\end{equation*}
$$

which will describe the systems we will be studying.

### 2.5.1 Velocity

We can calculate the velocity from the dispersion relation as

$$
\begin{equation*}
v\left(n, k_{y}\right)=\frac{1}{\hbar} \frac{\partial E(n, k)}{\partial k_{y}}=\frac{\hbar k_{y}}{m_{e}^{*}} \omega_{x}^{2} \Omega^{2} \tag{2.34}
\end{equation*}
$$

which describes the drift velocity of electrons in our conductor with a strong magnetic field applied perpendicular to its motion. In this thesis, we will be conducting dynamic simulations of electrons travelling in edge-channels described by the energy dispersion. However, we have derived the eigenfunctions of the Schrödinger equation for a parabolic confinement. This confinement offers a good description of narrow regions where electrons can travel, such as quantum wires, but we will see that this isn't always the case in the devices we wish to study. In wider confinement potentials we won't be able to obtain analytic solutions but will be able to approximate a solution in high magnetic fields.

If the confinement were absent, where $U(x)=0$, then the energy dispersion becomes[49]

$$
\begin{equation*}
E_{n, k}=E_{c}+\left(n+\frac{1}{2}\right) \hbar \omega_{c} . \tag{2.35}
\end{equation*}
$$

By performing the lowest order perturbation theory we can include the confining potential

$$
\begin{equation*}
E_{n, k} \approx E_{c}+\left(n+\frac{1}{2}\right) \hbar \omega_{c}+\langle n, k| U(x)|n, k\rangle \tag{2.36}
\end{equation*}
$$

where the state $(n, k)$ is centered around $x_{k}$. Assuming that the confining potential is uniform and constant for each state then

$$
\begin{equation*}
E_{n, k}=E_{c}+\left(n+\frac{1}{2}\right) \hbar \omega_{c}+U\left(x_{k}\right) \tag{2.37}
\end{equation*}
$$

where we have mapped the coordinates of $x$ points to a wave number by $x_{k}=\hbar k / e B$. Now, we can see the relation to the semi-classical view of the cyclotron orbits where away from boundaries the states look like Landau levels which are unconfined and have a full cyclotron orbit. However, near the edges we find edge states which are channels which electrons travel along.

In this case, the velocity can be calculated as

$$
\begin{equation*}
v(n, k)=\frac{1}{\hbar} \frac{\partial E(n, k)}{\partial k}=\frac{1}{\hbar} \frac{\partial U\left(x_{k}\right)}{\partial k} \frac{\partial x_{k}}{\partial k}=\frac{1}{e B} \frac{\partial U(y)}{\partial x} \tag{2.38}
\end{equation*}
$$

which relates the motion of the electron to the gradient of the potential which will play an important role in our analysis of HEQO devices later on.

### 2.6 Landauer-Büttiker formalism

The Landauer formalism is used to describe the mesoscopic transport of a system where a current through a conductor is expressed by the probability that the electron is transmitted from one contact to another. It was first applied to tunnelling junctions [56]. When considering large samples that follow Ohm's law, we can describe the conductance through a sample as

$$
\begin{equation*}
G=\frac{\sigma W}{L} \tag{2.39}
\end{equation*}
$$

where $W$ is the width of the sample and $L$ is the length, which is dependent on the properties of the system in question. However, we now consider the quantum view for electrons.


Figure 2.4: Quantum point contact showing a constriction between two conducting region of a 2DEG. The boundary edges (black) are constricted to a narrow point while in the semi-classical view we have represented the skipping orbits can travel along the boundaries to either be transmitted through (solid, red) or reflected away (dashed, blue) from the constricted region.

We will consider two conducting regions separated by a constriction as shown in Fig. 2.4. This model defines a quantum point contact where we have constricted a twodimensional region of transport into one-dimension. Represented in the figure are the cyclotron orbits for electrons lying close to the boundary representing the semi-classical view of how the electrons interact with the constriction showing a path the electron can follow to be transmitted (solid, red skipping orbit) or be reflected (dashed, blue skipping orbit).

To determine the current in the constriction we consider a cube in $k$-space which is centred around the three-dimensional wavevector $\mathbf{k}$. The number of states in this cube which are available, taking into account the $1 / 2$ spin of electrons and the Pauli principle, is $2_{s}\left(\mathcal{V} \mathrm{~d} k_{x} \mathrm{~d} k_{y} \mathrm{~d} k_{z}\right) /(2 \pi)^{3}$, where $2_{s}$ represents the atomic orbital for two electrons in an s-type subshell. We define the fraction of filled states in the cube as the filling factor $f(\mathbf{k})$ and the usual notation of particle density $n$, energy density $\epsilon$, and current density $\mathbf{j}$. These values can be calculated by

$$
\left[\begin{array}{l}
n  \tag{2.40}\\
\epsilon \\
\mathbf{j}
\end{array}\right]=\int 2_{s} \frac{\mathrm{~d}^{3} k}{(2 \pi)^{3}}\left[\begin{array}{c}
1 \\
E(\mathbf{k}) \\
e \mathbf{v}(\mathbf{k})
\end{array}\right] f(\mathbf{k})
$$

We adapt this slightly to change the integration over $k_{y}$ to be a summation over the discretised value $k_{y}^{n}$ such that

$$
\begin{equation*}
\int \frac{\mathrm{d} k_{y}}{2 \pi} \rightarrow a b \sum_{n} \cdots \tag{2.41}
\end{equation*}
$$

which we then get the full current by multiplying the current density by the cross-section area $a_{\infty} b_{\infty}$ (where we have assumed the waveguide is ideal as $x \rightarrow \pm \infty$ ) to get

$$
\begin{equation*}
I=2_{s} e \sum_{n} \int_{-\infty}^{\infty} \frac{\mathrm{d} k_{x}}{2 \pi} v_{x}\left(k_{x}\right) f_{n}\left(k_{x}\right) . \tag{2.42}
\end{equation*}
$$

The filling factors within the current are affected by the open channels. For fully closed channels the electrons which pass through the cross-section area are reflected and also subsequently pass the same cross-section. There is then an equal amount of right and left travelling electrons which implied that the filling factors are identical. In this case the velocities are opposite and we get a net zero current.

For open channels we denote that electrons with $k_{x}>0$ and travelling from the left reservoir have a filling factor $f_{L}(E) \equiv f_{F}\left(E-\mu_{L}\right)$ and for the right reservoir we have $f_{R}(E) \equiv f_{F}\left(E-\mu_{R}\right)$ where $k_{x}<0$ and $f_{F}$ is the Fermi-Dirac distribution. The dependence now on energy for the filling factor over the wavevector $k_{x}$ means we can cancel out the velocity as

$$
\begin{align*}
v_{x} & =\frac{1}{\hbar} \frac{\partial E}{\partial k_{x}}  \tag{2.43}\\
\Rightarrow \mathrm{~d} E & =\hbar v\left(k_{x}\right) \mathrm{d} k_{x} \tag{2.44}
\end{align*}
$$

such that we can denote the velocity as

$$
\begin{equation*}
I=\frac{2_{s} e}{2 \pi \hbar} \sum_{n: \text { open }} \int \mathrm{d} E\left[f_{L}(E)-f_{R}(E)\right] \tag{2.45}
\end{equation*}
$$

Integrating over energy gives a factor $\mu_{L}-\mu_{R}$, a difference in the chemical potential which corresponds to the voltage difference applied $V=\left(\mu_{L}-\mu_{R}\right) / e$, which drives the current. This gives a current value

$$
\begin{equation*}
I=\frac{2_{s} e}{2 \pi \hbar} N_{\text {open }}\left(\mu_{L}-\mu_{R}\right) \tag{2.46}
\end{equation*}
$$

This integration is performed when we assume that temperature tends to zero. When $V=0$ there is no current as the system will be in a state of thermodynamic equilibrium. As the factor $\mu_{L}-\mu_{R}$ will be the same for all open channels, we find that the current is
proportional to the number of open channels and voltage and we can describe the current by

$$
\begin{equation*}
I=G_{Q} N_{\text {open }} V \tag{2.47}
\end{equation*}
$$

where we introduce the conductance quantum $G_{Q}=2_{s} e^{2} /(2 \pi \hbar)$. This shows that the conductance of the system is quantised and is not dependent on the properties of the material.

First let us separate the wave function in the left, $L$, and the right, $R$, conducting region [57]

$$
\begin{align*}
& \psi\left(x_{L}, y_{L}\right)=\sum_{n} \frac{1}{\sqrt{2 \pi \hbar v_{n}}} \Phi_{n}\left(y_{l}\right)\left[a_{L n} e^{i k_{x}^{(n)} x_{L}}+b_{L n} e^{-i k_{x}^{(n)} x_{L}}\right]  \tag{2.48}\\
& \psi\left(x_{R}, y_{R}\right)=\sum_{m} \frac{1}{\sqrt{2 \pi \hbar v_{m}}} \Phi_{m}\left(y_{R}\right)\left[a_{R m} e^{-i k_{x}^{(m)} x_{R}}+b_{R m} e^{-i k_{x}^{(m)} x_{R}}\right] \tag{2.49}
\end{align*}
$$

where we have denoted the transport channels in the left and right waveguides as $n$ and $m$ respectively. We have also introduced the amplitudes of the plane waves as $a$ and $b$. The energies of the transverse motion fixes the value of the wave vector $k_{x}^{(n)}=\sqrt{2 m\left(E-E_{n}\right) / \hbar}$ (and similarly for $m$ ). Thus, the transport is due to propagation and we have to define the wave vector as real. As such, there will be a finite number of channels which are open for transport at a fixed energy $E$.

The amplitude coefficients can be separated into waves which are initialised from the respective reservoirs $a_{L n}$ and $a_{R m}$ and waves which that have interacted with the scattering region $b_{L n}$ and $b_{R m}$. The latter can either be transmitted through the scattering region or reflected. These coefficients are therefore not independent such that

$$
\begin{equation*}
b_{\alpha l}=\sum_{\beta=L, R} \sum_{l^{\prime}} s_{\alpha l, \beta l^{\prime}} a_{\beta l^{\prime}} \tag{2.50}
\end{equation*}
$$

where $l=n, m$. Depending on the number of open channels $N_{L}$ and $N_{R}$, the proportionality coefficients are combined into a $\left(N_{L}+N_{R}\right) \times\left(N_{L}+N_{R}\right)$ scattering matrix

$$
\hat{s}=\left(\begin{array}{ll}
\hat{s}_{L L} & \hat{s}_{L R}  \tag{2.51}\\
\hat{s}_{R L} & \hat{s}_{R R}
\end{array}\right)=\left(\begin{array}{ll}
\hat{r} & \hat{t}^{\prime} \\
\hat{t} & \hat{r}^{\prime}
\end{array}\right) .
$$

Expanding the equation for current we get

$$
\begin{align*}
I= & 2_{s} e \sum_{n} \int_{0}^{\infty} \frac{\mathrm{d} k_{x}}{2 \pi} v_{x}\left(k_{x}\right) f_{L}(E) \\
& +\int_{-\infty}^{0} \frac{\mathrm{~d} k_{x}}{2 \pi} v_{x}\left(k_{x}\right)\left[R_{n}(E) f_{L}(E)+\left(1-R_{n}(E)\right) f_{R}(E)\right] \\
= & 2_{s} e \sum_{n} \int_{0}^{\infty} \frac{\mathrm{d} k_{x}}{2 \pi} v_{x}\left(k_{x}\right)\left(1-R_{n}(E)\right)\left[f_{L}(E)-f_{R}(E)\right] . \tag{2.52}
\end{align*}
$$

By satisfying the unitary conditions that $\hat{s}^{\dagger} \hat{s}=\hat{1}$ we can prove that $1-R_{n}=\sum_{M}\left|t_{m n}\right|^{2}=$ $\left(\hat{t}^{\dagger} \hat{t}\right)_{n} n$ such that

$$
\begin{equation*}
I=\frac{2_{s} e}{2 \pi} \int_{0}^{\infty} \mathrm{d} E \operatorname{Tr}\left[\hat{t}^{\dagger} \hat{t}\right]\left[f_{L}(E)-f_{R}(E)\right] . \tag{2.53}
\end{equation*}
$$

We can therefore conclude that the transmission eigenvalues depend on energy. However, if the applied voltage is much smaller than the energy then they are evaluated at the Fermi surface and we can describe the conductance as

$$
\begin{equation*}
G=G_{Q} \sum_{p} T_{p}(\mu) \tag{2.54}
\end{equation*}
$$

where $T_{p}$ is the transmission eigenvalues. Equation 2.54 describes the two terminal Landauer formula.

## Part II

## Electrostatic model

## Chapter 3

## Modelling the patterned 2DEG

We have shown in the previous section that the motion of the electron has been restricted to two-dimensions through the form of the 2DEG within the AlGaAs/GaAs heterostructure. In this chapter, we study how we can restrict this motion further by using fabrication techniques to form edge-channels for injected hot-electrons to travel along. This is done through manipulation of the potential energy at the depth where the hot-electrons reside (the depth of the 2DEG). Our aim is to model how these fabrication techniques will manipulate the electrostatic potential within the heterostructure and thus the potential energy felt by the electrons in the 2DEG.

We will study two fabrication techniques which have been used in HEQO devices: wet chemical etching, and application of $\mathrm{Ti} / \mathrm{Au}$ gates with applied DC voltages. We will look in detail, separately, how each technique plays a role in shaping the electrostatic potential using modelling techniques. For etching, we review a paper by Davies [47] which uses a particular integral and complimentary function, splitting the electrostatic potential into a sum of two differing potentials; one a solution to Poisson's equation and one a solution to Laplace's equation. We use this to calculate boundary conditions on the surface of the etched heterostructure for two different cases depending on the depth of etching. It is here we find that in order to understand the confinement of the electrons, due to the electrostatic potential, it is the solution to Laplace's equation which we wish to calculate. Using the well known finite element method we present and discuss the resultant electrostatic potential for a simple model.

We then continue, studying the effect of $\mathrm{Ti} / \mathrm{Au}$ surface gates applied to the surface of the heterostructure with an applied negative biases. The effect the gate has on the surface changes the boundary conditions and we show using the finite element method this change. We expand on our calculations of surface gates by discussing the method


Figure 3.1: A cross-section of a shallow etched $\mathrm{AlGaAs} / \mathrm{GaAs}$ heterostructure used by Davies [47] to calculate the boundary conditions for $\phi$ to satisfy Poisson's equation. An etch is made to a depth which does not go past the bottom of the $n$-doped AlGaAs layer. The depth of etching is labelled as $h$ and the depth of the $n$-doped AlGaAs layer is labelled as $d$. An arbitrary width of the etched mesa is given as $w$.
laid out by a second paper by Davies [32] which allows us to obtain an exact solution for the electrostatic potential at the depth of the 2DEG using a closed form equation. We compare and discuss the two methods for modelling a surface gate with a simple model.

As the size of HEQO devices are of the order of microns, the surface volume ratio is extremely large. As such, the effect of any alteration made on the surface is exaggerated within the volume of the heterostructure. The two approaches used to model of the etching and application of surface gates offer solutions to two very different problems but obtaining the same result. Our goal in this chapter is to take the advantages from both methods and build upon them to be used on HEQO devices where both etching and surface gates are used.

### 3.1 Etching

The source of electric field within the heterostructure is dispersed from the $n$-doped layer of AlGaAs, which has a specific number density of electrons, $N_{D}$. By patterning the structure of this layer one can manipulate the electrostatic potential at the depth of the 2DEG. By etching into the heterostructure, changing the depth of the $n$-doped AlGaAs layer, the electric field will not be uniformly dispersed throughout. This will result in a
variation of the electrostatic potential which in turn varies the potential energy, creating edge-channels where hot-electrons can travel.

There are two main types of etching that can be performed to acquire such confinements: a deep etch, which etches down past the interface of the undoped spacer AlGaAs layer and GaAs foundation layer where the 2DEG resides, and a shallow etch, which does not pass through the 2DEG. Each technique has its own advantages, however as the experimental devices we consider in this thesis uses a shallow etched wire we shall focus our study on this method. A shallow etch has two main advantages over other models when developing experimental devices. First, the mobility of the electrons is maintained due to the shallowness of the etch. Secondly, it allows for the smallest possible devices to be made as it reduces the risk of damage to the heterostructure (especially over a deep etching which will reduce structural integrity). These advantages are ideal for future development of this HEQO devices.

### 3.1.1 Boundary conditions

For the electrostatic model we follow the method of Davies [47]. Here he sets out the aim of estimating the electronic properties of (quantum) wires at threshold. This is acceptable for the use of modelling HEQO devices as it it assumes that there are so few electrons present in the channels that it is no longer necessary for the solution to be self-consistent. This is ideal for the purpose of HEQO devices as we assume that the hot-electron is energetically and spatially separated from background electrons. Thus, an injected hot-electron can be regarded as moving in purely external potential and as such can be found by electrostatic modelling. It should be noted that for real devices there may be surface states resulting from surface electrons, oxidation or both, which would lead to more complicated boundary conditions and could also be a potential source of decoherence. For the purposes of this thesis, their effects are ignored, as their presence may create non-uniform and varied magnitudes of potentials felt by the electrons.

Figure 3.1 shows the $x z$-plane cross section of a shallow etched heterostructure presented by Davies. To explain the calculation of the boundary conditions of the surface of an etched heterostructure, we will use this model to outline the general method. Here, an etched mesa is created by etching away certain region. For the purposes of future calculations, we denote the surface of the exposed etched surface to be at $z=0$ and the positive $z$ direction going into the heterostructure. For symmetry we also denote $x=0$ at the centre of the model.

To begin, we look to calculate the boundary condition of a simple model of a shallow etched wire shown in Fig. 3.1. With these boundary conditions, the electrostatic potential can be calculated at the depth of the 2DEG within the structure. We define the electrostatic potential as $\varphi$, which is subjected to the boundary condition that it vanishes on the surface and that $\partial \varphi / \partial z \rightarrow 0$ as $z \rightarrow \infty$. We assume that the potential experienced by the 2 DEG is determined solely by the patterning of the heterostructure surface (etching or surface gates) and donor ions (which are assumed to be uniformly distributed in the doped layer).

Davies's approach uses the method of 'particular integral and complementary function' where the potential becomes the sum of two potentials such that $\varphi=\varphi_{1}+\varphi_{2}$. Because of this splitting, we can assign one of the potentials to be a solution to the inhomogeneous equation of the electrostatic potential while the other is the solution to the corresponding homogenous equation. Thus, $\varphi_{1}$ is assigned to be the solution to Poisson's equation

$$
\begin{equation*}
\nabla^{2} \varphi_{1}=-\frac{\rho}{\varepsilon \varepsilon_{0}} \tag{3.1}
\end{equation*}
$$

but is not required to satisfy all the boundary conditions. Here, we define $\rho$ as the charge density which is homogeneous in the $x-y$ cross section we observe in our model we are studying. We also define $\varepsilon$ as the permittivity of the material (which is given the value of 13 for the GaAs heterostructure), and $\varepsilon_{0}$ as the permittivity of free space. Then, $\varphi_{2}$ is given as the solution of Laplace's equation

$$
\begin{equation*}
\nabla^{2} \varphi_{2}=0 \tag{3.2}
\end{equation*}
$$

such that the sum of the two $\varphi=\varphi_{1}+\varphi_{2}$ satisfies all the boundary conditions.

Looking at the solution of Poisson's equation first we can see that its dependence on the charge density $\rho$ means that the concentration of donors in the layers of the heterostructure will affect it. As $\varphi_{1}$ is a function of $z$ we find that in the region of the doped layer, the solution is parabolic while in the undoped region it is constant. Assuming the boundary conditions that at $z=0$ the potential vanishes and as $z \rightarrow \infty$ the derivative of the potential vanishes, we find the solutions to be:

$$
\begin{equation*}
\varphi_{1}(x, z)=-\frac{e N_{D}}{\varepsilon \varepsilon_{0}}\left[\frac{1}{2} z^{2}-(d-h) z\right] \tag{3.3}
\end{equation*}
$$

in the doped region and

$$
\begin{equation*}
\varphi_{1}(x, z)=-\frac{e N_{D}}{\varepsilon \varepsilon_{0}} \frac{1}{2}(d-h)^{2} \equiv \Phi_{1} \tag{3.4}
\end{equation*}
$$

in the undoped region. As we have assumed that in the undoped region the potential is constant where the electrons are found, $\varphi_{1}$ shows no information about how the electrons are confined. As it is not a requirement for $\varphi_{1}$ to satisfy all the boundary conditions, in order for the potential $\varphi$ to be a full solution of Poisson's equation, $\varphi_{2}$ must be made to obey the boundary condition for all parts of our model found at $z \leq 0$. Thus the potential well, which we are most interested in as it provides edge-channels for the electrons to travel along, is found entirely by $\varphi_{2}$.

For clarity, we refer to the top of the etched rib as the etched mesa, the sidewalls of the etched rib as the exposed sidewalls, and the surface of the etched regions as the exposed etched surface. When calculating $\varphi_{2}$ we must obey the condition that $\varphi=\varphi_{1}+\varphi_{2}$. As such, we find that $\varphi_{2}=-\varphi_{1}$ as $\varphi=0$ on the surface. The boundary condition of the etched mesa is constant and given as:

$$
\begin{equation*}
\varphi_{2}=\frac{e N_{D}}{\varepsilon \varepsilon_{0}} h\left(d-\frac{1}{2} h\right) \equiv \Phi_{0} . \tag{3.5}
\end{equation*}
$$

For the sidewalls, they are dependent on $z$ as the potential decreases as it reaches the exposed etched surface. It is the same as Equation 3.3 but positive:

$$
\begin{equation*}
\varphi_{2}=\frac{e N_{D}}{\varepsilon \varepsilon_{0}}\left[\frac{1}{2} z^{2}-(d-h) z\right], \tag{3.6}
\end{equation*}
$$

which means it is also parabolic. Finally we find the boundary condition for the exposed etched surface to be:

$$
\begin{equation*}
\varphi_{2}=0, \tag{3.7}
\end{equation*}
$$

which is obeyed by $\varphi_{1}$. As well as satisfying these boundary conditions the derivative of $\varphi_{2}$ must vanish for large $z$.

### 3.2 Shallow etched wire

We now want to look at shallow etched wires which will be used by the HEQO devices under our study. From a numerical calculation point of view we need to consider two cases: an etching that does not pass the bottom of the $n$-doped AlGaAs layer, or an etching that passes this layer and goes further into the undoped spacer AlGaAs layer. Using the method of Davies [47] we will calculate the boundary conditions for both cases and compare their differences. We begin by deriving the solution to Poisson's equation, $\varphi_{1}$, and the subsequent solutions to Laplace's equation, $\varphi_{2}$, for both cases. First, we define the dimensions of the layers of our heterostructure as follows: $c$ as the cap layer of GaAs,


Figure 3.2: Shallow etched wire with a rib of width $w$ with etch no deeper than doping. The depth of the layers are given as $c$ for the cap layer of GaAs, $d$ for the $n$-doped AlGaAs layer, and $s$ for the undoped AlGaAs layer. The depth of the etching is given as $h$ and the 2DEG can be found at $c+d+s$. This model is split into three regions: region (I) for the cap layer, region(II) for the $n$-doped AlGaAs layer, and region (III) for the rest of the structure. Region(III) contains the 2 DEG. In this model $z=0 \mathrm{~nm}$ is found at the exposed etched surface and $x=0 \mathrm{~nm}$ at the centre of the etched rib.
$d$ as the $n$-doped AlGaAs layer, and $s$ as the spacer layer of undoped AlGaAs . The 2DEG is found at $c+d+s$ and the foundation of the structure below it is a large layer of GaAs , usually 1000 nm deep. However, for our initial modelling we take all edges of the bulk of the heterostructure to be an infinite distance away. The etching depth must remain shallow and so there are two cases we will study: etching not reaching the bottom of the $n$-doped AlGaAs layer, i.e. $h<d+c$, and etching that goes into the AlGaAs spacer layer, i.e. $d+c<h<d+c+s$.

## Case 1: Etch no deeper than doping

This case is represented in Figure 3.2 which shows an etching that does not go past the doped layer of AlGaAs. This is similar to Davies' model in Fig. 3.1 but with a cap layer of undoped GaAs on the top of the etched rib's surface.

Using the dimensions given in Figure 3.2 we first separate the structure into three regions (I), (II), and (III). Region (I) contains the undoped cap layer of GaAs, region (II) contains the $n$-doped (Al,Ga)As layer while region (III) contains the rest of the structure where the two-dimensional electron gas (2DEG) resides. Then, the solution to $\varphi_{1}$ in its general form is:
i) Region (I)

$$
\begin{equation*}
\varphi_{1}^{(I)}=A z+B \quad z<(c-h) \tag{3.8}
\end{equation*}
$$

ii) Region (II)

$$
\begin{equation*}
\varphi_{1}^{(I I)}=C z^{2}+D z+E \quad(c-h)<z<[(d+c)-h] \tag{3.9}
\end{equation*}
$$

iii) Region (III)

$$
\begin{equation*}
\varphi_{1}^{(I I I)}=F z+G \quad z>[(d+c)-h] \tag{3.10}
\end{equation*}
$$

## Region (II)

First we look at region (II). Here $\varphi_{1}^{(I I)}$ must satisfy Poisson's equation such that $\nabla^{2} \varphi_{1}^{(I I)}=-\frac{e N_{D}}{\varepsilon \varepsilon_{0}}$. This reduces to:

$$
\begin{equation*}
C=-\frac{e N_{D}}{\varepsilon \varepsilon_{0}} \frac{1}{2} . \tag{3.11}
\end{equation*}
$$

We also know that within this region when $z=0$ the electrostatic potential must vanish to satisfy the boundary condition (BC) on the surface of the semiconductor. Therefore we find that:

$$
\begin{equation*}
E=0 . \tag{3.12}
\end{equation*}
$$

## Interface(II)/(III)

Next we look at the boundary between region (II) and region(III) found at $z=[(d+$ $c)-h]$. First we note that as $z \rightarrow \infty$ then $\varphi_{1}^{(I I I)} \rightarrow 0$. Thus we can immediately state that

$$
\begin{equation*}
F=0 . \tag{3.13}
\end{equation*}
$$

We also want to model the electric field and the electrostatic potential as being continuous at the boundaries between each region. This implies:

$$
\begin{align*}
\frac{\partial \varphi_{1}^{(I I)}}{\partial z} & =\frac{\partial \varphi_{1}^{(I I I)}}{\partial z} \\
2 C z+D & =0  \tag{3.14}\\
\Rightarrow D & =\frac{e N_{D}}{\varepsilon \varepsilon_{0}}[(d+c)-h]
\end{align*}
$$

and that

$$
\begin{align*}
\varphi_{1}^{(I I)} & =\varphi_{1}^{(I I I)} \\
C z^{2}+D z & =G  \tag{3.15}\\
\Rightarrow G & =\frac{e N_{D}}{\varepsilon \varepsilon_{0}} \frac{1}{2}[(d+c)-h]^{2}
\end{align*}
$$

Region (I)/(II)
Finally we look at the interface between region (I) and region (II) found at $z=(c-h)$ to find the variables within the region containing the cap layer of undoped GaAs. Again we want to model the electric field as being continuous across these regions:

$$
\begin{align*}
\frac{\partial \varphi_{1}^{(I)}}{\partial z} & =\frac{\partial \varphi_{1}^{(I I)}}{\partial z} \\
A & =2 C z+D  \tag{3.16}\\
\Rightarrow A & =\frac{e N_{D}}{\varepsilon \varepsilon_{0}} d
\end{align*}
$$

as well as the potential

$$
\begin{align*}
\varphi_{1}^{(I)} & =\varphi_{1}^{(I I)} \\
A z+B & =C z^{2}+B z \\
B & =C z^{2}+B z-A z  \tag{3.17}\\
\Rightarrow B & =\frac{e N_{D}}{\varepsilon \varepsilon_{0}} \frac{1}{2}(c-h)^{2}
\end{align*}
$$

## Final solution

i) Region (I) where $z<(c-h)$ :

$$
\begin{equation*}
\varphi_{1}^{(I)}=\frac{e N_{D}}{\varepsilon \varepsilon_{0}}\left[d z+\frac{1}{2}(c-h)^{2}\right] \tag{3.18}
\end{equation*}
$$

ii) Region (II) where $(c-h)<z<[(d+c)-h]$ :

$$
\begin{equation*}
\varphi_{1}^{(I I)}=-\frac{e N_{D}}{\varepsilon \varepsilon_{0}}\left\{\frac{1}{2} z^{2}-[(d+c)-h] z\right\} \tag{3.19}
\end{equation*}
$$

iii) Region (III) where $z>[(d+c)-h]$ :

$$
\begin{equation*}
\varphi_{1}^{(I I I)}=\frac{e N_{D}}{\varepsilon \varepsilon_{0}} \frac{1}{2}[(d+c)-h]^{2} \tag{3.20}
\end{equation*}
$$

and for $\varphi_{2}$ on each boundary we get:
i) The top of the etched rib $(|x|<w / 2, z=-h)$ :

$$
\begin{equation*}
\varphi_{2}=-\varphi_{1}^{(I)}(z=-h)=-\frac{e N_{D}}{\varepsilon \varepsilon_{0}}\left\{-d h+\frac{1}{2}(c-h)^{2}\right\} \tag{3.21}
\end{equation*}
$$

ii) The sidewalls of the cap layer $(x= \pm w / 2,-h<z<(c-h))$ :

$$
\begin{equation*}
\varphi_{2}=-\varphi_{1}^{(I)}(z)=-\frac{e N_{D}}{\varepsilon \varepsilon_{0}}\left[d z+\frac{1}{2}(c-h)^{2}\right] \tag{3.22}
\end{equation*}
$$

iii) The sidewalls of the $n$-doped AlGaAs layer $(x \pm w / 2,-h+c<z<[(c+d)-h])$

$$
\begin{equation*}
\varphi_{2}=\varphi_{1}^{(I I)}(z)=\frac{e N_{D}}{\varepsilon \varepsilon_{0}}\left\{\frac{1}{2} z^{2}-[(d+c)-h] z\right\} \tag{3.23}
\end{equation*}
$$

iv) The remaining surfaces:

$$
\begin{equation*}
\varphi_{2}=0 \tag{3.24}
\end{equation*}
$$

The last BC comes from the requirement that at $z=0$ the potential goes to zero. As mentioned previously, this is a complex structure and only approximate solutions can be made analytically.

## Case 2: etch deeper than doping

We now look at the model where $d+c<h$ as shown in Figure 3.3. As before we give general solutions to each region:
i) Region (I)

$$
\begin{equation*}
\varphi_{1}^{(I)}=A z+B \quad z<(c-h) \tag{3.25}
\end{equation*}
$$

ii) Region (II)

$$
\begin{equation*}
\varphi_{1}^{(I I)}=C z^{2}+D z+E \quad(c-h)<z<[(d+c)-h] \tag{3.26}
\end{equation*}
$$

iii) Region (III)

$$
\begin{equation*}
\varphi_{1}^{(I I I)}=F z+G \quad z>[(d+c)-h] \tag{3.27}
\end{equation*}
$$

As before we can solve Poisson's equation in region (II) such that:

$$
\begin{equation*}
C=-\frac{e N_{D}}{\varepsilon \varepsilon_{0}} \frac{1}{2} \tag{3.28}
\end{equation*}
$$



Figure 3.3: A model of a shallow etched wire with an etch deeper than doping. The same labels for the depths of layers and separation of regions as Figure 3.2 but now the etching goes past the n-doped layer of AlGaAs.

In region (III) lies the undoped (Al,Ga)As layer where the boundary condition of $\varphi_{1}(z=0)=0$. Then from Equation 3.27 we get:

$$
\begin{equation*}
G=0 \tag{3.29}
\end{equation*}
$$

The equation should also satisfy the condition that the electrostatic potential vanishes as $z \rightarrow \infty$

$$
\begin{equation*}
\Rightarrow F=0 \tag{3.30}
\end{equation*}
$$

## Interface (II)/(III)

As the boundaries are continuous we get the two general equations that are true at the depth $z=[(d+c)-h]$ :

$$
\begin{gather*}
C z^{2}+D z+E=0  \tag{3.31}\\
2 C z+D=0 \tag{3.32}
\end{gather*}
$$

From Equation 3.32 we deduce $D$ :

$$
\begin{equation*}
D=\frac{e N_{D}}{\varepsilon \varepsilon_{0}}[(d+c)-h] \tag{3.33}
\end{equation*}
$$

and then we find E :

$$
\begin{align*}
E & =-C z^{2}-D z \\
& =\frac{e N_{D}}{\varepsilon \varepsilon_{0}} \frac{1}{2}[(d+c)-h]^{2}-\frac{e N_{D}}{\varepsilon \varepsilon_{0}}[(d+c)-h]^{2}  \tag{3.34}\\
& =-\frac{e N_{D}}{\varepsilon \varepsilon_{0}} \frac{1}{2}[(d+c)-h]^{2}
\end{align*}
$$

## Interface (I)/(II)

From continuous boundaries at $z=(c-h)$ we find:

$$
\begin{gather*}
C z^{2}+D z+E=A z+B  \tag{3.35}\\
2 C z+D=A \tag{3.36}
\end{gather*}
$$

where $A$ is simple to solve:

$$
\begin{align*}
A & =-\frac{e N_{D}}{\varepsilon \varepsilon_{0}}(c-h)+\frac{e N_{D}}{\varepsilon \varepsilon_{0}}[(d+c)-h] \\
& =\frac{e N_{D}}{\varepsilon \varepsilon_{0}} d \tag{3.37}
\end{align*}
$$

and therefore we can rearrange Equation 3.35 to find $B$ :

$$
\begin{align*}
B= & C z^{2}+D z+E-A z \\
=- & -\frac{e N_{D}}{\varepsilon \varepsilon_{0}}(c-h)^{2}+\frac{e N_{D}}{\varepsilon \varepsilon_{0}}[(d+c)-h](c-h)  \tag{3.38}\\
& -\frac{e N_{D}}{\varepsilon \varepsilon_{0}}[(d+c)-h]^{2}-\frac{e N_{D}}{\varepsilon \varepsilon_{0}} d(c-h)
\end{align*}
$$

## Final solution

i) Region (I) where $z<(c-h)$ :

$$
\begin{equation*}
\varphi_{1}^{(I)}=\frac{e N_{D}}{\varepsilon \varepsilon_{0}}\left[d z+\frac{1}{2}(c-h)^{2}-((d+c)-h)^{2}\right] \tag{3.39}
\end{equation*}
$$

ii) Region (II) where $(c-h)<z<[(d+c)-h]$ :

$$
\begin{equation*}
\varphi_{1}^{(I I)}=-\frac{e N_{D}}{\varepsilon \varepsilon_{0}}\left\{\frac{1}{2} z^{2}-[(d+c)-h] z+[(d-c)-h]^{2}\right\} \tag{3.40}
\end{equation*}
$$

iii) Region (III) where $z>[(d+c)-h]$ :

$$
\begin{equation*}
\varphi_{1}^{(I I I)}=0 \tag{3.41}
\end{equation*}
$$

An important aspect of this calculation is the solution in region (III) where the 2DEG resides. For this model there is no additional potential at the 2 DEG as $\varphi_{1}^{(I I I)}=0$. By applying the dimensions $c+d=h$ implies $[(d+c)-h]=0$ would reduce these solutions to be identical to the previous case of $h<(d+c)$.

We then calculate the boundary conditions for $\varphi_{2}$ on each boundary as:
i) The top of the etched rib $(|x|<w / 2, z=-h)$ :

$$
\begin{equation*}
\varphi_{2}(z=-h)=-\frac{e N_{D}}{\varepsilon_{r} \varepsilon_{0}}\left\{-d h+\frac{1}{2}(c-h)^{2}-[(d+c)-h]^{2}\right\} \tag{3.42}
\end{equation*}
$$

ii) The sidewalls of the cap layer $(x= \pm w / 2,-h<z<-h+c)$ :

$$
\begin{equation*}
\varphi_{2}=-\frac{e N_{D}}{\varepsilon \varepsilon_{0}}\left[d z+\frac{1}{2}(c-h)^{2}\right] \tag{3.43}
\end{equation*}
$$

iii) The sidewalls of the $n$-doped AlGaAs layer $(x \pm w / 2,-h+c<z<-h+(c+d))$

$$
\begin{equation*}
\varphi_{2}=-\frac{e N_{D}}{\varepsilon_{r} \varepsilon_{0}}\left\{\frac{1}{2} z^{2}-[(d+c)-h] z+[(d-c)-h]^{2}\right\} \tag{3.44}
\end{equation*}
$$

iv) The remaining surfaces including the sidewall of the undoped AlGaAs layer:

$$
\begin{equation*}
\varphi_{2}=0 \tag{3.45}
\end{equation*}
$$

These values are then set as the Dirchlet Boundary conditions that the solution $\varphi_{2}$ must satisfy at those boundaries.

### 3.3 Modelling the surface

Clearly the behaviour of the exposed surface is crucial when modelling the electrostatic potential at the 2DEG due to alterations to the surface, which is emphasised by previous work [58]. Here we show two ways of modelling the 2DEG response to changes on the surface of our model:

1. Pinned surface - Usually, when modelling experimental devices using a III-V heterostructure at room temperature, the Fermi energy $E_{f}$ is pinned at a fixed energy below the conduction band on the exposed etched mesa of the structure. Without a surface gate with an applied voltage, the Fermi energy is in equilibrium throughout. However, when there is a change which affects the electrostatic potential at the the
surface there is uncertainty of whether the Fermi energy is pinned to the 2DEG or to the altered surface. The latter poses a clear problem; the difference between the band gap and the altered surface would be zero from within the material and edge-states could not be formed and hence no channels for electrons to travel along. It is then assumed that $E_{f}$ is pinned to the 2 DEG and as such the exposed surface would behave as an equipotential at zero. This is an ideal boundary conditions that offers simplicity to problem of modelling the electrostatic devices.
2. Frozen surface - The pinned surface offers simplicity to an increasingly complex problem. However, it is mostly used for experimental models conducted at room temperature. At cryogenic temperatures the frozen surface boundary condition is supposed to be used, although increasing the difficulty of treating the problem analytically. A mixed boundary condition is imposed on the potential at the surface such that the derivative is specified on the etched mesa but not in the region occupied by the altered surface. At equilibrium, where there would be zero change, the common potential between the surface and the 2DEG is zero. When the altered surface does have an effect on the electrostatic potential, changes can be superposed on this state with the exposed unaltered surface remaining fixed. The complexity of the geometry of altering the surface (through etching or application of surface gates which we discuss later on) must be taken into account as it should be used for much simpler designs.

Although the HEQO devices we will study are performed in a refrigerator at cryogenic temperatures, we elect to use the pinned surface. This boundary condition has been used before on similar models of devices [59, 60]. We will show later on how the use of this boundary condition when comparing theoretical results from our models with experimental results gives a good approximation.

### 3.4 Finite element method

In the previous two sections we outlined the method for calculating the boundary conditions for a heterostructure which has been etched to form a shallow etched wire. We now look to calculate how these boundary conditions disperse through our model in order to study the electrostatic potential, $\varphi_{2}$, which confines the electrons at the 2DEG. Here we introduce the finite element method (FEM), which requires numerical computation and for the calculations we present, we have used MATLAB [61] which has included a Partial Differential Toolbox. This programme uses the FEM for bounded domains of 2-D or 3-D space [62, 63]. Although our model here is two-dimensional and quite simple, we will later
expand on future models complexity, involving etching and surface gates. This is an ideal method due to its ability to describe a complicated geometry as a system of subdomains. Ideally, the size of the meshing can be changed depending on intricacy of the structure. This greatly reduces the original PDE of one large domain into smaller, less costly subdomains of simpler equations.

A general PDE is given in the form of:

$$
\begin{equation*}
-\nabla \cdot(c \nabla u)+a u=f \tag{3.46}
\end{equation*}
$$

considered in the domain $\Omega$ and $u$ is the solution we want to find. For a full proof we will suppose the equation is subject to Dirichlet and Neumann boundary conditions in the $\partial \Omega_{D}$ and $\partial \Omega_{N}$ domains respectively. The difference between the two is that when Dirchlet boundary conditions are imposed on a PDE, the solution must take those exact value at the boundary. In the case of Neumann boundary conditions, the boundaries must have the values of the derivative of the solution.

The PDE is is currently in a form which has second order spatial derivatives and is very general (strong form). To simplify this we put it into an integral form (weak form) by applying a test function and integrating over a domain $\Omega$ such that

$$
\begin{equation*}
\int_{\Omega}(-\nabla \cdot(c \nabla u)+a u-f) v d \Omega=0 \tag{3.47}
\end{equation*}
$$

where $v$ is the test function. Green's formula is used to integrate by parts creating terms in the second-order:

$$
\begin{equation*}
\int_{\Omega}(c \nabla u \nabla v+a u v) d \Omega-\int_{\Omega_{N}} \vec{n} \cdot(c \nabla u) d\left(\partial \Omega_{N}\right)+\int_{\Omega_{D}} \vec{n} \cdot(c \nabla u) d\left(\partial \Omega_{D}\right)=\int_{\Omega} f v d(\partial \Omega) . \tag{3.48}
\end{equation*}
$$

As we want boundary conditions to be set to exact values we can ignore the domain with the Neumann BC (second term). The meshing is then layered over the structure we are calculating for, discretising the the domain into subdomains or elements $\Omega^{e}$. In other words, we are projecting the weak form of the PDE onto a finite-dimensional subspace i.e. a subdomain which can formed due to meshing. Using the notation $u_{h}$ and $v_{h}$ as the equivalent functions defined in $\Omega^{e}$ the PDE becomes:

$$
\begin{equation*}
\int_{\Omega^{e}}\left(c \nabla u_{h} \nabla v_{h}+a u_{h} v_{h}\right) d \Omega^{e}+\int_{\Omega_{D}^{e}} \vec{n} \cdot\left(c \nabla u_{h}\right) d\left(\partial \Omega_{D}^{e}\right)=\int_{\Omega^{e}} f v_{h} d\left(\partial \Omega^{e}\right) \tag{3.49}
\end{equation*}
$$

being our discretised weak form of the PDE. To express $u_{h}$ we let $\Phi_{i}$ be the piecewise

| Dimensions of Structure |  |  |
| :---: | :---: | :---: |
| Variable | Description | Size |
| $c$ | Cap layer of undoped GaAs | 10 nm |
| $d$ | $n$-doped layer of AlGaAs | 40 nm |
| $s$ | Undoped layer of AlGaAs | 40 nm |
| $h$ | Total depth of etching | 60 nm |

Table 3.1: Table of parameters for the depth of each layer found in the heterostructure.
polynomial basis function for the subspaces $i=1,2, \ldots, N_{p}$. Thus it is a linear combination of these basis functions:

$$
\begin{equation*}
u_{h}=\sum_{1}^{N_{p}} U_{i} \Phi_{i} \tag{3.50}
\end{equation*}
$$

where $U_{i}$ is an unknown scalar coefficient. This can be substituted into the discretised weak form PDE with the test functions $v_{h}=\phi_{i}$ being performed in the integrations. Thus the FEM yields a system of $N_{p}$ equations in terms of $N_{p}$ unknowns $U_{i}$. To calculate the Laplace equation we apply the coefficients of the PDE as $c=1, a=0$, and $f=0$ for the Laplace equation:

$$
\begin{equation*}
\nabla^{2} u=0 \tag{3.51}
\end{equation*}
$$

### 3.4.1 Electrostatic potential

We now have the foundation for building an electrostatic model of a shallow etched wire. With the boundary conditions calculated from Davies we can apply these to the FEM to find the electrostatic potential at the depth of the 2DEG. For our model we use realistic heterostructure parameters which can be found in Table 3.1. For these parameters we find that the the etching goes past the depth of the $n$-doped AlGaAs layer and as such we will use the boundary conditions outlined in case 2 .

The model shown in Fig. 3.2 show the layers of materials which are formed on top of a layer of GaAs 1000 nm thick. As the etch goes no deeper than the doping, we find the solution to Poisson's equation in the region of the 2DEG using Eq. (3.41) that $\varphi_{1}^{(I I I)}=0$. Then, the full details of the potential and the confinement lie in the solution to Laplace's equation. From Eq. (3.42) we calculate the boundary condition of the surface of the etched mesa using the parameters in Table 3.1 and for a number density of charge particles $N_{D}=8 \times 10^{17} \mathrm{~cm}^{-3}$ giving a value of $\Phi_{0}=1.392 \mathrm{~V}$ uniformly spread across the etched mesa. The sidewalls of the GaAs cap layer follow the boundary condition of Eq. (3.43), linearly dependent on $z$. The exposed sidewalls of the etched doped layer follow Eq. (3.44)


Figure 3.4: (a) Meshing of the shallow etched wire in Fig. 3.3. The domain size is $2 \mu \mathrm{~m} \times 1 \mu \mathrm{~m}$ and the size of the meshing is limited to a maximum of 50 nm , for visual purposes. An etched mesa of width $w=1 \mu \mathrm{~m}$ is centred around $x=0$ and a depth of $h=60 \mathrm{~nm}$. (b) Electrostatic potential of the model shown in Fig. 3.4a using the FEM based on Fig. 3.3. A dashed, white line represents the position of the 2DEG found within the heterostructure based on the parameters of Table 3.1. (c) Potential energy at the depth of the 2 DEG , taken along the $x$-axis at $y=30 \mathrm{~nm}$ (dashed, white line) in Fig. 3.4b.
which is parabolically dependent on $z$. While the rest of the surface is set to be zero.

Applying these boundary conditions to the FEM we first must create a mesh over our model to create an array of subdomains. Figure 3.4 a shows the domain of our model in Fig. 3.2 with a triangulated meshing. The size of the triangles can be varied to adjust the resolution of the calculation. In this case, the meshing is made to be relatively large for visual purposes. However, for the actual calculations we use much smaller meshing. The size of the meshing will vary for our model of the SEW as a constant size of triangles cannot be used to fit fully inside the domain. Here we show a meshing limited to a maximum triangular size of 50 nm (the size refers to the height of the triangle). In particular for this visual meshing in the figure, the exposed sidewalls of the etched rib has an edge of one
triangles containing the subdomain calculation which involves the boundary condition of Eq. (3.44) and Eq. (3.43).

Figure 3.4b shows the electrostatic potential $\varphi_{2}$ of the entire model of the shallow etched wire. From this figure we can highlight the differences in the boundary conditions applied to the surfaces. Although the etched mesa has a constant, uniform electrostatic potential, the two boundary conditions on the sidewall have a strong effect on its dispersion into the heterostructure. The slow, linear decrease of $\varphi_{2}$ on the etched sidewall of the capped layer followed by a quicker, parabolic decrease of the exposed $n$-doped layer shows a shaping that will form the basis of an energy well. This shaping is further exaggerated by the zero boundary conditions on the exposed etched surface. The FEM calculates the Laplace equation for each subdomain created in the triangular meshing. Applying the boundary conditions on the surface of our model, Fig. 3.4b shows how the electrostatic potential $\varphi_{2}$ permeates within the structure.

The etched rib can be seen to provide the source for the electrostatic potential, dispersing out radially. The edges and base of the bulk of the structure is set to Neumann boundary conditions such that they do not affect the electrostatic potential and we keep our assumption of our simplified model that $\varphi \rightarrow 0$ as $z, x \rightarrow \pm \infty$. The etched sidewalls show a parabolic variation in $\varphi_{2}$, going to zero as it reaches $z=0$. This variation along the exposed sidewall can be seen to manipulate the electrostatic potential greatly. Directly below the etched rib is where the electrostatic potential remains strongest for each layer in the $z$ direction. The combination of etching and the boundary condition of exposed etched surfaces set to zero explain how the electrostatic potential is dispersed, creating edge states for the hot-electron to travel along only in the area.

Figure. 3.4c shows the electrostatic potential, $\varphi_{2}$, at the depth of the 2DEG. Here the effect of the etching can be clearly seen, creating variations in the electrostatic potential for areas closest the etched region. The result of this creates edge-states in which an injected hot-electron can travel. As we observe regions outside the etched mesa, the electrostatic potential goes to zero. The maximum absolute electrostatic potential at the surface of the etched mesa was calculated to be $\Phi_{0}=-1.392 \mathrm{~V}$. At the depth of the 2DEG the maximum absolute electrostatic is found at $x=0$ with a value $\varphi_{2}=1.187 \mathrm{~V}$. The dispersion of $\varphi_{2}$ through 90 nm of heterostructure has reduced by $15 \%$.


Figure 3.5: A two-dimensional cross-section of the $\mathrm{AlGaAs} / \mathrm{GaAs}$ heterostructure where the surface is found in $x-y$ plane and $z$ is going into the structure. The surface is covered by a $\mathrm{Ti} / \mathrm{Au}$ gate (shown in gold) with $x_{L}$ and $x_{R}$ denoting the $x$ coordinate of the left and right edge of the surface gate respectively.

### 3.5 Surface gates

The use of etching is one way of manipulating the motion of electrons. A second technique that is used when fabricating HEQO devices is the use of $\mathrm{Ti} / \mathrm{Au}$ gates laid on the surface of the heterostructure with an applied voltage. In the same way as the etching, a negative DC voltage applied to the surface can change the electrostatic potential throughout the heterostructure and affect the 2DEG within. They have been used to produce devices such as quantum wires [64], quantum point contacts [65], and quantum dots [66]. We approach the modelling of this fabrication technique by studying a model shown in Fig. 3.5, which shows an AlGaAs heterostructure with a surface gate (gold) of width $w_{g}$ in the region between the $x$ coordinate points $x_{L}$ and $x_{R}$.

Although we could apply the FEM for this model, taking into account the boundary conditions that the surface imposes, we take a new approach by reviewing the use of an analytical approach formulated by a second paper by Davies [32] and has been employed to model a variety of devices $[65,67,68]$. Here, Davies identified a few challenges that make the modelling of these surface gate patterned devices difficult:

1. Complicated geometry. The complexity of the surface gate structures has not simplified over the last 50 years where gates can be as small as 100 nm with the 2DEG only a depth of 50 nm from the surface. Due to this, the modelling must take into account the three-dimensional geometry of the device.
2. Self-consistency with the electrostatic potential is a difficult numerical task. The dimensions of the region occupied by the electrons are comparable with their wavelength and so a quantum mechanical treatment of the electrons may be needed. This is especially import with the modelling of a quantum dot.
3. The small size of these devices (on the scale of microns) means that the surface has a large influence on the inside where the 2DEG resides, exaggerating the effects of electric fields.

The first and third challenge hasn't changed over time and we will see in the rest of the chapter how it can become more complicated with the addition of etching. The second problem, with regards to hot-electrons, is not something that we take into consideration. As explained before, the hot-electron is thought to be isolated from background electrons energetically, from the high emitted energy of the electron, and spatially where we inject the hot-electrons into regions where the 2DEG is depleted. Therefore, self-consistent calculation would be negligible and so these calculations are not required for the modelling of HEQO devices within the scope of this thesis. Self-consistency can be included in these calculations [69, 70] were we to model devices where the depleted 2DEG wasn't as great or the emitted energy of the hot-electron wasn't as high. It is clear that self-consistency would improve the calculation of the boundary conditions, however, for the purposes of this thesis we continue with the assumptions we have made above to highlight the uniqueness of the hot-electrons we are studying and with the motivation that we are looking for a simple method to calculate the potential of complex devices.

Another challenge with modelling surface gates is that a metallic gate introduces a work function and can lead to screening effects, which can reduce the effect of the doped layer. This screening effect would likely lead to a change in the number density of charged particles, $N_{D}$. Experimentally, we know the density of impurities but we cannot be sure about whether all of them are ionising. As we are trying to model heterostructures with complicated geometries, we keep things simple by assuming that the density of impurities are fully ionised and we do not take into account screening effect from the metallic surface gates. Although, if we were to take this effect into account, it would mean that the our calculated value of $\Phi_{0}$ is reduced. We will discuss in the next chapter what this effect can mean for our calculations.

Davies looks to calculate the electrostatic potential in a plane at a depth $d$ below the surface of a heterostructure where a surface gate occupies some region. As for the previous models and all subsequent models of this thesis, the surface occupies the $x-y$ plane and $z$ is measured into the heterostructure.

Davies [32] derives an equation for the potential due to a surface gate in an AlGaAs/GaAs heterostructure. The problem here, as with the FEM, is to find a solution to Laplace's equation $\nabla \varphi_{2}^{2}=0$ subject to the boundary conditions of $\varphi_{2}(\mathbf{r}, 0)$ on the plane and that $\varphi_{2} \rightarrow 0$ as $z \rightarrow \infty$. Davies begins by making a 2D Fourier transform on the surface boundary condition $\varphi_{2}(\mathbf{r}, 0)$ to $\tilde{\varphi_{2}}(\mathbf{q}, 0)$ where the dependence on $z$ becomes a decaying exponential which satisfies the aforementioned boundary condition and Laplace's equation. Hence, the general Fourier transform can be stated as $\tilde{\varphi_{2}}(\mathbf{q}, z)=\tilde{\varphi_{2}}(\mathbf{q}, 0) \exp (-|q z|)$, the equivalence of which is a convolution in real space. Performing the inverse Foruier transform leads to a general result given for the surface gate equation:

$$
\begin{equation*}
\varphi_{2}(\mathbf{r}, z)=\int \frac{|z|}{2 \pi\left(z^{2}+\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{2}\right)^{3 / 2}} \varphi_{2}\left(\mathbf{r}^{\prime}, 0\right) d \mathbf{r}^{\prime} \tag{3.52}
\end{equation*}
$$

where $\mathbf{r}=(x, y)$ is the two-dimensional vector. As we are working in the $x$ and $z$ plane we can integrate this equation to get rid of the $y$ dependence.

$$
\begin{align*}
\varphi_{2}(x, z) & =\int_{-\infty}^{\infty}\left(\int_{-\infty}^{\infty} \frac{|z|}{2 \pi\left(z^{2}+\left(x-x^{\prime}\right)^{2}+y^{\prime 2}\right)^{3 / 2}} d y^{\prime}\right) \varphi_{2}\left(x^{\prime}, 0\right) d x^{\prime} \\
& =\frac{z}{2 \pi} \int_{-\infty}^{\infty}\left(\left[\frac{y^{\prime}}{\left(\left(x-x^{\prime}\right)^{2}+z^{2}\right)\left(\left(x-x^{\prime}\right)^{2}+y^{2}+z^{2}\right)^{1 / 2}}\right]_{-\infty}^{\infty}\right) \varphi_{2}\left(x^{\prime}, 0\right) d x^{\prime} \tag{3.53}
\end{align*}
$$

By splitting the intervals from $-\infty$ to 1 and 1 to $\infty$ such that:

$$
\begin{align*}
& {\left[\frac{y^{\prime}}{\left(\left(x-x^{\prime}\right)^{2}+z^{2}\right)\left(\left(x-x^{\prime}\right)^{2}+y^{\prime 2}+z^{2}\right)^{1 / 2}}\right]_{-\infty}^{1}} \\
& +\left[\frac{y^{\prime}}{\left(\left(x-x^{\prime}\right)^{2}+z^{2}\right)\left(\left(x-x^{\prime}\right)^{2}+y^{\prime 2}+z^{2}\right)^{1 / 2}}\right]_{1}^{\infty}  \tag{3.54}\\
& =\frac{2}{\left(x-x^{\prime}\right)^{2}+z^{2}}
\end{align*}
$$

we simplify the solution to the integral on $y^{\prime}$ and return it back into the integral on $x^{\prime}$ leaving us with

$$
\begin{equation*}
\varphi_{2}(x, z)=\frac{z}{2 \pi} \int_{-\infty}^{\infty} \frac{2}{\left(x-x^{\prime}\right)^{2}+z^{2}} \varphi_{2}\left(x^{\prime}, 0\right) d x^{\prime} \tag{3.55}
\end{equation*}
$$

which is a general solution for the entire length of the $x$-axis. We will assume that a gate is found from the points $x_{L}<x<x_{R}$ which in this region $\varphi_{2}(x, 0)=V_{g}$. For all other
values of $x$ the potential is zero $\left(\varphi_{2}(x, 0)=0\right)$. Solving for these potentials we find:

$$
\begin{align*}
\varphi_{2}(x, z) & =\frac{z V_{g}}{2 \pi} \int_{x_{L}}^{x_{R}} \frac{2}{\left(x-x^{\prime}\right)^{2}+z^{2}} d x^{\prime} \\
& =\frac{z V_{g}}{2 \pi}\left[-\frac{2}{z} \tan ^{-1}\left(\frac{x-x^{\prime}}{z}\right)\right]_{x_{L}}^{x_{R}}  \tag{3.56}\\
& =\frac{V_{g}}{\pi}\left(-\tan ^{-1}\left(\frac{x-x_{R}}{z}\right)+\tan ^{-1}\left(\frac{x-x_{L}}{z}\right)\right)
\end{align*}
$$

finally acquiring the potential due to a surface gate with an applied voltage $V_{g}$ :

$$
\begin{equation*}
\varphi_{2}=\frac{V_{g}}{\pi}\left(-\tan ^{-1}\left(\frac{x-x_{R}}{z}\right)+\tan ^{-1}\left(\frac{x-x_{L}}{z}\right)\right) . \tag{3.57}
\end{equation*}
$$

In NPL's heterostructure the 2DEG is found 90 nm from the surface of the etched rib, according to Table 3.1. As preliminary calculation we begin by assuming here a voltage of $V_{g}=-1 \mathrm{~V}$ is applied to the surface gate, which has a width of $w_{g}=1 \mu \mathrm{~m}$. Using Eq. (3.57) we can use the analytical approach to solve for the electrostatic potential at the depth of the 2DEG.

An important feature of Davies's surface gate equation is that once the calculation is made for the electrostatic potential, any changes in the value of $V_{g}$ is can be added to the resultant calculation. As a way of example, we will calculate the electrostatic potential by taking away the values of the boundary conditions on the surface such that the free surface has a boundary condition of $\varphi_{2}=0$ and the surface gate $\varphi_{2}=V_{g}$. This simplifies the calculation to the performance of Eq. (3.57) where $V_{g}=-1 \mathrm{~V}$. For comparison we also perform the FEM, applying the same boundary conditions.

For the FEM applied voltage to the surface gate imposes a boundary condition on the surface, spanning from $x$-coordinate points on the surface. Due to this, and keeping consistency with the pinned surface, the boundary conditions on the top surface are:

$$
\begin{equation*}
\varphi_{2}=0 \text { for }-\infty<x<x_{L} \& x_{R}<x<\infty \tag{3.58}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi_{2}=V_{g} \text { for } x_{L}<x<x_{R}, \tag{3.59}
\end{equation*}
$$

which can be implemented into the FEM numerical calculations.


Figure 3.6: (a) Comparison of the electrostatic potential $\varphi_{2}$ calculated using Davies's surface gate equation (sold, red line) and the FEM (dashed, blue line). A surface gate of width $w_{g}=1 \mu \mathrm{~m}$ was applied to the surface of a AlGaAs/GaAs heterostructure where the 2DEG resides 90 nm below the surface. A gap of $1 \mu \mathrm{~m}$ of exposed free surface was left either side of the surface gate for the FEM calculation. (b) The electric field for each potential given in (a).

Figure.3.6a shows the plot for the electrostatic potential calculated using Eq. (3.57) (solid, blue line) and the FEM (dashed, blue line). Both method show similar results, with Davies' equation have a slightly larger magnitude of $\varphi_{2}$. At the maximum the FEM results in $\varphi_{2}=-0.88 \mathrm{~V}$ while for Davie's equation it reaches $\varphi_{2}=-0.887$, a difference of approximately $0.8 \%$. In Fig.3.6b we show the gradient of the potentials seen in Fig.3.6a. Although there were slight variations in the value of $\varphi_{2}$, all be it very small, the difference did not affect the gradient, i.e. the dispersion of the electric field $E=\partial \varphi_{2} / \partial x$. As with
the shallow etched wire, we find that the meshing of the FEM creates discrepancies. Both results are exact solutions but using Davies' method, reduced to one-dimension, gives us more accuracy with the number of points calculated with the same computational power as the FEM.

### 3.6 Chapter summary

In this chapter, we have shown separately two methods used to fabricate HEQO devices from an AlGaAs/GaAs heterostructure. For each technique we have calculate the electrostatic potential which allows us to model how these techniques can be used in confining electrons and construct pathways for injected hot-electrons in order to manipulate them. In particular, we have shown the process of calculating the boundary conditions of an AlGaAs/GaAs heterostructure that has been chemically etched in order to manipulate the motion of electrons injected from single electron sources. By following the method of Davies [47] we have shown that in order to model the electrostatic potential at the depth of the 2DEG we need to solve Laplace's equation to obtain information about the confinement of the electrons. By introducing the FEM, we were able to use these boundary conditions to calculate how the electrostatic potential disperses throughout the device, affecting the 2DEG.

We then studied the technique of applying $\mathrm{Ti} / \mathrm{Au}$ surface gates with applied biases to the surface of the heterostructure. We expanded on the use of the FEM to calculate the electrostatic potential and introduce Davies equation for modelling a surface gate [32]. This showed to give very good approximations for the electrostatic potential at the depth of the 2DEG when compared to the numerical calculation of the FEM. This is an important step in the process of our modelling. Davies method has allowed us to get accurate results comparable to the FEM but with the opportunity to represent these results analytically. Because of this, a single equation can be used, after inputting the right parameters into the integrals, to obtain an electrostatic potential at the depth of the 2DEG, without the need of fully modelling the entire device in question.

However, HEQO devices, especially the ones that we study, will utilise both techniques at the same time. In this case, consideration of modelling the two separately is not efficient nor practical. In the next chapter we will combine the two works of Davies [47, 32] into one method, with the advantage of being able to calculate an entire HEQO device model in one equation.

## Chapter 4

## Projected surface method

In the previous chapter we introduced two fabrication techniques used for manipulating electrons within a heterostructure containing a 2DEG. In both cases, the electrostatic potential was altered such that edge-states were created providing channels where injected hot-electrons can travel along. However, the HEQO devices we study in this thesis utilise both etching and applied surface gates and so we look to create a method which will encompass both. To further add complications, the the devices are much more complicated to just model in two-dimension and a full three-dimensional model is required. In such a case, the computational cost of using the FEM will greatly increase with a decrease in accuracy due to the fineness of meshing required for the numerical calculations.

In this chapter we provide a method which utilises both the surface gate equation and calculation of boundary conditions for etched heterostructures laid out by Davies [47]. We call this method the projected surface method.

### 4.1 Shallow etched wire with a surface gate

The use of surface gates and etching separately can provide channels for hot-electrons to travel in. However, combining the two together proves to be an important feature of HEQO devices. The use of a surface gate applied to the etched rib depletes all the background electrons directly below the gate. In such a case, the hot-electron is not only energetically separated from the 2DEG because of its higher injected energy, but the addition of the surface gate with an applied voltage spatially separates it from bulk electrons.

A simple model of a shallow etched wire with a surface gate is shown in Fig. 4.1. Again, the parameters used follow Table 3.1 where the depth of the etching reaches the bottom layer of the $n$-doped AlGaAs layer. $\mathrm{A} \mathrm{Ti} / \mathrm{Au}$ surface gate (shown in gold) is applied on


Figure 4.1: A shallow etched wire with a surface gate (gold) applied to the top surface of the etched mesa. The etching passes through the $n$-doped AlGaAs layer and is based on the model found in Chapter 3. For our calculations we use the parameters found in Table 3.1 and the surface gate will cover half of the surface of the etched mesa.
top of the etched rib. For the rest of this thesis, we use the same width of surface gate as the experimental devices we model given as $w_{g}=0.5 \mu \mathrm{~m}$. As with the previous chapter defining the etching, we keep $z=0$ to be at the depth of the etching, where positive $z$ goes into the structure perpendicular to the plane of the 2DEG.

For ease of representation we introduce a "window function" $f(\mathbf{r})$ which takes the value 1 in the areas not affected by etching and 0 everywhere where the heterostructure has been etched. In addition, we apply the same representation to the surface gate by describing the voltage profile applied to them which we denote as the gate function $V(\mathbf{r})$. A benefit of the gate function is that for devices that require multiple surface gates that may have different voltages applied can all be described by this one function.

### 4.2 Method

For the purposes of clarity we reiterate the following assumptions that were made in the previous chapter. We assume that the potential experienced by the hot electron is determined solely by the applied surface gates and donor ions (assumed to be uniformly


Figure 4.2: A diagram explaining the step by step process of the projected surface method. The outline of the shallow etched wire can be seen by the grey, dotted lines connected to the solid, yellow line and the dashed, black lines. (i) the top of the etched rib is treated like a surface gate (represented as a solid, yellow line). The empty space either side of the top of the etched surface (solid, black lines) are given the boundary conditions of zero. (ii) The first projection calculates the dispersion of the electrostatic potential from $z=-h$ down to $z=0$. (iii) the boundary conditions are then forced on to electrostatic potential of the first projection where the black, dashed line are set to zero. The calculated electrostatic potential is represented as a surface gate (dashed, yellow line) which has an electrostatic potential which varies in $x$ and we called the projected surface gate. (iv) the second projection is then performed with the projected surface gate and gives us the final electrostatic potential found at the depth of the 2DEG.
distributed in the doped layer), i.e. no self-consistent effects are considered. This assumption is frequently made in modelling gated nanostructures [68, 67, 65] but it is particularly well justified in the hot-electron case as here single electrons are injected into regions underneath the depletion gates where bulk electron density is depleted. With $\rho_{D}$ as the charge density of the donor ions left by the etching, our task is to solve Poisson's equation:

$$
\begin{equation*}
\nabla^{2} \varphi=-\frac{\rho_{D}(\mathbf{R})}{\varepsilon_{r} \varepsilon_{0}} \tag{4.1}
\end{equation*}
$$

subject to boundary conditions defined by the gate voltage function $V_{g}(\mathbf{r})$ and etching function $f(\mathbf{r})$. Here we use the notation $\mathbf{R}=(x, y, z)$ and $\mathbf{r}=(x, y)$. In addition, the electric field vanishes as $z \rightarrow \infty$ [47].
Following the same method as explained in Chapter 3, we begin by decomposing our solution into particular integral and complementary function, $\varphi=\varphi_{1}+\varphi_{2}$ [47]. Choosing $\varphi_{1}$ as solution to Poisson's equation, it is a function of $z$ only, and can be found exactly (see Chapter 3).

Potential $\varphi_{2}$ is then the solution of the corresponding homogeneous Laplace equation $\nabla^{2} \varphi_{2}=0$ subject to $\varphi_{2}=-\varphi_{1}+\varphi$ on the boundaries. In particular, the boundary
conditions on the top mesa, in terms of our window functions, read

$$
\begin{equation*}
\varphi_{2}(\mathbf{r}, z=-h)=\Phi_{0} f(\mathbf{r})+V_{g}(\mathbf{r}), \tag{4.2}
\end{equation*}
$$

in which we get for $h=c+d$

$$
\begin{equation*}
\Phi_{0}=-\frac{e N_{D}}{\varepsilon_{r} \varepsilon_{0}}\left\{-d h+\frac{1}{2}(c-h)^{2}\right\} . \tag{4.3}
\end{equation*}
$$

On the exposed sidewalls of the etched mesa, we have the boundary condition $\varphi_{2}(z)=$ $-\varphi_{1}(z)$ with $\varphi_{1}(z)$ given in Eq. 3.3

In the absence of boundary conditions other than those found at the height of the mesa surface $(z=-h)$ the solution of Laplace's equation for the potential at a depth $z$ would be

$$
\begin{equation*}
\varphi_{2}(\mathbf{r}, z)=\int \mathrm{d} \mathbf{r}^{\prime} K\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|, z+h\right) \varphi_{2}\left(\mathbf{r}^{\prime},-h\right) \tag{4.4}
\end{equation*}
$$

with propagator

$$
\begin{equation*}
K(r, z)=\frac{|z|}{2 \pi\left(z^{2}+r^{2}\right)^{3 / 2}}, \tag{4.5}
\end{equation*}
$$

and where $\varphi_{2}\left(\mathbf{r}^{\prime},-h\right)$ is as given in Eq. (4.2). Based on this, we write down an approximate expression for the potential at the depth $z=s$ of the 2DEG obtained in two steps. First we use the propagator of Eq. (4.5) to project the mesa boundary conditions down to the level of the bottom of the etching $(z=0)$. We then approximate the full potential at this depth by multiplying this with the etched function $f(\mathbf{r})$, which imposes the surface boundary condition on $\varphi_{2}$ at this point. To obtain the potential at $z=s$ we once more propagate downwards with Eq. (4.5). Since $\varphi_{1}(\mathbf{r}, s)=0$, we have $\varphi(\mathbf{r}, s)=\varphi_{2}(\mathbf{r}, s)$ and thus the resultant approximate closed-form expression for the potential at the 2DEG is

$$
\begin{align*}
\varphi(\mathbf{r}, s)=\int & \mathrm{d} \mathbf{r}^{\prime} K\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|, s\right) f\left(\mathbf{r}^{\prime}\right) \\
& \times \int \mathrm{d} \mathbf{r}^{\prime \prime} K\left(\left|\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right|, h\right) \varphi_{2}\left(\mathbf{r}^{\prime \prime},-h\right) \tag{4.6}
\end{align*}
$$

A detailed diagram showing the process of Eq. 4.6 and hence the projected surface method can be seen in Fig. 4.2.

In certain cases (see below) one of the two integrals in Eq. (4.6) can be evaluated analytically, but generally we evaluate both numerically. This we do by uniformly discretising


Figure 4.3: The electrostatic potential calculated at the depth of the 2 DEG using the projected surface method (solid lines) and the FEM (dashed lines). A surface gate of width $w_{g}=0.5 \mu \mathrm{~m}$ occupies the region $0<x<0.5 \mu \mathrm{~m}$ and is shown having three voltages applied: $V_{g}=-0.35 \mathrm{~V}$ (green), $V_{g}=-0.25 \mathrm{~V}$ (blue), and $V_{g}=-0.17 \mathrm{~V}$ (red). The shallow etched rib measures $w=1 \mu \mathrm{~m}$ wide and the 2DEG is found 90 nm away from the top of the etched rib's surface.
the $x-y$ plane in a rectangular grid with a step size of $\Delta$. The propagator $K(r, z)$ is a peaked function of $r$ with width $\sqrt{2} z$. Thus, in order to accurately resolve this function and obtain a good approximation to the integrals in Eq. (4.6), we require $\Delta \ll \sqrt{2} z$ for the relevant values of $z$, i.e. we require $\Delta \ll \sqrt{2} h$ and $\Delta \ll \sqrt{2} s$.

Once in possession of the potential, we can obtain an expression for the instantaneous electron velocity based on the perturbative method in Ref. [49]. Let $y^{\prime}$ be the instantaneous transport direction and $x^{\prime}$ the direction transverse to it. Then, under the assumption that the scale of variation of the potential is large compared with both the cyclotron radius and the size of the wave packet in the transport direction, the energy of an electron at $\mathbf{r}^{\prime}=\left(x^{\prime}, y^{\prime}\right)$ can be written approximately as $E=\frac{1}{2} \hbar \omega_{c}+U\left(\mathbf{r}^{\prime}\right)$ where $\omega_{c}$ is the cyclotron frequency and $U\left(\mathbf{r}^{\prime}\right)=-e \varphi_{2}\left(\mathbf{r}^{\prime}\right)$ is the potential energy at the depth of the 2DEG. This expression assumes that the electron remains in the lowest Landau level. In the local coordinates system, the speed of the electron in the $y^{\prime}$ direction is given by $v=(e B)^{-1} \partial U / \partial x^{\prime}$. Moving back into the original coordinate system and defining electric field $\mathbf{E}=-\nabla \varphi_{2}$, we


Figure 4.4: A closer view of the electrostatic potential $\varphi_{2}$ shown in Fig. 4.3. The region shown is directly underneath the surface gate where the etched mesa ends at $x=0.5 \mu \mathrm{~m}$.
find the drift velocity of the electron to be

$$
\begin{equation*}
\mathbf{v}=\frac{1}{B^{2}} \mathbf{E} \times \mathbf{B}, \tag{4.7}
\end{equation*}
$$

derived from the Lorentz force of an electron in a magnetic and electric field, $F_{L}=$ $e \mathbf{E}+e \mathbf{v} \times \mathbf{B}$, and matches the semi-classical drift velocity [13]. We assume that the electron travels along an edge channel with constant $\varphi_{2}$ and we will in the next chapter how we can perform analysis on the hot-electrons velocity.

### 4.3 One-dimensional transport

We first apply the projected surface method to a 2D cross-section of a simple shallow etched wire with a surface gate shown in Fig.4.1. An etched rib of width $w$ has a surface gate applied to it's surface of width $w_{g}$. For our calculations we use $w=1 \mu \mathrm{~m}$ and $w_{g}=0.5 \mu \mathrm{~m}$, such that the gate covers half the etched rib's surface, with the usual parameters for the rest of the heterostructure (see Table 3.1). This model can be considered as a cross-section of an infinitely long shallow-etched wire with a surface gate. This simplifies the problem by solving for the electrostatic potential translationally invariant in the transport direction. We note here that we will refer to modelling a 2D model as 1D transport modelling as we have restricted the motion of the electron to 1D.

Figure 4.3 shows the electrostatic potential calculated using the projected surface method (solid lines) and the FEM (dashed lines) both for the full domain in $x$ and for the region directly below the surface gate found in $0<x<0.5 \mu \mathrm{~m}$. The figures shows the calculations for three difference voltages applied to the surface gate: $V_{g}=-0.35 \mathrm{~V}$ (green), $V_{g}=-0.25 \mathrm{~V}$ (blue), and $V_{g}=-0.17 \mathrm{~V}$ (red). These values of voltages applied to the surface gate are chosen to be the same as the experimental values we will analyse in the next chapter. The most notable difference between the two calculations, for the multiple $V_{g}$, is the difference in $\varphi$ " close to the edges of the etched rib. The FEM narrows the electrostatic potential much more than the projected surface method. There are two factors to consider: the boundary condition of the exposed etched sidewall, and the meshing used by the FEM. As calculated in the previous chapter the boundary condition of the exposed etched sidewall is parabolic in $z$ and dependent on the depth of etching and the depth of the $n$-doped AlGaAs layer. However, this boundary condition is not accounted for in the projected surface method. The shallowness of the etching creates volumes within the 3 D model that have sharp edges and require small sized meshing to accurately calculate the effect the boundary conditions have.

It can be seen more clearly in Fig.4.4, under the surface gate where it is assumed injected electrons would be found, that there are regions where the difference between $\phi$ for the projected surface method and the FEM are not as great and are equal. In the next chapter we will show that, compared with experimental results, the electrons will be seen to occupy the regions where we can see a closer match in electrostatic potential in this figure.

A reason why there is such a difference, however, may be due to the lack of implementation of the boundary condition of the exposed sidewall of the etched rib. However, even though the projected surface method does not take this into account, we find that it results in a good approximation with the benefits of offering an analytical expression and simplicity in its calculation. We will show in a later chapter on realistic device potentials that the approximation made by the projected surface method is suitable when comparing with experimental results.

### 4.4 Two-dimensional transport

We continue with our testing of the projected surface method to modelling a full 3 D device. This 3D model consists of the model shown in Fig. 4.5a. The etched mesa continues


Figure 4.5: (a) Three-dimensional model of a shallow etched quantum wire used by the FEM. The model is the exact same as Fig. 4.1 in the $x$ direction but extended in the $y$-direction. As the potential is therefore invariant in the $y$ direction it can be scalable to any size. For our calculations we choose the length of the shallow etched wire to be $5 \mu \mathrm{~m}$. The etched mesa can be seen in the centre of the bulk of the model, where a line intersects it down the middle. This line represents the divide between the free surface of the etched mesa (left side) and the depletion gate (right side). (b) The tetrahedral meshing of the model (a). In this case, a large size meshing is used for visualisation purposes and a smaller meshing size would be used for the numerical calculations.
to have the same parameters as the previous one-dimensional transport model. Although this model still restricts the electron to 1D travelling in one direction along the wire, for future, more complicated models, we refer to it as a 2 D transport model.

The FEM requires boundary conditions applied to all surfaces of the model and a tetrahedral mesh (shown in Fig. 4.5b) within the structure in order to calculate Laplace's equation for each subdomain. Therefore, in order to calculate the electrostatic potential at the depth of the 2DEG the entire model must be calculated for. However, the projected surface method only requires the boundary conditions of the top surface of the etched rib, including the depletion gate, and the free surface exposed from etching. In addition, the calculation can be done only once for the exact depth of the 2DEG without wasting computational cost on the rest of the model which is unimportant. For our calculations, we assume this model is identical in the $x$ direction to the model shown in Fig. 4.1 with the same parameters of the layers in the $z$ direction. This means that the model is invariant in the $y$ direction and therefore scalable, however in our numerical calculation we assume the length of the shallow etched wire is $L_{y}=5 \mu \mathrm{~m}$. The model shown in Fig. 4.5a is only used for the FEM calculation, which in itself is already an extra computational task to create, while we only use details about where the etched region, depletion gate, and free surface mesa lie on the surface of the model.

Figure 4.6a shows the $(x, y)$-plane of the electrostatic potential at the depth of the


Figure 4.6: (a) The electrostatic potential in the $x y$-plan at the depth of the 2DEG inside the shallow etched wire calculated using the projected surface method. A depletion gate with a voltage $V_{g}=-0.25 \mathrm{~V}$ is applied. (b) The electrostatic potentials from (a) at $y=0$ taken along the $x$-axis. The red line represents $\varphi_{2}$ calculated by the projected surface method and the dashed blue line represents $\varphi_{2}$ calculated by the FEM.

2DEG calculated using the projected surface method. For this result, only the window functions describing the position of the etched region, the free surface of the etched mesa, and the depletion gate are required. This model specifically shows a quantum wire, in which an electron would be travelling in the $y$-direction. Although it is technically a restriction to a 1D transport movement, a different model could be used to change the direction of the electron along the $x y$-plane, as we will see in later chapters.

Figure 4.6b shows the comparison for the calculation of the electrostatic potential at the depth of the 2DEG for the model shown in Figure 4.6a using the projected surface method (solid, red line) and the FEM (dashed, blue line). A voltage $V_{g}=-0.25 \mathrm{~V}$ is applied to the surface gate. For 1D transport, the results are shown to be the same as for the 2D transport, in which the FEM has narrowed the electrostatic potential slightly more than the projected surface method. In this case, modelling 2D transport, the effect of the sidewalls are slightly greater than that of the 1D. When considering the change in the meshing of the FEM, using triangles in 1D and tetrahedrals in 2D, the complexity in the calculations increase and reduce accuracy with the limitations on the cost of computation.

### 4.5 Chapter summary

We have shown in this chapter the projected surface method and applied it to 1 D and 2D transport models using a simple shallow etched wire with a surface gate, a typical component of a HEQO device. The comparison between the projected surface method and the FEM highlights some assumptions made for the projected surface method and how approximate the results are. However, for the important features we wish to study within HEQO devices such as trajectory and velocity of electrons it gives good results that we can continue with and apply to realistic device potentials. It is important to note that the projected surface method does not offer an exact solution but instead offers advantages over other methods of the FEM. We have taken the approach of being able to analytically solve the electrostatic potential due to a surface gate, using Davies' surface gate method [32] which is an exact solution, and tried to shape it into a form which will also accommodate regions of etching in our heterostructures. Although the models we have shown in this chapter are rather simple they have proven useful in creating the foundation from which we are able to make and test the projected surface method. In the next chapter we will take the projected surface method further by looking to apply it to a realistic device model. We will also show how we can use the electrostatic potential to calculate properties of the experimental devices and compare with the experimental data to test our method further.

## Chapter 5

## Realistic device potentials

Having shown that the projected surface gate method provides an electrostatic potential which is comparable to the an electrostatic potential calculated using the FEM, we progress further looking into more detail of the certain experiments. In particular we look at the TOF experiment and a MZI.

### 5.1 Time of flight experiment

The TOF experiment is used to determine the velocity of injected hot-electrons using a time-resolved method [45] and can offer an energetic landscape for hot-electrons to travel to study their LO-phonon emission rates [48]. Figure 5.1 shows the $(x, y)$ plane of the surface of the TOF device. The figure shows two different types of surface gates which we define as: the depletion gate (grey) which depletes background electrons while creating the edge states where the hot-electron will travel, and the deflection gate (green) which depending on the applied voltage will control the path the electron will take. The dark blue region represents the area where the heterostructure is etched while the rest of the figure shows the etched mesa. The hot-electron is injected into the bottom left of the model (black dot), underneath the depletion gate with applied voltage $V_{g}$, travelling toward the deflection gate. At this point there are two paths the electron can travel depending on the deflection gate voltage $V_{d}$. A large negative bias will cause the electron to be deflected upward (positive $y$ direction) following the depletion gate. A low negative bias will allows the electron to travel underneath the deflection gate and back under the depletion gate on the right of the model. Then, both paths recombine and continue on to a detector (outside of our model). The emission and detection time can be recorded and by knowing the difference in the distance of the two paths, measured by the geometry of the model and not the electron's actual path, the drift velocity can be deduced.


Figure 5.1: Time-of-flight model showing surface geometry with electrostatic gates and chemically etched regions. The design is based on that in Ref. [45], but with a truncated loop section. Hot electrons are injected into the bottom left of the device (black dot) and travel along an edge channel beneath the depletion gate (grey) on the edge of the etched region (blue). Depending on the voltage $V_{d}$ applied to the deflection gate (green) electrons either travel underneath it via a short path or are deflected by it and thus travel around the long path of the loop. The red dashed line shows the location of the section shown in Fig. 5.2.

In the long path of the TOF experiment, it is the straight portions of loop that constitute the majority of the electron paths in the circuit. We can thus obtain a picture of electron travel in the loop arms by considering a problem translationally invariant in the transport direction with a cross section as in Fig. 5.2, where the red, dashed line in Fig. 5.1 is drawn. The model is now essentially two shallow etched wires with surface gates of width $w_{g}$ separated by an etched region of width $w_{e}$. As with previous models, $z=0$ is defined at surface of the exposed etched region and $x=0$ is at the centre of the model with symmetric structure either side.

### 5.2 One-dimensional transport

Although we showed in Chapter 4 the projected surface method for one-dimensional transport, we take this opportunity to apply it to a model which is more realistic by studying a model with two etched mesas with depletion gates in close proximity. We consider transport under one of the two depletion gates as, apart from direction of travel, transport in each half is identical. We still consider both halves in the potential calculations,


Figure 5.2: Two-dimensional cross-section along the red, dashed line in Fig. 5.1. The hetereostucture consists of a cap layer of GaAs, a layer of $n$-doped AlGaAs and a spacer layer of undoped AlGaAs of depth with depths $c, d$, and $s$ respectively. Etching to a depth $h$ is present, with the distance between the etched mesas given as $w_{e}$, arranged symmetrically about $x=0$. The depletion gate is shown in yellow with a width of each part $w_{g}$. For our calculations we set $z=0$ at the bottom of the etching with the positive direction into the bulk. Table 3.1 shows the parameters for the depth of each layer and the etching for this model.
however, as the potential under one gate is affected by the other. With $y$ the transport direction, the window functions are functions of $x$ only: we have $f(x)=\theta\left(|x|-\frac{1}{2} w_{e}\right)$ and $V(x)=\theta\left(|x|-\frac{1}{2} w_{e}\right) \theta\left(-|x|+\frac{1}{2} w_{e}+w_{g}\right)$ where $\theta$ is the unit step function. Then, because of translational invariance, we can integrate out the $y$ coordinate in the propagator of Eq. (4.5) to obtain $\widetilde{K}(x, z)=\int K(\mathbf{r}, z) d y=|z| /\left[\pi\left(x^{2}+z^{2}\right)\right]$. Then, because the potential at $z=-h$ is piecewise constant, we can perform the first of the integrals in Eq. (4.6) (corresponding to the projection from $z=-h$ to $z=0$ ) analytically, with the result

$$
\begin{align*}
& \varphi_{2}(x, s)=\sum_{\sigma, \sigma^{\prime}= \pm 1} \int_{\frac{1}{2} w_{e}}^{\infty} \mathrm{d} x^{\prime} \widetilde{K}\left(\left|x+\sigma^{\prime} x^{\prime}\right|, s\right) \\
& \times\left[\Phi_{0} g\left(\sigma x^{\prime}, \frac{1}{2} w_{e}, \infty, h\right)\right. \\
&\left.\quad+V_{g} g\left(\sigma x^{\prime}, \frac{1}{2} w_{e}, \frac{1}{2} w_{e}+w_{g}, h\right)\right], \tag{5.1}
\end{align*}
$$



Figure 5.3: Electrostatic potential of the 1D transport model with cross-section in Fig. 5.2 calculated using: (Top) the finite element method (FEM) and (Bottom) the projected surface method (PSM). The complete potential is symmetric about $x=0$ and here we plot only the left side i.e. $x<0$. The widths of the etched region and width of depletion gate were $w_{e}=w_{g}=500 \mathrm{~nm}$ and results for three different depletion gate voltage $V_{g}$ are shown. The thicker regions on the bottom curves highlight the regions where the electrons have velocities comparable with those seen in the experiment [48] as shown in Fig 5.4.
in terms of the function

$$
\begin{aligned}
g(x, A, B, z) & \equiv \int_{A}^{B} \mathrm{~d} x^{\prime} \widetilde{K}\left(\left|x-x^{\prime}\right|, z\right) \\
& =\frac{1}{\pi}\left\{\tan ^{-1}\left[\frac{x-A}{|z|}\right]-\tan ^{-1}\left[\frac{x-B}{|z|}\right]\right\} .
\end{aligned}
$$

To evaluate the performance of the projected surface method we compare results with those from a FEM calculation [71]. We apply the parameters $w_{e}=w_{g}=500 \mathrm{~nm}$ to match with the geometry of the TOF experiment [48] and consider results for three different gate voltages. As the model is symmetric about $x=0$ for the following calculations we will focus our attention on the edge state created by the left depletion gate and etched mesa. The FEM is performed on a two-dimensional domain, the size of which is chosen so that the artificial boundary conditions do not affect the potential in the region of electron


Figure 5.4: Square of electron velocity $v^{2}$ against the relative energy $\Delta E$ for depletion gate voltages $V_{g}=-0.17 \mathrm{~V}$ (purple), $V_{g}=-0.24 \mathrm{~V}$ (blue), and $V_{g}=-0.35 \mathrm{~V}$ (green). The points with error bars are experimental results provided from Ref. [48], the dashed lines show results obtained from the 1D transport model, and the solid lines shows those from the full TOF model of Sec. 5.3. Theoretical results have been fitted to experimental data with a single parameter, $E_{\text {fit }}$, that sets to zero for $\Delta E$. For clarity the $V_{g}=-0.25 \mathrm{~V}$ results have been shifted upwards by $+1.5 \times 10^{9} \mathrm{~m}^{2} \mathrm{~s}^{-2}$.
transport. Numerically we found that a domain $4 \mu \mathrm{~m}$ either side of $x=0$ and a depth of $z=10 \mu \mathrm{~m}$ was required to obtain convergence. The FEM was implemented on this area with a triangular meshing for which the maximum vertex spacing was set at 3 nm . The projected surface method expression only has a single integral to be evaluated numerically, and convergence for this was obtained with an upper limit of integration of $3 \mu \mathrm{~m}$ and with a step size of $\Delta=1 \mathrm{~nm}$.

Figure 5.3 shows a comparison between the electrostatic potential calculated with the FEM (top) and the projected surface method (bottom). The highest and lowest absolute values of $\phi$ are found underneath the free surface and the etched surface respectively. Separating the two is a third region the height of which is controlled by the depletion-gate voltage. The FEM and projected surface method calculations show good agreement, giving potentials of similar shape and magnitude with the highest and lowest values differing by about $1 \%$. We also observe small differences in the gradient of $\phi$ but these are again of the order of $1 \%$. Since this gradient gives the transverse electric field, by Eq. (4.7), the
differences in the velocities predicted by the two methods will also be of the order $1 \%$.

In Fig. 5.4 we compare the results of the projected surface method velocity calculation with those obtained in the experiment of Ref. [48]. In the experimental data, the energy $\Delta E$ is an arbitrary relative energy defined such that $\Delta E=0$ for the highest energy considered for the given depletion gate voltage. We can derive the corresponding quantity in our calculation from Eq. 2.37 from which we find $\Delta E=E-\frac{1}{2} \hbar \omega_{c}+E_{\text {fit }}=U(x)+E_{\text {fit }}$ where $E_{\text {fit }}$ is a free parameter that reflects the unknown offset between experimental and theoretical energies and that we treat here as a fit parameter. We also use our calculated electrostatic potential to get he potential energy such that $U(x)=-e \varphi_{2}$. We assume that the rest of the electrostatic potential, $\varphi_{1}$, will incorporated by $E_{\text {fit }}$. We mentioned in the previous chapter how we have ignored the screening effect caused by metallic gates. As discussed, were we to take it into account it would likely lead to a reduction in $N_{D}$ and hence a reduction in our calculation of $\Phi_{0}$. As such, our free fit parameter can allow us to offset such a reduction, assuming that effect was not proportionately large. As in Ref. [48], we plot $v^{2}$ against the energy because of the expectation of a linear relationship between these quantities in the case of parabolic potential confinement. The dashed lines in Fig. 5.4 show the results of our calculations with $E_{\mathrm{fit}}$ found with a least-squares fit. Between the experimental data and our calculations there is a good agreement in magnitude of $v^{2}$ and general trend with $\Delta E$. For $V_{g}=-0.35 \mathrm{~V}$ our 1D calculations overestimate the observed velocities somewhat but show similar trend.

Having obtained $E_{\text {fit }}$, we can invert the relationship between $\Delta E$ and $U(\mathbf{x})$ to identify the transverse position of electron for the energy ranges considered in Fig. 5.4. These regions are indicated in the bottom panel of Fig. 5.3 for $V_{g}=-0.17 \mathrm{~V}$ and $V_{g}=-0.35 \mathrm{~V}$ In both cases, the occupied regions of the potential lie under the depletion gate with the $V_{g}=-0.35 \mathrm{~V}$ results lying further away from the etched region, i.e. more towards to the outside of the loop. For $V_{g}=-0.17 \mathrm{~V}$ the occupied potential is close to being parabolic across the probed region, and thus the relationship between $\Delta E$ and $v^{2}$ is approximately linear. For $V_{g}=-0.35 \mathrm{~V}$, the occupied potential is at the edge of the shelf region where it is almost a linear potential and this gives rise to an almost-flat $v^{2}-\Delta E$ curve.

### 5.3 Full TOF model

We now apply the projected surface method to the model of the full TOF geometry shown in Fig. 5.1 and evaluate the integrals in Eq. (5.1) by discretising the surface with a square mesh of spacing $\Delta=1 \mathrm{~nm}$. Once in possession of the 2D electrostatic potential at the


Figure 5.5: Two hot-electron trajectories through the TOF geometry of Fig. 5.1 where the instantaneous velocity is shown with a colour scale. (a) The long path has the applied deflection gate voltage $V_{d}=-0.50 \mathrm{~V}$, following the majority of the depletion gate. (b) The short path has a voltage $V_{d}=-0.30 \mathrm{~V}$ and shows the hot-electron travelling underneath the deflection gate. Both paths have a depletion gate voltage $V_{g}=-0.25 \mathrm{~V}$ and show variations in the velocity, the most notable of changes occurring around the deflection gate.
depth of the 2DEG we identify electron trajectories as continuous equipotentials selected by the starting position of the electron at the bottom left of the device as in Fig. 5.1. As the electric field is in the $y$-direction in the injection region, the energy of the electron is varied by changing its initial position relative to the $y$-axis. Figure 5.5 shows two trajectories obtained with the same injection point and depletion gate voltage $\left(V_{g}=-0.25 \mathrm{~V}\right)$, but with two different values of deflection gate voltage: $V_{d}=-0.50 \mathrm{~V}$ and $V_{d}=-0.30 \mathrm{~V}$. This change in the deflection gate voltage is sufficient to control whether the electron takes the long ( $V_{d}=-0.50 \mathrm{~V}$, Fig. $\left.5.5(\mathrm{a})\right)$ or the short $\left(V_{d}=-0.30 \mathrm{~V}\right.$, Fig. $\left.5.5(\mathrm{~b})\right)$ path in the TOF model. Note that even when set to -0.30 V and the short path is selected, the trajec-


Figure 5.6: Plot of the instantaneous velocity against distance travelled along two trajectories: the long path with $V_{d}=-0.50 \mathrm{~V}$ (blue) and the short path with $V_{d}=-0.30 \mathrm{~V}$ (red). The inset shows the time of flight of a hot electron at a constant energy as a function of the deflection gate voltage, $V_{d}$. The dashed lines shows the value of $\tau$ for a voltage $V_{d}$ in the saturation region for the long path and the short path. The difference between the two represents $\Delta \tau$ and is used to calculate the drift velocity.
tory of the electron is still affected by the deflection gate giving a path that is not straight.

The instantaneous velocity of the electron along the trajectory is indicated by the plot colour in Fig. 5.5 and is also shown for the two highlighted trajectories as a function of distance travelled in Fig. 5.6. Away from the deflection gate area, the electron velocity is reasonably constant with a value of around $5.6 \times 10^{4} \mathrm{~ms}^{-1}$ for the parameters used here. In contrast, the rapid variations in the potential around the deflection gate give rise to large variations in the electron speed, with a minimum of $2.1 \times 10^{4} \mathrm{~ms}^{-1}$ and a maximum $11.1 \times 10^{4} \mathrm{~ms}^{-1}$ for $V_{d}=-0.50 \mathrm{~V}$.

Whilst the instantaneous velocity gives insight into the electron behaviour, it is not directly accessible in experiment. Rather, experiments have access to the total time of flight $\tau$ from source to detector which, when combined with an estimate of the path length, can give an estimate of the drift velocity, suitably defined. In our calculation the time of


Figure 5.7: A close up view of electron paths around the deflection gate for different values of the deflection gate voltage, $V_{d}$. From the bottom up we have short paths gives by voltages $V_{d}=-0.30 \mathrm{~V}$ (labelled), $V_{d}=-0.35 \mathrm{~V}$, and $V_{d}=-0.404 \mathrm{~V}$, the latter being the closest to the transition point. Three long-path trajectories are also shown. From left to right, these are at voltages $V_{d}=-0.50 \mathrm{~V}$ (labelled), $V_{d}=-0.45 \mathrm{~V}$, and $V_{d}=-0.405 \mathrm{~V}$ at the transition point.
flight is obtained via the integral

$$
\begin{equation*}
\tau=\int \frac{1}{v(s)} \mathrm{d} s \tag{5.2}
\end{equation*}
$$

where $\mathrm{d} s$ is a line element along the trajectory and $v(s)$ is the instantaneous velocity at a distance $s$. The inset of Fig. 5.6 shows the time of flight as a function of the deflection gate voltage with other parameters as in Fig. 5.5. We see that at a deflection gate voltage of $V_{d}=-0.405 \mathrm{~V}$ there is a transition between the electron travelling in the long path and short path. Mirroring the experimental procedure [45], the drift velocity is obtained from this TOF information as follows. To find the difference in TOF, $\Delta \tau$, we use the values of $\tau$ for $V_{d}=-0.50 \mathrm{~V}$ and $V_{d}=-0.30 \mathrm{~V}$. These values can be seen in the inset of Fig. 5.6 marked as the dashed lines, which are well within the saturation zone of the long and short path respectively. Then, we take the difference in length of the two paths, $\Delta L$, in Fig. 5.6 and calculate the drift velocity $v_{d}=\Delta L / \Delta \tau$. For the two paths in Fig. 5.5 the drift velocity is thus calculated to be $v_{d}=5.3 \times 10^{4} \mathrm{~m} / \mathrm{s}$, which is also $5 \%$ different to the instantaneous value found along the straight sections of the loop.

Results for the drift velocity as a function of relative energy $\Delta E$ are shown alongside the 1D results and experimental data in Fig. 5.4. For these results, the difference in path length and TOF were measured for two paths acquired using the deflection gate voltages $V_{d}=-0.50 \mathrm{~V}$ and $V_{d}=-0.30 \mathrm{~V}$. For depletion gate voltages $V_{g}=-0.17 \mathrm{~V}$ and $V_{g}=-0.25 \mathrm{~V}$, results from the 1D and 2D calculations are very similar and give a similar level of fit to the experimental results. For $V_{g}=-0.35 \mathrm{~V}$, the overall magnitude of the 2D results is closer to the experiment, but these results no longer show the plateau behaviour seen from the 1D calculation and that appears to be present in the experimental data. This is due to the difference in relative energy for the 1D and 2D calculations when comparing with the experimental data. The plateau is still present within the 2D calculations, however the position of the $\Delta E$-range is now closer to the etched edge of the mesa as compared with the 1D calculation in Fig. 5.2. In Fig. 5.7, we focus on the behaviour of electron trajectories around the deflection gate as its voltage is swept through the transition from short to long path. By fine tuning $V_{d}$ we show additional trajectories in Fig. 5.7 encompassed by the long and short path we have discussed (labelled). At the centre of the figure we see a transition between the long and short path where $V_{d}=-0.405 \mathrm{~V}$ and $V_{d}=-0.404 \mathrm{~V}$ respectively. As the absolute voltage is decreased from $V_{d}=-0.50 \mathrm{~V}$ and increased from $V_{d}=-0.30 \mathrm{~V}$ two observations can be made: the length of the path increases as it moves closer to the centre of the deflection gate ( $x \approx 1.7 \mu \mathrm{~m}$ ) and the velocity decreases. The latter is much more prominent for the long path and this change can be seen in the inset of of Fig. 5.6 where $\tau$ is largest at $V_{d}=-0.405 \mathrm{~V}$. We also see that the difference between the saturated $\tau$ (marked as a dashed line) and largest value of $\tau$ for each path is greater for the long path as the effects are doubled as the electron travels around the deflection gate twice.

The TOF experiment calculates the drift velocity with the measured time-of-arrival of the hot-electron and a distance the hot-electron travel. However, the distance it travels is measured using the geometric parameters (i.e. along the edges of the surface gate) of the device which can be difficult to accurately measure [45]. Our semi-classical analysis of the hot-electron paths does show that they do travel close to where they are thought to travel in the experiment. However, even if the true length of the trajectory were known in the experiment, our calculations would be adjusted relative to this change by the energy offset. A key result of this section is that the instantaneous velocity of the hot-electron varies dramatically within the device. By adjusting the energy region to match with the TOF data, it does not matter the overall distance the hot-electron travels, our calculations will still take into account the complex geometry of the device modelled and show characteristic features of the experiment, in particular where the energy of the hot-electron is represented spatially within the device.

It is important to note that throughout this thesis, we have assumed that the hotelectron is travelling in the lowest subband, where our calculations do not consider higher subbands. The reason for this is that the gap between the lowest subband and the next higher subband is $\sim 50-100 \mathrm{meV}$. Another reason is that even if the hot-electron were injected straight into a higher subband, this would result in a slower drift velocity which isn't see in the experiment i.e. there is no sharp change in drift velocity for hot-electrons injected at $\Delta E=0$ and the lower energy injections.

In this chapter we have applied our projected surface method to a complex device that uses both etching and multiple types of depletion gates. This method was applied to two models of a hot-electron TOF experiment: a 1D wire and the full 2D geometry. In both cases we used the resulting electrostatic potential to calculate the electron velocity, and both sets of results were shown to give a reasonable account of the experimental drift-velocity data of Ref. [48]. Only at higher absolute depletion gate voltages there were discrepancies both between the two approaches and experimental data. This similarity suggests that composite quantities like the drift velocity and $\tau$ in TOF experiments can well be understood in terms of behaviour in the loop arms only. However, if we need a detailed understanding of the trajectories and instantaneous velocity we should use the 2D calculation. This is evident in the calculation of the TOF in the 2D model as a function of deflection gate voltage $V_{d}$. These results show the transition point between the long and short path which matches well the experimental results.

## Part III

## HEQO simulations

## Chapter 6

## Numerical simulations

In part II we explored the effects that experimental fabrication can have on the foundational heterostructure of HEQO devices and how this can be exploited to manipulate the motion of the electron. Our study has provided us with the projected surface method to allow us to obtain approximations of the electrostatic potential felt by the electrons at the depth of the 2DEG. Furthermore, semi-classical analysis gave us insight into the motion of the electron which we were able to verify the validity of our method with good comparisons to the results of the TOF experiment.

In this chapter we look at the numerical method to simulate an electron, modelled as a Gaussian wave packet, around our modelled potentials. This method was set out by Andrea Bertoni where in Ref. [72] a wave packet is simulated around a Mach-Zehnder interferometer. However, these simulations do not take into account the requirements needed for hot-electrons. We will show the numerical method for evolving a wave packet in time through a modelled system. We then look at the limiting factors we need to take into account when performing these simulations on HEQO devices.

### 6.1 Numerical method

In order to simulate how an electron propagates within edge channel, we model it as a wave-function and in its simplest form we look to solve the time-dependent Schrödinger equation [73]

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \Psi(\boldsymbol{r}, t)=\hat{H} \Psi(\boldsymbol{r}, t) \tag{6.1}
\end{equation*}
$$

were the Hamiltonian, $\hat{H}=\hat{T}+\hat{V}$, is the sum of the kinetic and potential energy respectively of our system. In the case of modelling experimental devices, we use the potential energy calculated from our computational models to form the geometry of the edge channels in our system. The solution is given as the initial state at $t=0$ being acted on by
the evolution operator given as:

$$
\begin{equation*}
\hat{U}(t)=e^{-\frac{i}{\hbar} t \hat{H}} \tag{6.2}
\end{equation*}
$$

which is the operator for the time-dependent Hamiltonian. However, this is not the case as the wave-packet evolves in our system. For this solution to apply, for each time step in the evolution of the wave-packet, the time interval $\delta t$ must be small enough such that the difference between two consecutive points is infinitesimal. Therefore the evolution operator is given as

$$
\begin{equation*}
\hat{U}(\delta t)=e^{-\frac{i}{\hbar} \delta t \cdot \hat{H}(t)} \tag{6.3}
\end{equation*}
$$

as $\delta t \rightarrow 0$. To now find how the wave-function has evolved to time $t$ we can perform $\delta t$ over $N$ successive applications such that $t=N \delta t$.

This gives us a very simple way of implementing the numerical simulation of the wavefunction's evolution. However, when looking to perform this calculation there is a problem in the representation of the evolution operator. The kinetic and potential operators do not commute. However, since we are considering a small time interval for our evolution operator we can utilise the Trotter-Suzuki factorisation. This allows us to expand the evolution operator into a product of two exponential operators with a correction in time which we can consider as negligible:

$$
\begin{align*}
\hat{U}(t) & =e^{-\frac{i}{\hbar} \delta t \cdot(\hat{T}+\hat{V})} \\
& \approx e^{-\frac{i}{\hbar} \delta t \cdot \hat{T}} e^{-\frac{i}{\hbar} \delta t \cdot \hat{V}} e^{O\left(\delta t^{2}\right)}  \tag{6.4}\\
& \approx=e^{-\frac{i}{\hbar} \delta \cdot \frac{\hat{V}}{2}} e^{-\frac{i}{\hbar} \delta t \cdot \hat{T}} e^{-\frac{i}{\hbar} \delta t \cdot \frac{\hat{V}}{2}} e^{O\left(\delta t^{3}\right)},
\end{align*}
$$

where the expansion of the exponential leads to a error of order $O\left(\delta t^{2}\right)$ for each intermediate time step and can be lowered further to $O\left(\delta t^{3}\right)$ by expanding the potential operator into two halves. Now $\hat{U}$ is the product of three unitary operators and the norm of the wave-function will be conserved throughout the evolution.

As the potential $\hat{V}=\hat{V}(\hat{\boldsymbol{r}})$ is a scalar function with the two-dimensional position coordinates $\boldsymbol{r}=(x, y)$. In real space, the application of this operator to the wave-function is trivial. However, when it comes to the kinetic operator $\hat{T}=\hat{T}(\hat{\boldsymbol{r}}, \hat{\boldsymbol{p}})$, the exponential is difficult to calculate as it is a non-local operator. The representation in real space is computationally inefficient due to the second derivative. Therefore, the kinetic operator must be transformed into Fourier space such that:

$$
\begin{equation*}
\hat{T}=\frac{\hbar^{2} k^{2}}{2 m^{*}} \tag{6.5}
\end{equation*}
$$

Which allows for much simpler calculations as in this form it is a scalar function. To move between the real and Fourier space we use series of direct and inverse Fourier transforms. By doing so we split each time step into two representations of space in a technique knows as the Fourier Split-Step Method (FFSM). For these calculations we have assumed periodic boundary conditions. This expands our evolution operator to become

$$
\begin{equation*}
\hat{U}(\delta t)=e^{-\frac{i}{\hbar} \delta t \cdot \frac{\hat{V}}{2}} \mathcal{F}^{-1} e^{-\frac{i}{\hbar} \delta t \cdot \hat{T}} \mathcal{F} e^{-\frac{i}{\hbar} \delta t \cdot \frac{\hat{V}}{2}} . \tag{6.6}
\end{equation*}
$$

Within this operator we have performed a sequence of direct and inverse Fourier transforms such that

$$
\begin{equation*}
\hat{T} \Psi(x, y)=\mathcal{F}^{-1} \hat{T}\left(\hat{p}_{x}, \hat{p}_{y}\right) \tilde{\Psi}\left(p_{x}, p_{y}\right)=\mathcal{F}^{-1} T\left(\hbar k_{x}, \hbar k_{y}\right) \mathcal{F} \Psi(x, y) \tag{6.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{F} \Psi(x, y)=\frac{1}{2 \pi \hbar} \int_{-\infty}^{+\infty} e^{-\frac{i}{\hbar} \mathbf{p} \cdot \mathbf{r}} \Psi(x, y) \mathrm{d} \mathbf{r}=\tilde{\Psi}\left(\hbar k_{x}, \hbar k_{y}\right), \tag{6.8}
\end{equation*}
$$

given that $\mathbf{p}=\hbar \mathbf{k}$.

Finally, with the application of the FSSM, we find our solution to be:

$$
\begin{equation*}
\Psi(\boldsymbol{r}, t)=\left(e^{-\frac{i}{\hbar} \delta t \cdot \frac{\hat{v}}{2}} \mathcal{F}^{-1} e^{-\frac{i}{\hbar} \delta t \cdot \hat{T}} \mathcal{F} e^{-\frac{i}{\hbar} \delta t \cdot \frac{\hat{V}}{2}}\right)^{N} \Psi(\boldsymbol{r}, 0), \tag{6.9}
\end{equation*}
$$

where we have applied a time loop of $N$ applications such that the total time is $t=N \times \delta t$.

As we are working under quantum Hall conditions the magnetic field must be taken into account. We now consider $\boldsymbol{B}=\nabla \times \boldsymbol{A}$ in the Hamiltonian where $\boldsymbol{A}$ is a vector potential. Represented in real space, the canonical momentum in the kinetic term is replaced with a kinetic momentum $\boldsymbol{p}-q \boldsymbol{A}$ and as the magnetic field is considered uniform we use the Landau Gauge and therefore our kinetic term as now transformed into:

$$
\begin{align*}
\hat{T} & =\frac{1}{2 m^{*}} \sum_{i=x, y, z}\left(p_{i}-q A_{i}\right)^{2}  \tag{6.10}\\
& =\hat{T}_{p_{y}, x}\left(\hat{x}, \hat{p}_{y}\right)+\hat{T}_{p_{x}, y}\left(\hat{y}, \hat{p}_{x}\right)
\end{align*}
$$

for a 2D system. This now requires the application of the FSSM for both $\hat{p}_{x}$ and $\hat{p}_{y}$ applied separately for each coordinate. The final wave-function for a 2D system with magnetic field effects is given as:

$$
\begin{equation*}
\Psi(\boldsymbol{r}, t)=e^{+\frac{i}{\hbar} \delta t \cdot \frac{\hat{V}}{2}}\left(e^{-\frac{i}{\hbar} \delta \cdot \hat{V}} \mathcal{F}_{y}^{-1} e^{-\frac{i}{\hbar} \delta t \cdot \hat{T}_{p y}, x} \mathcal{F}_{y} \mathcal{F}_{x}^{-1} e^{-\frac{i}{\hbar} \delta t \cdot \hat{T}_{p x, y}} \mathcal{F}_{x}\right) e^{-\frac{i}{\hbar} \delta t \cdot \frac{\hat{V}}{2}} \Psi(\boldsymbol{r}, 0) \tag{6.11}
\end{equation*}
$$

The movement of the potential operators outside of the $N$ time loop allow for parallel coding of the this simulation, as these half time-steps of the potential operator performed on the initial state can be done at the same time as the time loop [72].

### 6.1.1 Discretisation procedures and convergence

A feature of this simulation is the use of a discretised space to perform the calculations of the wave packets evolution throughout the domain. More specifically, a 2D grid is discretised by $N_{x} \times N_{y}$ points in a domain bounded by dimensions $L_{x}$ and $L_{y}$. In turn, the grid spacing is given as

$$
\begin{align*}
\delta x & =\frac{L_{x}}{N_{x}}  \tag{6.12}\\
\delta y & =\frac{L_{y}}{N_{y}} \tag{6.13}
\end{align*}
$$

which causes a discretisation in the corresponding reciprocal space. This boundary we have applied to our system we are simulating imposes a boundary over the maximum wave vector allowed such that

$$
\begin{align*}
\delta k_{x} & =\frac{2}{L_{x}},  \tag{6.14}\\
k_{x}^{\max } & =-k_{x}^{\min }=\frac{\pi}{\delta x}, \tag{6.15}
\end{align*}
$$

which holds true for the $k_{y}$ axis too.
Incorporating the magnetic field and using the Landau gauge gives rise to an important feature as it induces a coupling among the $x$ and $k_{y}$ dimensions which is stated as

$$
\begin{equation*}
k_{y}=-\frac{e B x}{\hbar} \tag{6.16}
\end{equation*}
$$

associating each point in the $x$ axis to a point in a certain wave vector. Additionally, placing the wave vector in the centre of the domain finds a maximum wave vector:

$$
\begin{equation*}
\tilde{k}_{y}^{\max }=\frac{e B L_{x}}{2 \hbar} . \tag{6.17}
\end{equation*}
$$

To avoid the wave function reaching a region of space they can not be properly represented in the restriction that $\tilde{k}_{y}^{\max }<k_{y}^{\max }$ is imposed. Other restriction imposed are the step sizes between the discretised points, in both dimensions $\delta x$ and $\delta y$, must be smaller than the magnetic wavelength $l_{B}=\sqrt{\hbar c / e B}$, the smallest size of a circular orbit of the electron in a magnetic field which is allowed by the uncertainty principle. In this thesis we use magnetic fields ranging from $B=5 \mathrm{~T}$ and $B=11 \mathrm{~T}$ which results $l_{B} \approx 11.2 \mathrm{~nm}$ and $l_{B} \approx 7.5 \mathrm{~nm}$ respectively.

A fundamental requirement of the Fourier Split-Step method is that the grid spacings $\delta x, \delta y$ and the time interval $\delta t$ have certain prerequisites. We have already stated that $\delta t$ must be small enough such that the Hamiltonian does not change over this distance but we now require it to be small compared to the transition period between grid points i.e. $\delta x / v_{x}^{\max }$ where $v_{x}^{\max }$ is the maximum phase velocity (even if $\hat{H}$ is time independent).

The product $\hbar^{-1} \delta t \cdot V$ with the $V$ component of the time evolution operator must be small enough when compared with the period of the exponential such that

$$
\begin{equation*}
\delta t \ll \frac{2 \pi \hbar}{\max V} . \tag{6.18}
\end{equation*}
$$

The same must also hold true for the kinetic energy component. A requirement of the simulation relies on the grid spacing $\delta x$ being small enough when being compared to variations of the wave functions along $x$. This can also be described by the requirement that the maximum wave vector in Fourier space must be able to describe the highest momentum component of the wave function. Equation 6.17 shows that it is directly proportional the the magnetic field strength. Therefore, as we will be using these numerical simulations for higher magnetic fields required by HEQO devices, will required a much smaller grid spacing. We will see later on how this will affect our simulations.

### 6.1.2 Wave function

To model how an electron will evolve in a system, we model it as a Gaussian wave packet. The reason for this is that the hot-electrons in the experiments are observed to have a Gaussian distribution, although it is not entirely clear whether this is a true observation of the wave packet or if it is influenced by the detector profile [74, 75]. In any case, we stick with Gaussian wave packets, although there is no restrictions, at least in the transport direction, to the type of wave function profiles which can be used e.g. Lorentzian wave packets can represent levitons [37, 24, 39]. Theoretical work proposes that injected electrons can be modelled as Gaussian wave packets[76].

Sharp barriers are used in order to observe the wave function shape and the local band structure. The confining potential is a smooth Fermi barrier given by

$$
\begin{equation*}
V(x)=\frac{V_{0}}{1+\exp \left(\frac{x-x_{b}}{\lambda}\right)} \tag{6.19}
\end{equation*}
$$

where $V_{0}$ is the maximum potential, $x_{b}$ is the $x$ position of the barrier, and $\lambda$ is a broadening parameter. A Gaussian wave packet travelling in the $y$ direction in a potential $V(x)$ translationally invariant in the $y$ direction. For an initial position $y_{0}$ and a standard
deviation $\sigma$ we state

$$
\begin{equation*}
\psi(y)=\frac{1}{\sqrt[4]{2 \pi \omega^{2}}} e^{-\frac{\left(y-y_{0}\right)^{2}}{4 \sigma^{2}}} e^{i k y_{0}}=\frac{1}{\sqrt{2 \pi}} \int \mathrm{~d} k e^{i k y} F(k) \tag{6.20}
\end{equation*}
$$

given that $F(k)$ is the weight of each plane wave which is the Fourier transform of the Gaussian wave packet such that

$$
\begin{equation*}
F(k)=\frac{1}{\sqrt{2 \pi}} \int \mathrm{~d} y e^{-i k y} \psi(y)=\sqrt[4]{\frac{s \sigma^{2}}{\pi}} e^{-\sigma^{2}\left(k-k_{0}\right)^{2}} e^{-i k y_{0}} \tag{6.21}
\end{equation*}
$$

which is referred to as the Gaussian weight. Combining a group of edge states with the Gaussian weights results in the wave function that becomes localised in the $y$ direction (given that the edge states are plane waves in the $y$ direction). In turn, the edge states are also localised in the $x$ direction which results in the wave function being localised in $x$ as well. The final expression for the wave function is then

$$
\begin{equation*}
\Psi(x, y)=\frac{1}{\sqrt{2 \pi}} \sum_{n} \int \mathrm{~d} k F_{n}(k) e^{i k y} \varphi_{n}(x, k) \tag{6.22}
\end{equation*}
$$

with the addition of the dependence of the quantum number $n$ for the Gaussian weight. For our simulations we focus on edge states that are found only in the lowest Landau level.

The wave function $\varphi_{n}(x, k)$ are unable to be represented analytically. However, if we use the assumption that $x_{0}$ is sufficiently far from our Fermi barrier we can combine the edge states and express the wave function analytically. Analytically integrating Eq. (6.22) gives

$$
\begin{align*}
\Psi(x, y) & =N \int \mathrm{~d} k F(k) e^{i k y} \chi_{1}(x, k)  \tag{6.23}\\
& =N \int \mathrm{~d} k e^{i k y} \sqrt[4]{\frac{2 \sigma^{2}}{\pi}} e^{-\sigma^{2}\left(k-k_{0}\right)^{2}} e^{-i k y_{0}} \frac{1}{\sqrt[4]{\pi l_{B}^{2}}} e^{-\frac{\left(x-x_{0}(k)\right)^{2}}{2 l_{B}^{2}}} \tag{6.24}
\end{align*}
$$

where $\chi_{1}$ is the eigenfunction of $\varphi_{1}$ and we find that

$$
\begin{equation*}
\Psi(x, y)=\frac{1}{\pi} \frac{\sqrt[4]{\frac{2 \sigma^{2}}{l_{B}^{2}}}}{\sqrt{2 \sigma^{2}+l_{B}^{2}}} e^{-k_{0} \sigma^{2}} e^{-\frac{x^{2}}{2 l_{B}^{2}}} e^{\frac{\left(\operatorname{sgn}(B) x-i\left(y-y_{0}\right)-2 k_{0} \sigma^{2}\right)^{2}}{2\left(2 \sigma^{2}+l_{B}^{2}\right)}} \tag{6.25}
\end{equation*}
$$

which is represented as

$$
\begin{align*}
\Psi(x, y)= & N \exp \left[-\frac{2 \sigma^{2}\left(x+\frac{\hbar k_{0}}{e}\right)^{2}}{2 l_{B}^{2}\left(l+B^{2}+2 \sigma^{2}\right)}\right] \times \exp \left[-\frac{\left(y-y_{0}\right)^{2}}{2\left(l_{B}^{2}+2 \sigma^{2}\right)}\right] \\
& \exp \left[i\left(y-y_{0}\right) \frac{k_{0} 2 \sigma^{2}-x \operatorname{sgn}(B)}{l_{B}^{2}+2 \sigma^{2}}\right] \tag{6.26}
\end{align*}
$$

in a localised state. From this state we can attribute the spreading of the Gaussian probability where standard deviation denotes in the $x$-direction

$$
\begin{equation*}
\sigma_{x}^{2}=\frac{1}{2} l_{B}^{2}\left(1+\frac{l_{B}^{2}}{2 \sigma^{2}}\right) \tag{6.27}
\end{equation*}
$$

and the $y$-direction

$$
\begin{equation*}
\sigma_{y}=\sigma^{2}\left(1+\frac{l_{B}^{2}}{2 \sigma^{2}}\right) \tag{6.28}
\end{equation*}
$$

For the rest of this thesis a value of $\sigma=60 \mathrm{~nm}$ will be used to calculate $\sigma_{x}$ and $\sigma_{y}$. This value is used as it is a good compromise for the simulations such that the wave packets are small enough to be localized inside the device we are modelling and at the same time their time spreading is small enough to keep this condition true during the total simulation time.

### 6.2 Time-evolution of edge state wave packets

In order to approximate the time evolution of the wave packet from Eq. (6.22) we must consider a standard deviation $\sigma$ that is sufficiently high such that the region of states $|k\rangle$ which are being combined are limited in the reciprocal space. As such we can locally approximate the energy band in this region with a parabola. It also means we can assume all eigenfunctions that are combined have approximately the same shape and centre $x_{0}\left(k_{0}\right)$ such that

$$
\begin{equation*}
\varphi_{1}(x, k)=\varphi_{1}\left(x, k_{0}\right) \tag{6.29}
\end{equation*}
$$

for all values of $k$. In this case Eq. (6.22) becomes

$$
\begin{align*}
\Psi(x, y) & \approx \frac{1}{\sqrt{2 \pi}} \int \mathrm{~d} k \sqrt[4]{\frac{2 \sigma^{2}}{\pi}} e^{-\sigma^{2}\left(k-k_{0}\right)^{2}} e^{-i k y_{0}} e^{i k y} \varphi_{1}\left(x, k_{0}\right) \\
& =\frac{e^{-\frac{(y-y-0)^{2}}{4 \sigma^{2}}} e^{i k_{0} y}}{\sqrt[4]{2 \pi \sigma^{2}}} \varphi_{1}\left(x, k_{0}\right) \tag{6.30}
\end{align*}
$$

The main difference between the Gaussian wave function of Eq. (6.22) and what we define as the edge state wave packet of Eq. (6.30) is that the periodicity and interference phenomena of the Gaussian wave packet are governed by the wave vector $k_{0}$ and the edge state wave packet is characterised by $k_{0}$ which itself is not a physical quantity. A new value $x_{0}$ for the centre of the well eigenfunctions is needed when performing a translation along the $x$-axis. Although this does not change the physics of the problem, it does change the value of $k_{0}=k_{0}\left(x_{0}\right)$. Therefore, this parameter cannot be a physical quantity which governs the periodicity of the edge state wave packet [73].

To factor in the time evolution of the wave function we can identify the effect it will have on the $x$ and $y$ components. For the $x$ direction, the wave function will not show change in shape due to the confinement and that we have calculated it for the ground state. However, we have free motion in the $y$ direction governed also by confining potential. For a 1D edge channel, an analytic solution can be found as

$$
\begin{equation*}
\Psi(x, y, t)=e^{-\frac{i}{\hbar} \hbar \hat{H}_{L}} \Psi(x, y) \tag{6.31}
\end{equation*}
$$

Assuming that Eq. (6.30) is a linear combination of eigenstates of $\hat{H}_{L}$ this is expanded to

$$
\begin{equation*}
\Psi(x, y, t)=\frac{1}{\sqrt{2 \pi}} \int \mathrm{~d} k \sqrt[4]{\frac{2 \sigma^{2}}{\pi}} e^{-\sigma^{2}\left(k-k_{0}\right)^{2}} e^{i k\left(y-y_{0}\right)} \varphi_{1}\left(x, k_{0}\right) e^{-\frac{i}{\hbar} t E_{1}(k)} . \tag{6.32}
\end{equation*}
$$

If we are assuming a high standard deviation, we can locally approximate the energy band in this region with a parable

$$
\begin{align*}
E_{1, k} & =E_{1}(k) \approx a k^{2}+b k+c=a\left(k-k_{1}\right)+c^{\prime},  \tag{6.33}\\
b & =-2 a k_{1},  \tag{6.34}\\
c & =a k_{1}^{2}+c^{\prime} . \tag{6.35}
\end{align*}
$$

Expanding the integral we get a wave function

$$
\begin{equation*}
\Psi(x, y, t)=\varphi_{1}\left(x, k_{0}\right) \frac{\exp [i(c t / \hbar)] \times \exp \left[\frac{\left(y-y_{0}+2 i k_{0} \sigma^{2}+\frac{b t}{\hbar}\right)^{2}}{4\left(i \frac{a}{\hbar} t+\sigma^{2}\right)}\right] \times \exp \left[-k_{0}^{2} \sigma^{2}\right]}{\sqrt[4]{\frac{2 \pi}{\sigma^{2}}} \sqrt{\sigma^{2}+i \frac{a t}{\hbar}}} \tag{6.36}
\end{equation*}
$$

which describes a Gaussian wave packet travelling in the $y$ direction. The physical parameter $a$ describes how the wave packet spreads and for GaAs it is given as $a=$ $5.7 \times 10^{-10} \mathrm{eVm}^{2}$. Figure. 6.1a shows the potential described by Eq. (6.19) where there is a sharp Fermi distribution for a large potential energy. Figure 6.1 b shows a wave packet

(a)

(b)

Figure 6.1: (a) The potential which is based on a Fermi distribution given in Eq. (6.19).(b) Numerical simulation performed on an initialised Gaussian wave packet (top) and evolved in time to its final position (bottom) in the potential shown in (a). A value of $B=5 \mathrm{~T}$ has been used in this numerical simulation.
initialised in the potential. After performing the numerical simulations on how the wave packet will evolve in the system the final wave packet (bottom of the figure) has been stretched in the direction of travel $y$. This is consistent with the standard deviation of the approximate wave packet in Eq. (6.36)

$$
\begin{equation*}
\sigma^{2}(t)=\left(\sigma^{2}+\frac{a^{2} t^{2}}{\sigma^{2} \hbar^{2}}\right) \tag{6.37}
\end{equation*}
$$

### 6.3 Gauge transformation

A limitation to this numerical calculation is the restriction imposed by the discretisation procedures. As we are using the Fourier split-step method which has prerequisites on the interval spacing in the discretised grid, this spacing requirement gets much smaller for larger magnetic fields. This can be seen from the magnetic field dependence on the maximum wave vector in Eq. (6.17). Because of this, simulations of devices such as the TOF experiment (see chapter 5) with domain sizes of $5 \mu \mathrm{~m} \times 5 \mu \mathrm{~m}$, for example, pose a challenge. A solution to overcome this is by implementing a gauge transformation. This allows us to change the coordinates of the system, i.e. shift the frame of view we are simulating to a new location and continue the simulation without changing the physical description of he system.

As we are changing the entire potential of the system we are changing the gauge, A, that these potentials are represented in. To transform the gauge we use the equation:

$$
\begin{equation*}
\mathbf{A}^{\prime}\left(x^{\prime}, y^{\prime}\right)=\mathbf{A}(x, y)+\nabla \Lambda(x, y) \tag{6.38}
\end{equation*}
$$

where $\Lambda$ is an arbitrary scalar function. As our change in the coordinate system is just a translational shift in the $x$ and $y$ direction we can equate this to:

$$
\begin{equation*}
x^{\prime}=x+x_{s} \quad \& \quad y^{\prime}=y+y_{s} \tag{6.39}
\end{equation*}
$$

where $x_{s}=y_{s}=500 \mathrm{~nm}$. Taking the Landau gauge to be $\mathbf{A}=(-B y, 0,0)$, with the transformed coordinates it becomes $\mathbf{A}=\left(-B\left(y+y_{s}\right), 0,0\right)$. We want our transformed gauge to be the exact same in the new coordinate system, i.e. $\mathbf{A}^{\prime}=\left(-B y^{\prime}, 0,0\right)$. Equation 6.38 then implies that:

$$
\begin{align*}
\nabla \Lambda & =\left(+B y_{s}, 0,0\right) \\
\Longrightarrow \Lambda & =\left(+B y_{s} x^{\prime}, a, b\right) \tag{6.40}
\end{align*}
$$

where $a$ and $b$ are constants but we can assume $a=b=0$. To then apply this transformed gauge to the new wave fucntion $\Psi^{\prime}\left(x^{\prime}, y^{\prime}\right)$ we use the equation:

$$
\begin{equation*}
\Psi^{\prime}=e^{\frac{i q \Lambda}{\hbar}} \Psi \tag{6.41}
\end{equation*}
$$

where $q=-e$. We will show how to implement this in the next chapter.

### 6.4 Measuring the wave packet

A characteristic we want to measure with these simulations is the dispersion rate of the wave packet, as we know that over time the probability distribution of the electron will spread. Although this problem may seem trivial, it begins to get more complicated when the wave packet is travelling along complex patternings enforced by the depletion gates and etching. What limits do we take to ensure that the length of two wave packets are consistent and accurate? Where do we take the measurement? We show in this section our method which we will use to analyse simulations of realistic devices.

The wave packets we model the electrons on have a Gaussian (or normal) distribution


Figure 6.2: A Gaussian wave packet initialised by the numerical simulations outlined in this chapter. (a) Shows a three-dimensional view of the wave packet to show that there is a "spine" of maximum points through the centre. (b) shows a top down view
with a general formula in two-dimensions given as:

$$
\begin{equation*}
f(x, y)=A \exp \left[-\frac{1}{2}\left(\frac{x-x_{0}}{\sigma_{x}}\right)^{2}-\frac{1}{2}\left(\frac{y-y_{0}}{\sigma_{y}}\right)^{2}\right] \tag{6.42}
\end{equation*}
$$

centred around the points $x_{0}$ and $y_{0}$ with the spread associated by the standard deviation $\sigma$ in each respective dimension. The Gaussian function in Eq. (6.42) is a peaked function in both $x$ and $y$ which means that there are maximum points within the function that we can easily identify and these maximum points are found at the centre.

To model an electron as a Gaussian wave packet, we give an initial spread which is longer in the direction of travel than in direction of confinement. For example, an electron travelling in the $y$ direction with a confining potential $U(x)$ will be initialised as shown in Fig. 6.2. In particular, we give a three-dimensional representation in Fig. 6.2a which shows the outline of the "spine" of the Gaussian wave packet where we find the maximum points of $|\psi|^{2}$ in $x$ and $y$ dimensions. The width in the $x$ dimension is shown in more detail in Fig. 6.2b.

Our method involves finding the centre of the Gaussian wave packet which numerically is found by finding the maximum value of $|\psi|^{2}$ in both the $x$ and $y$ direction. These two values then gives us the coordinates $x_{0}$ and $y_{0}$ for the centre of the wave packet. We then draw a circle, centred on $\left(x_{0}, y_{0}\right)$ with an initial radius, which for this case is 50 nm but can be changed depending on the size of the system in question. Within this circle we calculate $\sum|\psi|^{2}$ to find out how much of $|\psi|^{2}$ is found in this region. If the value is less than $99 \%$ of the total sum then the circle is expanded by a given amount and the calculation performed again. This step is repeated until we get a circle which encompasses $99 \%$ of the wave packet. This step is important for making sure that we have consistency


Figure 6.3: An example of a wave packet which has travelled around a curved edge states patterned by a depletion gate and etching. The wave packet has dispersed along the path it is travelling and is measured to be a length of 346.54 nm when the initialised wave packet was 260 nm .
in place for all measurements. The next step involves finding all the maximum value of $|\psi|^{2}$ for each line of discretised points in the $x$ and $y$ directions within the circle, which outlines the "spine" of the wave packet. Then it is just the case of adding the distance between each point to find the total length.

In the case of Fig. 6.2, this method is trivial and could probably be done by eye. However, because this is an initialised wave packet in the simulation with a known length we can compare the accuracy of our method. Using our method, a length of 259.62 nm was calculated, whereas the input value was 260 nm . This wave packet is initialised in a potential where it is translationally invariant in the $y$ direction and gives us a perfect, unperturbed model to test our measuring method. It is also initialised a short distance away from this point to reduce the natural dispersion. However, this is not the case for every point in time when simulating around a realistic device. Fig. 6.3 shows a more complex wave packet travelling around a more interesting, patterned edge channel. In this case, you can see in the figure that the bulk of the wave packet, and the maximum values, are not centred directly in the middle but rather offset. However, our main aim is to keep consistency in our method for all calculations in order to obtain accurate results.

## Chapter 7

## Time-of-flight simulation

In the previous chapter we outlined the numerical method for simulating an electron, modelled as a Gaussian wave packet, in a system with a potential energy. We now apply this simulation to a HEQO device, where we have calculated a realistic device potential using the projected surface method which we discussed in detail in chapter 4 . We introduced the TOF experiment in chapter 5 , showing that through the use of a deflection gate we can inject electrons into two paths of known length. By injecting an electron into each path, the difference in time it takes to travel each path allows for a time resolved method of calculating the velocity. Here, we wish to simulate this experiment to understand the transport of the hot electron between injection and detection.

### 7.1 Electrostatic model

The model of the TOF experiment was found to have a long path with a distance of $\approx 12 \mu \mathrm{~m}$. This was the exact distance calculated that an electron injected at a given energy would travel within our model. Due to the limitations of the simulation at high magnetic field (which was discussedin chapter 6), we are unable to simulate the entire device within one simulated domain. This, in combination with the FSSM working more efficiently in discretised grids of $2^{n}$, we are limited to a grid size of $4096 \times 4096$ due to computational cost. At magnetic fields of $B=11 \mathrm{~T}$, this grid size will allow us to simulate frames which have a domain size of $1 \mu \mathrm{~m} \times 1 \mu \mathrm{~m}$. To overcome this problem, we employ the use of gauge transformations. By taking a frame of domain size $1 \mu \mathrm{~m} \times 1 \mu \mathrm{~m}$ from the full potential, we can simulate how a hot electron will evolve in this small part of our system. When the wave packet gets close to the boundary of each frames domain, we can shift our frame and perform a gauge transformation. This step will be performed multiple times following the full experiment while focussing on only the edge channel these hot electrons will travel along.


Figure 7.1: The electrostatic potential calculated using the PSM for the TOF experiment. The model has been altered such that the distance of the long path has been shortened. Three exemplary frames are given to represent the frames, each with a $1 \mu \mathrm{~m} \times 1 \mu \mathrm{~m}$ domain, used in the simulations. The initial frame 1 (pink) is shifted in the $x$ direction by $\Delta x=0.5 \mu \mathrm{~m}$ to frame 2 (white). Frame 2 is then shifted in the $y$ direction by $\Delta y=0.5 \mu \mathrm{~m}$ to frame 3 (black). This shift is performed the entire way around the long path, where each frame will overlap by $0.5 \mu \mathrm{~m}$ to allow for the gauge transformation of the wave packet to each frame.

In an effort to reduce the number of frames, we reduce the size of TOF model we have used previously. Figure. 7.1 shows the electrostatic potential of the TOF device we will be performing our dynamic simulations on. The only difference from the model shown previously is the length of the long arm has reduced, without affecting any of the important features such as the radius of curvature at the top of the device or the region around the deflection gate. On the figure is an example of the first three frames we will be performing our simulations in. We start at frame 1 and perform shifts of $0.5 \mu \mathrm{~m}$ in

| Gauge Transformations of TOF Model (Long Path) |  |  |
| :--- | :--- | :--- |
| Frame Number | $\Delta x(\mu \mathrm{~m})$ | $\Delta y(\mu \mathrm{~m})$ |
| Frame 1 | - | - |
| Frame 2 | +0.5 | - |
| Frame 3 | - | +0.5 |
| Frame 4 | +0.5 |  |
| Frame 5 | - | +0.5 |
| Frame 6 | +0.5 | +0.5 |
| Frame 7 | +0.5 | - |
| Frame 8 | - | -0.5 |
| Frame 9 | -0.5 | -0.5 |
| Frame 10 | - | -0.5 |
| Frame 11 | - | -0.5 |
| Frame 12 | +0.5 | - |

Table 7.1: A table showing the shifts in the $x$ and $y$ axis from one frame to another, following the path the electron would take when deflected off the deflection gate into the depletion gate, known as the long path. The first three frames are shown in Fig 7.1.
either the $x$ direction, $y$ direction, or both. This shift in position allows for easier and consistent transformations between each frame. These frames are continued through the entirety of the depletion gate, with a total of twelve frames needed to simulate the long path. Table 7.1 shows the shift in $x$ and $y$ directions between the frame and the previous frame. The same is also done for the short path, however this is much more simple where the shift only occurs in the $x$ direction totalling four frames needed each with a shift $\Delta x=0.5 \mu \mathrm{~m}$.

### 7.2 Dynamic simulations

For these simulations we calculate, using the projected surface method, the electrostatic potential for a TOF experiment with a depletion gate voltage of $V_{g}=-0.25 \mathrm{~V}$. For the long path, a voltage of $V_{d}=-0.50 \mathrm{~V}$ is applied to the deflection gate, while for the short path a voltage of $V_{d}=-0.30 \mathrm{~V}$ is applied. For both sets of simulations, the Gaussian wave packet is initialised at the same energy. A magnetic field strength of $B=11 \mathrm{~T}$ is used. The figures in this section will show the probability distribution $|\psi|^{2}$ of the wave packets. The frames will show two or three wave packets each, with arrows showing the direction of motion. Where three wave packets are shown, the time steps $\delta t$ between each point in the evolution is equal, unless otherwise stated.


Figure 7.2: The first four frames within which the Gaussian wave packet evolves in time (a) before , (b) \& (c) during, and (d) after the interaction with the deflection gate of the TOF experiment. The voltage applied to the depletion gate is $V_{g}=-0.25 \mathrm{~V}$ and the voltage applied to the deflection gate is $V_{d}=-0.50 \mathrm{~V}$. The arrows in each figure show the direction of travel and the last wave packet in each frame is the initial wave packet of the next frame.

### 7.2.1 Long path

We first observe the twelve frames required to simulate the evolution of the Gaussian wave packet around the long path of the TOF experiment. For the following simulations we evolve each wave packet by $\delta t=1 \mathrm{fs}$ in time. Observations of these simulations will be made in comparison to Fig. 5.5 and Fig. 5.6 in order to compare the semi-classical calculations of velocity with the time resolved values we can obtain from the simulations.

Figure 7.2 Shows the first four frames of our simulation. This collection of simulations
represent the initialised wave packet before (Fig.7.2a), during (Fig.7.2b \& 7.2c), and after (Fig. 7.2d) the interaction with the deflection gate. Figure 7.2 a is the only frame which will have the straightest confinement potential for our wave packet to travel along, as required to initialise the wave packet. From the results of chapter 5 we saw that semi-classically the velocity does not vary when the wave packet is travelling along a straight edge without any changes in its direction. In this frame we can calculate the centres of the left wave packet $(t=0 \mathrm{ps})$ and the right wave packet $(t=12 \mathrm{ps})$ to travel a distance $\Delta D=536.62 \mathrm{~nm}$. Over this distance and time, the calculated velocity between these two wave packets is $v=4.47 \times 10^{4} \mathrm{~ms}^{-1}$. This value shows a good comparison with the semi-classical value at this point.

Figure 7.2 b shows the right wave packet from Fig. 7.2a placed in the new frame 2 as the left wave packet, through a gauge transformation. The two wave packets which follow are represented with equal time gaps. Thus, the distance from the left to middle wave packet is much smaller than the distance between the middle and top, right wave packet. This observation is similar to the semi-classical case and from Fig. 7.2c we see the distance travelled between the centres of these wave packets is $\Delta D \approx 429.93 \mathrm{~nm}$ over a time of $t=6 \mathrm{ps}$ between them for a time resolved velocity of $v=7.17 \times 10^{4} \mathrm{~ms}^{-1}$.

From the semi-classical results, this region encompassed by these four frames showed large variations in the velocity, which we can observe and calculate with a time-resolved method with these simulations. However, an important feature we can study from this is the dispersion of the wave packet. When travelling along straight edges of the confinement potential, there is little variation in the length of the wave packet. However, when the wave packet enters a region in the path where the velocity decreases, either from the semi-classical figures or from these simulations, the wave packet begins to spread in the direction of travel. This is clearly seen in Fig. 7.2b \& 7.2d.

Figure 7.3 shows the four frames of the simulation where the wave packet is traveling around the long arm of the TOF device. It is worth noting here that by frame 5 , we have already used a gauge transformation four times and evolved the initialised wave packet over $N=50,000$ times with a time step of $\Delta t=1 \mathrm{fs}$. The first wave packet at the bottom of Fig. 7.3a has spread to a length of 522.23 nm but has started to show sign of becoming more disordered. The Gaussian distribution of the wave packet has started to deteriorate, however, once it reaches the straighter edge it begins to become more organised and returns to its original length $\approx 240 \mathrm{~nm}$. As the wave packet approaches and travels around the curved potential in Fig. 7.3b \& 7.3c respectively we can see the wave packet begin to bunch up. This is change in shape is prominent in Fig. 7.3d where the Gaussian distribu-


Figure 7.3: Four frames of Gaussian wave packets evolving in time around the long arm of the TOF device.
tion is no longer apparent and we notice a slow down in velocity between each of the first and second wave packet, and the second and third.

Figure 7.4 shows the re-approach of the wave packet towards the deflection gate. The final wave packet in Fig. 7.4a becomes more organised, resembling its original shape. As it travels back down parallel to the deflection gate in Fig. 7.4 b , the shape becomes more circular. Note that in this figure, the wave packets represented are not spaced equally apart in time as the final two are closer together. Instead, the movement between top wave packet in the figure and the middle wave packet takes $t=4 \mathrm{ps}$ while the middle and bottom wave packet takes $t=2 \mathrm{ps}$. However, a calculation of the velocity $v=7.28 \times 10^{4}$


Figure 7.4: Four frames of the Gaussian wave packet evolving in time where it can be seen in (a) re-approaching the deflection gate, (b) \& (C) travelling parallel to the deflection gate, and (d) travelling away along a straight edge of potential.
shows that it still similar to the opposite side of the deflection gate. The change in velocity is clearly seen in Fig 7.4c where the wave packets are now equally space in time.

### 7.2.2 Short path

We now continue to simulate the short path where the deflection gate voltage is $V_{d}=$ -0.30 V . However, we note here that as there are significantly less frames, the following simulations have a time step of $\delta t=0.5 \mathrm{fs}$.


Figure 7.5: The short path of the TOF experiment where a voltage $V_{d}=-0.30 \mathrm{~V}$ is applied to the deflection gate.

Figure 7.5 shows the four frames used to simulate the wave packet along the short path of the TOF experiment. The initialised wave packet in Fig. 7.5a is the exact same as in the long path simulation. We see a similar motion of the wave packet as Fig. 7.2a, however the next frame in Fig. 7.5b continues to go through the region where the deflection gate occupies. Here, the path of the electron begins to bend down and back up. This is not represented in the figure as the wave packets would be too close together for a clear picture. But, the final wave packet in the frame has been stretched and the trail of its path can be seen behind it. This "zig-zag" path that the wave packet follows is also found in the next frame of Fig. 7.5c. Instead of the wave packet stretching due to this path, and as seen in the previous frames, it bunches up very quickly. In the final frame in Fig. 7.5d the
final wave packet is now circular in shape. We saw similar behaviour in the same region of the long path (such as Fig. 7.4c), however the wave packet seemed to have restore itself but does not do so in this simulation.

In Fig. 7.5c we can see that the final wave packet of the frame shows a part of the wave packet has been "detached" from itself. What we are seeing here is the scattering of part of the wave packet into a higher Landau level. This scattering continues into Fig. 7.5d where the final wave packet has the separated portions reaching different points in the frame at the same time.

### 7.3 Discussion

We have shown in this chapter the use of a Gaussian wave packet evolving in time through an external potential which was calculated using the projected surface method for an altered TOF experiment. Prior to the simulations, we showed that the semi-classical analysis allowed us to calculate the instantaneous velocity of the electron at each point in its path and observe physical characteristics that were measured in the experiment. Here, we have taken this further by allowing us to analyse the experiment from a quantum point of view.

Firstly, with both the simulation of the long path and the short path, we an calculate the drift velocity of our Gaussian wave packet in the same time resolved method as the experiment. The long path travelled total distance of $8.8 \mu \mathrm{~m}$ for a total of 145 ps while the short path travelled $3.9 \mu \mathrm{~m}$ for a time of 75 ps . Independently we can calculate the drift velocity over each path as $v_{d}=6.1 \times 10^{4} \mathrm{~ms}^{-1}$ and $v_{d}=5.2 \times 10^{4} \mathrm{~ms}^{-1}$ for the long and short path respectively. The velocities are within the limit of the range of velocities calculated in our semi-classical analysis of the TOF model in the previous section. In those calculations, the average velocity for the short path was lower than in the long path. The difference in distance and time of flight between the two paths is $\Delta L=4.9 \mu \mathrm{~m}$ an $\Delta \tau=70 \mathrm{ps}$ such that the drift velocity is $v_{d}=7 \times 10^{4} \mathrm{~ms}^{-1}$. This value of velocity is higher than the drift velocity calculated from the electrostatic potential calculated in the previous section. The calculation of the distance travelled by the wave packet in path relies on finding the position of its centre. This turned out to be a challenging task, as you can see in the figures of the simulation there were some distortions the shape of the wave packet. In addition to this, we only measured the position of the wave packet at intervals of 1 ps . Thus, for areas where there are large changes in the direction of the wave packets motion, like the zig-zag section of the short path, there are some discrepancies in the true distance travelled.

One of the first observations we can make with these experiments is the variations in the length (in the direction of travel) of the wave packet. We first observed a change in Fig. 7.2b where the wave packet is directed to travel parallel to the deflection gate. Initially, our wave packet begin with a length of 240 nm and as the direction of travel is changed by $90^{\circ}$ it begins to spread to a length of 511.23 nm . After evolving further in time, we see that it reduces in length again, not to the initial length, but to 258.50 nm . This length is consistent in the continued frame in Fig. 7.2c and then the spreading occurs when in the frame of Fig. 7.2d. It seem that the dispersion of the wave packet correlates to the change in direction of motion.

Another characteristic that also changes with the change in motion is the instantaneous velocity which is in agreement with the semi-classical analysis of the trajectory as discussed in Chapter 5). Our first observation of this variation in velocity can be seen in Fig. 7.2b. The three wave packets are spaced evenly apart in time. The second (middle) wave packet moves a smaller distance than the difference in position between the second and third wave packet. However, this does depend on where you measure the distance as the second wave packet has dispersed to over double the original length. We continue to be consistent in our process by measuring the centre as the maximum point as we assume the Gaussian shape is kept. However, as the simulation progresses and the wave packet becomes more distorted (Fig. 7.4a for example), this measurement becomes increasingly more difficult and the accuracy of the measurement becomes weaker. In addition to this discrepancy in the measured centre, the size in computational memory needed for each frame visualising the probability distribution of the wave function is extremely large. This is due to the large discretised grid size required. As a result, we are unable to analyse the wave packet at every single point in its evolution and a more efficient solution is to analyse the wave packet at larger time intervals. However, we know the path of the wave packet is not a straight line and by having large time intervals are we are measuring the distance "as the crow flies" rather than the real distance along the path.

We know from the previous chapter that the trajectory of the electron in the short path is not a simple straight line which goes under the region occupied by the deflection gate. Instead, it is a zig-zag pattern which we can see in the simulations of Fig. 7.5 causes a breakdown in the wave packet. Initially, as the wave packet direction of motion is changed we see some lengthening. This is continued even after getting half way through the simulations. But, the final wave packet in Fig. 7.5c shows the wave packet bunching up. This same behaviour is also observed in Fig. 7.4c of the long path, however, instead of restoring back to a resemblance of its original shape it stays bunched up and circular
in shape. The reason for this could be that the consistent change in the path of the wave packet has thrown it into a higher energy. As energy is conserved, we find that electrons in higher Landau levels have a smaller wave number and in edge channels there is a correspondence between the wave number and the displacement in real space. Therefore, when we see parts of the Gaussian wave packet break apart and travel at different positions relative to the edge, as shown in the Fig. 7.5d, the electron hase jumped Landau level. As the wave packet is spread over multiple energies, there are different parts of it now travelling at different velocities. This could explain the bunching, as the tail end of the wave packet now travels at a higher velocity to the front end, it seems to catch up on itself.

The simulation of this HEQO device has shown to be extremely computationally costly. Even with efforts to reduce the domain size of the full model it still required twelve frames to simulate the long path and the numerical calculations of performing a gauge transformation between each frame. The added complexity also brought by the requirement of a strong magnetic field meant that a large discretised grid of $4096 \times 4096$ points had to be used in a frame domain of $1 \mu \mathrm{~m} \times 1 \mu \mathrm{~m}$ having a discretised spacing, $\delta x$ and $\delta y$, in order for there not to be an overflow with the $k$-space vector in the Fourier transforms. The accumulation of these limits meant that, for time saving purposes, a time step of $\delta t=1 \mathrm{fs}$ was used. The requirement for $\delta t$ is stated in Eq. (6.18) where inputting the parameters of this simulation we have the restriction $\delta t \ll 7 \mathrm{fs}$. In such a case, an ideal time step may be $\delta t=0.1 \mathrm{fs}$ but we would require much more real time to calculate. We performed the short path simulation with a time step of $\delta t=0.5 \mathrm{fs}$ rather than the $\delta t=1 \mathrm{fs}$ used in the long path. The reason for this was that the initial simulations did use $\delta t=1 \mathrm{fs}$ but the breaking of the wave packet occurred, just as is seen in Fig. 7.5c. As there were fewer frames than the long path, a lower time step was used to investigate if this would make a difference. The results improved slightly but the same breaking of the wave packet can be seen as well as the scattering into higher Landau levels. Improvements can be made in this regard but reducing the time step would drastically increase the total run time of the simulation. Although the numerical calculation of these simulations did use parallel coding, there is a limit to the time saved as the time to manage and delegate parallelism increases and redundant computation becomes more prominent.

## Chapter 8

## Quantum point contacts

A quantum point contact is an essential component to electronic interferometry experiments, playing the role of an electronic beam splitter [77]. They help to exploit the wavelike nature of the electron and are prominent in electronic interferometers such as the Hanbury-Brown-Twiss [78], the Hong-Ou-Mandel [79, 80], and the Mach-Zehnder[7, 8, 12] interferometer. Like an optical beam splitter, a quantum point contact will split the path of an electron into two with a non-zero probability of finding the electron in each path.

Quantum point contacts were first realised in 1988 as split gate configurations [81]. It is generally regarded as a narrow constriction created between two electrically conducting regions. More specifically, the width of this restriction is comparable to physical electronic properties i.e. the de Broglie wavelength $\lambda_{B}=h / p$. This first realisation of a quantum point contact was to constrict two-dimensional electron systems into one-dimension. In this chapter we study quantum point contacts under a perpendicular magnetic field [8284] by first observing a simple model with a saddle-point potential created by a split gate based on the design of Refs $[85,14]$ which would later be used to report the first quantum point contact. We then consider a design of our own which will incorporate the features of this simple design but with HEQO characteristics.

Our motivation for this chapter is to study a Gaussian wave packet modelling the hotelectron interacting with the quantum point contact, splitting between a transmitted path and a reflected path. In a perfect scenario, the hot-electron will be split evenly between both paths. Experimentally, however, this is challenging problem as the hot-electrons energy must match with the potential energy of the system to split evenly, giving a very small margin of error. Therefore, we aim to design a quantum point contact where the rate of change of the hot-electron travelling between the transmitted path and the reflected path with respect to the electron's energy is as flat as possible.

### 8.1 Two-gate quantum point contact

Experiments using quantum point contacts proved useful in exploring a quantum-size effect on the conductance which would identify the one-dimensional density of states of electrons confined to a narrow wire [86]. To describe a bottlenecking of the potential, which creates a region where the electrons will become constricted, a saddle point potential can be characterised by

$$
\begin{equation*}
V(\mathbf{r})=b y^{2}-a x^{2} \tag{8.1}
\end{equation*}
$$

given that $a$ and $b$ are positive coefficents. A transmission coefficient for a potential described by Eq. 8.1 is well known (for 2DEGs described by Schrödinger's equation) and with high magentic fields the expression is

$$
\begin{equation*}
T_{n}(E)=\left[1+\exp \left(-\pi \frac{E_{n+1 / 2}\left(\hbar \omega_{c}+\zeta\right)}{l_{B}^{2} \sqrt{a b}}\right)\right] \tag{8.2}
\end{equation*}
$$

given for the $n$th Landau level. We have also introduced a parameter dependent on the magnetic length and coefficients of the of the saddle point potential $\zeta=l_{B}^{2}(b-a)$. As an electron's path coincides with the saddle potential, depending on the energy with respect to the zero point of the saddle, there arises a non-zero probability for the electron to be both transmitted and reflected [87].

We begin by looking at a simple quantum point contact which requires only two surface gates with a negative applied bias. The surface gates are patterned to create a "pinch point" which would manipulate the potential energy at the 2DEG to constrict the possible paths the electron could take. Figure 8.1a shows such a model with the surface gates (gold) laid on top of a AlGaAs/GaAs heterostructure. Unlike the HEQO devices we have studied this far, we will not be observing the motion of the injected electron underneath the surface gates but rather in the regions underneath the free surface (white).

The tips of the triangular points are centred at $y=0$ on the figure and spaced a distance of 50 nm apart along the $x$-axis. This distance was chosen to be larger than the characteristic properties of the electron (magnetic length and Fermi wave length) such that we can have more control over the constriction using negative biases. We also chose the width of these tips at their widest to be 200 nm to reduce the likelihood of quantum tunnelling. In this model, the electron will be injected at the bottom left of the figure, underneath the free surface along the edge channels are formed close to the intersection with the surface gates.


Figure 8.1: (a) A top view of a model of a quantum point contact comprising two surface gates (shown in gold) laid on top of a free surface (shown in white) of a AlGaAs/GaAs heterostructure. The gates are shaped as triangular points symmetrical about the origin and with a distance of 50 nm apart. (b) The electrostatic potential of the quantum point contact model with a voltage $V_{g}=-1.5 \mathrm{~V}$ applied to both surface gates. The parameters shown in Table 3.1 are used for the heterostructure.

Although there is no etching in this model to worry about, we can still use the projected surface method to calculate the electrostatic potential as it is easier to apply the window functions to the geometry of the surface gates. The only difference here is that we project straight down through the heterostructure to the 2DEG. Figure 8.1b shows the resultant potential energy for our model with a voltage of $V_{g}=-1.5 \mathrm{~V}$ applied to the gates. The large negative bias creates a pinch point in the potential, with a narrow bridge that runs across the origin of our model.

The resulting saddle potential created by these surface gates has a zero point exactly at the origin. We set as an arbitrary energy $\Delta E=0$ for this zero point. Figure 8.2 shows the contour lines of electrons injected at the zero point of the saddle potential created with a surface gate voltage $V_{g}=-1.5 \mathrm{~V}$. Labelled are the outermost paths injected at $\Delta E=-0.1 \mathrm{eV}$ and $\Delta E=0.1 \mathrm{eV}$ for the transmitted and reflected paths respectively. The inner paths are injected at $\Delta E=-0.05 \mathrm{eV}$ and $\Delta E=0.05 \mathrm{eV}$ respectively. We can already start to see from this figure, semi-classically, this non-zero probability of the transmission changing $E>0$ and $E<0$ that is shown by Eq. 8.2.

Figure 8.3 shows the probability distributions for a Gaussian wave packet at multiple times in the dynamic simulation. The wave packet is initialised at $t=0$ ps. For times $t=0.5 \mathrm{ps}$ and $t=1 \mathrm{ps}$ the wave packet follows the contours of the potential towards the quantum point contact. We can already see at $t=1 \mathrm{ps}$ that the wave packet starts to


Figure 8.2: The paths followed by electrons injected at arbitrary energies defined about the zero point (i.e. $\Delta E=0$ ) of the saddle created by the surface gates (dashed, gold lines). The paths for electrons with injected energy $\Delta E<0$ are transmitted through the quantum point contact while those with $\Delta E>0$ are reflected. The outer most transmitted and reflected paths are found at an injection energy $\Delta E=-0.1 \mathrm{eV}$ and $\Delta E=0.1 \mathrm{eV}$ respectively (labelled). The inner paths are plotted for $\Delta=-0.05 \mathrm{eV}$ and $\Delta E=0.05 \mathrm{eV}$ respectively. The instantaneous velocity is represented by the colour map within each path.
deform, with the front starting to bunch up and lose its symmetric Gaussian appearance. A snapshot of the wave packet splitting is shown at $t=1.5 \mathrm{ps}$ where we can see the top and tail of already starting to spread into the transmitted path and the reflected path. The transmitted and reflected wave packets are labelled with the time stamps $t_{T}=2 \mathrm{ps}$ and $t_{R}=2 \mathrm{ps}$ respectively. In this model we have shown a $50 / 50$ split between the two paths. Both of the split wave packets have spread out in length after travelling around the saddle potential produced by the quantum point contact. The initialised wave packet has a length of 200 nm but now it is measured to be over 300 nm . We can see a reason for this spreading is due to the variation in velocity around the centre of the saddle potential. The change in the distance the wave packet travels from $t=0 \mathrm{ps}$ to $t=1 \mathrm{ps}$ is generally the same. However, the distance travelled between $t=1 \mathrm{ps}$ and $t=1.5 \mathrm{ps}$ is relatively less indicating a reduction in velocity. This pinch point around the quantum point contact is reminiscent of the transition path in the TOF experiment where the reduction in velocity was shown to be large. Figure 8.2 shows for the multiple energy paths the instantaneous velocity within our model. As both wave packets exit the quantum point contact the respective tops travel along paths where there is an increase in the instantaneous velocity.


Figure 8.3: Dynamic simulation of a Gaussian wave packet initialised in the potential represented in Fig. 8.1b from $t=0 \mathrm{ps}$ to $t=2 \mathrm{ps}$. The Transmitted wave packet goes through the quantum point contact and labelled by the transmitted time $t_{T}=2 \mathrm{ps}$ and the reflected wave packet is deflected and labelled by the reflected time $t_{R}=2 \mathrm{ps}$.

Thus, there is a large spreading which includes a bulk probability distribution.

Figure 8.4 show the transmission for multiple wave packets with variations in the initialised energy for three voltages applied to the surface gates. As the energies are arbitrary, they have been reduce to zero such that the $\Delta E=0$ is the zero point of each saddle potential produced by each voltage $V_{g}=-0.5,-1.0$, and -1.5 V , shown as the red, blue, and green line respectively. The transmission was measured by calculating the sum $|\Psi|^{2}$ for each half of the domain split by the centre of the quantum point contact. For lower absolute values of $V_{g}$, the width of the saddle potential is much wider. This increased width offers more regions of energy that split the wave packet to be transmitted and reflected. This is shown by a slower rate of change in the Transmission for injected energies. The trend follows for increases in absolute values of $V_{g}$ creating a larger difference between transmission and reflection.


Figure 8.4: The transmission of an electron injected at an arbitrary energy $\Delta E$ where $\Delta E=0$ is the zero point of the saddle potential. For $\Delta E<0$ we observe a higher probability of the wave packet being transmitted through the quantum point contact, while for $\Delta E>0$ we observe a higher probability of the wave packet being reflected.

The use of two depletion gates being used to constrict the potential is a simple and controllable way to create a quantum point contact. The variation in the voltage allows for a saddle potential which can be manipulated to allow either a wider or narrower constriction. By first identifying the zero point of the saddle potential within our electrostatic model, we were able to find contour lines where we would observe the paths of injected electrons. This semi-classical analysis showed that the transition between being transmitted and reflected is rather small in the energy range, within 0.1 eV around the $\Delta E=0$ for a voltage of $V_{g}=1.5 \mathrm{eV}$. This difference is studied in more detail by Fig. 8.4 where the Transmission showed a much quicker transition between being transmitted and reflected in a range of 0.08 eV . However, looking at the opposite end of the scale, for $V_{g}=-0.5 \mathrm{~V}$ in the same figure, there is a much slower transition. The energy range we studied is not fully captured by the figure but is larger at a range of 0.12 eV , an increase of $50 \%$ for a decrease in voltage $V_{g}$ of $66 \%$.

The transmission represented for $V_{g}=1.0 \mathrm{~V}$ in Fig. 8.4 matches with the trend. However, there seems to be a discrepancy for values of $\Delta E>0$. This region represents the
reflected path of the wave packet. Looking at Fig. 8.3, although this is the dynamic simulations for $V_{g}=-1.5 \mathrm{eV}$, it still shows that the reflected wave packet has a large change in direction. This is also shown in Fig. 8.2 where the path at $\Delta E=0.05 \mathrm{eV}$ has a sharper change in direction at the quantum point contact, as opposed to the other paths. This large change in direction can be damaging to the simulation as it can throw the wave packet into higher energies. The simulations were performed with a time step of $\delta t=0.5$ fs but by halving this, it may increase the accuracy of the simulations and therefore account for this discrepancy in the results.

Although this model does not show the distinct features of a HEQO device i.e. depletion gates and etching, it does offer valuable insight in important features of a quantum point contact. The width of constriction plays an important role such that a wider saddle potential can give a larger region for an injected electron to be split. We have also seen, as a secondary feature, how there is a reduction in velocity in the region encompassed by the saddle potential. In order to apply this to HEQO devices, we want to look to design a quantum point contact where an electron can travel in a region which is energetically and spatially separated from background electrons, rather than travelling near the 2DEG as in the case of this model.

### 8.2 Hot-electron quantum point contact

The model in the previous section utilised surface gates to squeeze the potential felt at the 2DEG and constrict the pathways of the electron such that there would be overlapping. However, that quantum point contact was not made for hot-electrons. Here, we introduce a design of a quantum point contact where which uses the fabrication techniques often used with HEQO devices: etching and surface gates.

The model will require a similar patterning of gates and etching in order to create a saddle potential. We showed in the Chapter 5 that, when compared to the TOF experiment, the hot-electron will travel close to the etched region, underneath the depletion gate. As such, we will use the etching technique in our mode to create the constriction. Figure. 8.5a shows our model, where there are essentially two islands of etched mesa connected by a small, constricted area centred about the origin. In this model, one of the points in the quantum point contact is placed at $(x, y)=(0,0)$ while the other point is placed at $(x, y)=(-50,50) \mathrm{nm}$, for a total distance of 70.7 nm apart. A depletion gate is overlaid, using the same width of $w_{g}=500 \mathrm{~nm}$ from the edge of the exposed, etched sidewall with an applied voltage $V_{g}=-0.25 \mathrm{~V}$. Using the projected surface method we


Figure 8.5: (a) A top-view of a model of a quantum point contact fabricated using etching and applied surface gates. The etched regions (shown in blue) leaves two islands of etched mesas (shown as the regions of white and where the depletion gates reside) connected by a small constricted part around the origin. In this particular model, the two vertices of the etched regions closest to each other about the origin are separated in the $x$ direction by $\delta x=50 \mathrm{~nm}$ and in the $y$ direction by $\delta y=50 \mathrm{~nm}$. (b) The electrostatic potential calculated using the projected surface method of the model (a) within the domain of $-0.25<x<0.25 \mu \mathrm{~m}$ and $-0.75<y<0.25 \mu \mathrm{~m}$.
can create window functions for the depletion gates, ethced mesa, and etched region to calculate the electrostatic potential shown in Fig. 8.5b. As with the previous quantum point contacts, the defining saddle potential has a zero point found directly in the centre of the two points. In this section we will take the electrostatic potential we calculated in the previous sections and apply our dynamic simulation calculations. We will initialise Gaussian wave-packets, used to model our hot-electrons, at multiple energies and observe the change in the transmission coefficient given in Eq. 8.2.

As we have observed in the previous chapter, the simulations require a region where the potential is translationally invariant in the direction of travel for the entire length of the wave-packet. Because of our choice of using the Landau gauge in the $y$-direction, we use a domain of $1 \mu \mathrm{~m} \times 1 \mu \mathrm{~m}$. Figure 8.5 b shows this potential where you will observe that the centre of the saddle point sits in the region $y>0$ and we have a long run in at the


Figure 8.6: The calculated paths that would be taken by an injected hot-electron for an energy $E$ around the quantum point contact. An energy range of $0.50<E<0.75 \mathrm{eV}$ is shown and a transition point between the transmitted and reflected paths is found between $0.60<E<0.65 \mathrm{eV}$. The centre of the saddle point is found at $x=0.025 \mu \mathrm{~m}$ and $y=0.025 \mu \mathrm{~m}$.
bottom where the potential is uniform i.e. for $y<0$, the electrostatic potential looks like it is translationally invariant in the direction of motion $y$. Unlike with the TOF simulations, we are only interested in the small region around the QPC to show the transmission and reflection of the wave packet. As such, we can afford to be explore the simulation a bit more with a larger discretised grid and hence a full range of magnetic fields, unlike with our TOF experiment.

Figure 8.6 shows the trajectories of four paths the hot electron could take around the zero point of the saddle point potential. For the outermost paths the maximum injected energy is $\Delta E= \pm 0.02 \mathrm{eV}$ and the inner paths represent energies at $\Delta E= \pm 0.01 \mathrm{eV}$ respectively. In comparison to the two-gate quantum point contact shown in Fig. 8.2 of the previous section, the difference in the rate of change of direction between the transmitted path (travelling through the quantum point contact and going right) and for the reflected path (going left) is far greater. Here we can already see that a wave packet spread over equally in the two paths will have a well defined splitting in the wave packet. These trajectories also have a colour map representing their instantaneous velocities for a given position the path. Again, we observe that around the zero point there is a large slowing


Figure 8.7: Dynamic simulations of a Gaussian wavepacket initialised at an energy $\Delta E=0$ and with a magentic field of $B=5 \mathrm{~T}$. A discretised grid of $2048 \times 4096$ was used with a difference of $\delta x=\delta y=0.244 \mathrm{~nm}$ between each point. (a) shows the initialised wavepacket at $t=0$ progressing as labelled in figures (b), (c), and (d) to a final time $t=2.5 \mathrm{ps}$.


Figure 8.8: Dynamic simulations of a Gaussian wavepacket initialised at an energy $\Delta E=0$. A magnetic field of $B=11 \mathrm{~T}$ is applied perpendicular to the $x y$-plane. Compared with the initialised wave packet from Fig. 8.7a the width of this wave packet is much narrower but the splitting is more defined when compared to Fig. 8.7d. The time taken to the splitting of the wave packet is $t=7 \mathrm{ps}$ which is much slower than the $t=2.5 \mathrm{ps}$ of the $B=5 \mathrm{~T}$ simulation.
down in the velocity and then accelerating again when passing the quantum point contact.

In Fig. 8.7 we show the probability distribution of the Gaussian wave packets in the electrostatic potential shown in Fig. 8.5b. We note here that electrostatic potential we implement into the dynamic simulations is identical to this figure but the domain in Fig. 8.7 has changed for ease of transformation from real space to Fourier space. Here we have initialised the centre of the wave packet in the position $x=52 \mathrm{~nm}$ and $y=-250 \mathrm{~nm}$. For this figure we have used a magnetic field $B=5 \mathrm{~T}$. The initialised point offers a uniform potential for all of the wave packet in the $y$ direction. The wave packet travels initially unperturbed as it travels towards the quantum point contact. However, as it gets closer to the centre of the saddle point we observe a "bunching" of the wave packet. Each frame shown in the figure has equal spacing in time steps $\delta t$, showing that there is a slow down in the velocity of the wave packet. This will explain the bunching as the length of the wave packet experiences different instantaneous velocities at different points, we find the front will slow down while the velocity of the back is still high. As a comparison of simulations
for magnetic fields, Fig. 8.8 shows the wave packet initialised at $\Delta E=0$ but now with a magnetic field of $B=11 \mathrm{~T}$. The initial wave packet, in comparison to the $B=5 \mathrm{~T}$, has a much narrower width representing a stronger confinement of the wave packet in the potential. We can also see from the figure that the time taken for the wave packet to split is $t=7 \mathrm{ps}$ while for $B=5 \mathrm{~T}$ it was $t=2.5 \mathrm{ps}$, showing the effect that the magnetic field has on the velocity.

As the wave packet is spread over multiple energies and we have initialised it close to the $x$ value of the centre of the saddle point, we can see that parts of the wave packet will start to follow both paths that are either transmitted or reflected. In this exemplary figure, the splitting is $50 / 50$ such that we have equal probability distributions travelling in either path. An interesting observation is the spreading of the wave packet after coinciding with the quantum point contact. As with the bunching at the centre of the quantum point contact we also see that parts of the wave packet have different instantaneous velocities as it leaves the quantum point contact as well causing this spreading. Immediately after the quantum point contact the velocity of the path will go back to the average velocity on straight edge-channels. Comparing with trajectories of the hot electron in Fig. 8.6 we can see how this bunching comes into effect. At the bottom of the figure the paths are all close to one another but as they reach the zero point the difference in position is much larger. This spreading in the distance of the energies mean that wave packets spread over multiple energy levels will start to spread with it. The increase in distance between each path also corresponds to a lower gradient in the electrostatic potential and hence a lower velocity, which explains the reduction velocity around the zero point.

For the previous simulation we use a magnetic field strength of $B=5 \mathrm{~T}$, strong enough to put our system into the quantum Hall regime. However, HEQO devices can use stronger magnetic fields as high as $B=14 \mathrm{~T}$ [45]. A higher field strength can contribute to a stronger confinement of the electron and suppress LO-phonon emission [48]. In Fig. 8.9 we show the transmission for the arbitrary energy $\Delta E$ for two magnetic field strengths, on either end of the spectrum for the strong field quantum Hall regime. For $B=5 \mathrm{~T}$ (orange) we see there is a low, sloping gradient that that goes from $T=0.95$ to $T=0.08$ within a change of 40 meV . However, when we look at simulations where there is stronger magnetic field at $B=11 \mathrm{~T}$ (blue) we see a sharper change in the transmission. In particular, we observe a quicker rate of change around the centre at $\Delta E=0$ where $T=0.50$. We can see why this is with the change in the width of the wave packets for both magnetic fields in our simulations. The spreading of the wave packet over less energy levels reduces the number of these semi-classical paths and hence the change between fully transmitted and fully reflected happens at a higher rate of change.


Figure 8.9: Plot of the transmission rate through the hot electron quantum point contact. The electrostatic potential for this simulation is shown in Fig. 8.5b. Two magnetic field strengths of $B=5 \mathrm{~T}$ (orange) and $B=11 \mathrm{~T}$ (blue) were used. The higher magnetic field showed a sharper constriction causing the transmission rate of change to increase.

### 8.3 Realistic quantum point contact

Our design of a quantum point contact for hot-electrons was fabricated using etching and a depletion gate. Although the depletion gate could be used to control the height of the saddle-point potential barrier, it was the etching which created the saddle shape required to split the path of the electron in two. We now look at another design, which also gives us the characteristics we require for hot-electrons, but now more controllable.

Figure 8.10 shows a top view of a model of a quantum point contact provided by Masaya Katoaka and Patrick See. This is part of an electronic Mach-Zehnder interferometer and more specifically it is the first quantum point contact. Our first observation is that the design is reminiscent of the deflection gate of the TOF experiment in Chapter 7. We have two deflection gates (in grey) alongside an etched region (green) which forms the edge channels in which our hot-electrons are found energetically and spatially separated from background electrons. However, instead of having a pinch point to constrict the potential and deform the electron path we have beamsplitter gate (red). Depending on the negative bias applied to the gate, the electron can either be transmitted through or reflected away. As with the deflection gate of the TOF experiment, the difference in


Figure 8.10: A design of a quantum point contact taken from a model of a Mach-Zehnder interferometer, provided by Masaya Kataoka and Patrick See.


Figure 8.11: Probability distribution of simulated wave packets modelled on the design represented by Fig. 8.10. The simulation is initialised in the top left of the figure, underneath the depletion gate. As it travels towards the beamsplitter gate it spreads through both the reflected and transmitted paths.
the electrostatic potential around the gate creates much more subtle variations than the saddle point potential created by the previous models of quantum point contacts in this chapter. This can be seen by the contour lines in Fig. 8.10 where the path in which the electron will be transmitted (carry on travelling to the right of the figure underneath the depletion gate) and has a much smaller change in direction. It looks as if it is travelling in saddle point potential which has been stretched out in the $x$ direction of the figure. In comparison the reflected path (which travels underneath beamsplitter gate in the $y$ direction) has a sharper change in direction.

We have already seen in the previous simulations and semi-classical analysis that the velocity of the wave packet is very slow when travelling around the zero point of the saddle point potential. We also saw in the previous simulations that the slow down in the velocity created a large dispersion in the wave packet. Figure 8.11 shows the simulations of a wave packet initialised in the model of Fig. 8.10 where the wave packet begins on the furthest left of the figure and follows the arrows to the final wave packet on the furthest right. In this simulation we have overlapped two separate domains which required a Gauge transformation between the two. Each simulation was performed in a domain of $0.5 \mu \mathrm{~m}$ in the y direction and $2 \mu \mathrm{~m}$ in the $x$ direction. In the figure, the wave packet begins like all previous simulations in a uniform and Gaussian shape. However, at the intermediate point of the simulation, during the approach to the splitting point in the electrons path, the wave packet rotates as if it is travelling sideways. This carries on further until the wave packet has dispersed down both the transmitted and reflected paths.

The shape of the saddle point that this model creates is clearly not as well defined as previous models. Because of this we see that the spreading of the wave packet takes place before the the zero point of the potential. Unlike previous simulations, the spreading is now occurring at a perpendicular direction to the direction of motion of the wave packet. Although we saw in the TOF simulation that the wave packet can be scattered to higher Landau levels, it does not show the characteristics of that here. Instead, we are seeing the bunching which took place in previous quantum point contacts where there was more area of the potential with the same energy but now it is occurring further out in the paths from the zero point. Because of this, the wave packet is splitting into two paths much earlier than expected. We can see this in the semi-classical picture of Fig. 8.10 where the paths are distributed evenly in the area where the wave packet is initialised but move closer together just before the zero point.


Figure 8.12: Redesign of the quantum point contact in Fig. 8.10 where two protrusions in the shape of triangular gates are added to the top depletion gate and the beamsplitter gate. We have used the same types of gates such as the depletion gate (grey) and the beamsplitter gate (red). The etched region (green) also remains unchanged. The distance between each triangular point is 25 nm .

### 8.3.1 Redesign

The slow velocity and the dispersion of the wave packet makes it much more difficult to measure the transmission rate for a quantum point contact of this design. This is because the simulation requires a lot more time to run in order for the wave packet to be completely split apart. However, we can expand on this realistic model to try and redesign this quantum point contact using the characteristics of previous models. We now take the opportunity to take what we have learned from sections 8.1 to attempt a redesign of a realistic quantum point contact.

From section 8.1 we found that when there was a larger voltage applied to the two depletion gates, there was a stronger constriction in the potential. This created a steeper rate of change in the transmission between fully transmitted and fully reflected. Although


Figure 8.13: Simulation of the redesigned quantum point contact from the model in Fig. 8.12. Note that there is scattered wave packet around the initialised wave packet (furthest left) which originiates from the final wave packet (furthest right) reaching the edge of the periodic boundary conditions.
it meant a smaller region of energy would give a close to $50 / 50$ split of the wave packet, it does mean that there would be two well defined wave packets after the splitting. Because of this, we have created a model for a quantum point contact where we have altered the top depletion gate and the beamsplitter gate such that there is a pinch off point to create a more constricted saddle point potential. This redesign can be seen in Fig. 8.12 where essentially two triangular points are modelled with the tips of each triangle at a very narrow distance of 25 nm apart. One of the observation we made in the previous quantum point contact was the distortion in the saddle point potential which, when looking at the paths the wave packet would travel, elongated the zero point. This distortion slowed down the wave packet and meant the spreading was slower. Due to this, the addition of the triangular point on the top depletion gate has been made to be sharper than the triangular point on the beamsplitter gate to reduce that distortion. the voltage applied to the depletion gate and the beamsplitter gate are the same as the original design where we have $v_{g}=v_{b s}=-0.65 \mathrm{~V}$. We also continue to use a magnetic field strength of $B=5 \mathrm{~T}$.

Figure 8.13 shows the simulation of the wave packet in the redesigned model of the quantum point contact. The initialised wave packet is at the most left of the figure and progresses in equal time steps to the right, ending at the final wave packet on the most right of the figure. To help with the size of the domain of the simulation, the adapted triangular gates were placed such that the saddle point potential it creates is moved closer to the etched region in order to fit within a smaller domain. The motion of the wave
packet is largely the same as the original model, however the distortion in the shape of the wave packet occurs much closer to the zero point of the potential where the splitting occurs. If the simulation in Fig.8.13 continued, we would see the eventual splitting of the wave packet. This simulation shows that the inclusion of the triangular shaped gates has manipulated the trajectory of the wave packet by keeping the distance between the path of different energy levels consistent for longer before splitting into different directions.

## Part IV

## Conclusion and outlook

## Chapter 9

## Conclusion

In this thesis, we have explored in detail the process of modelling HEQO devices and performed simulations of the motion of the electron in realistic experiments. The experiments in question do not know how an electron behaves before their detection, so the work shown here provides some theoretical insight into this world. Overall, the use of hot-electrons has raised some challenges in comparison to cold-electrons. However, we have shown that it is possible to overcome these challenges and have laid the ground work for future work to progress quickly.

### 9.1 Conclusion

In part II, we studied separately the fabrication techniques of etching and application of surface gates to show how changes to the surface of an AlGaAs/GaAs heterostructure would affect the electrostatic potential within. This concluded that in order to find how the electrons are confined we would need to solve the Laplace equation. Following the work of Davies in Ref. [47] \& [32] we introduced a method which we call the projected surface gate method. This allowed us to model the electrostatic potential at the depth of the 2DEG in a closed form equation for any HEQO that uses both etching and applied surface gates. We envision this method to be very useful in the pre-fabrication stages of an experiment. This method only requires information on what the top surface of the device looks like i.e. the window functions of the etched region, etched mesa, and the surface gate. This takes away the need to create a full three-dimensional CAD model which would then be needed for other method such as the FEM to calculate the electrostatic potential. This method also prove particularly useful when there are variations to the applied voltage to surface gates. The projected surface method is an additive calculation, which is to say that if there is a change in the voltage of a surface gate, we can perform the method for a window function of just that surface gate and add it to the full calculation. For example,
in the TOF experiment, for multiple voltages of the deflection gate, we can calculate the electrostatic potential for the whole system and then when we want a new result for a different value of $V_{d}$ we can just perform the method on that gate only and add (or subtract) the resulting electrostatic potential from the previous result. This greatly speeds up the process over methods such as the FEM which would require a re-calculation of the entire model.

To test the accuracy of the projected surface method we compared the results to an exact solution of the FEM. When comparing to our two-dimensional and three-dimensional models we saw that there was a consistent area which led to differences. The regions in the 2DEG close to the exposed sidewall of the etched mesa showed differences between the two methods. A main contributor to this could be the size of meshing required by the FEM, which is mostly down to computational cost. The depth of etching is 60 nm , which extremely small when considering micron scale of the full device. As such, for accurate calculations which taken into account the full effect of the boundary conditions on the exposed etched sidewall, a very small meshing is required. The projected surface method, however, bypasses this boundary condition in order to get an approximation of the electrostatic potential at the depth of the 2DEG. When comparing with the FEM, in the TOF analysis, the region where we observe electrons with similar injected energies to our model is far away from the etched sidewall and closer to regions where the FEM and the projected surface method align better. This may become an issue if we were to find the hot electron has a higher energy in the experiment which correspond to a region closer to the etched sidewall. In such a case, it may be ideal to perform the projected surface method multiple times through the model. This would allow us to implement some boundary conditions imposed on the etched sidewall. However, we would need to consider the limitations in the depth of the projection in order to obtain accurate results. We only considered shallow etching in this thesis, but this method could be applied to deep etching (where the etching is performed past the 2 DEG ), and in such a case multiple projections would be needed.

One of the advantages we discuss of the projected surface method over the FEM is the computational cost. Obtaining similar results for the full TOF model by solving the full Poisson equation requires us to work in a 3D domain. With linear dimension $L$, a multi-grid method to a fixed error tolerance takes resources of $O\left(L^{3}\right)$ [88]. Turning to the projected surface method, we see from Eq. (4.6) that to evaluate the potential at a single point in the 2DEG involves two integrations over $L^{2}$. To obtain the results presented here we have used a direct summation to evaluate these integrals. This approach is rather inefficient and evaluating the integrals this way scales like $O\left(L^{4}\right)$. If instead we were to use e.g. Simpson's rule, the cost of evaluating these integrals reduces dramatically and the
total cost of this method is $O\left(L^{3}\right)$, i.e. comparable with multi-grid. This can, however, be improved further. Firstly, the types of device in which we have studied in this thesis have a potential at $-h$ that consist of a few distinct regions, each with a fixed voltage. Provided these regions are polygonal, the projected potential at $z=0$ from these sources can be calculated analytically as in [32], just as in the 1D case. Performing this first step analytical leaves just one numerical integral to be performed. Secondly, concerning the number of points that needs to be evaluated, it is clear that we don't need to evaluate Eq. (4.6) over the entire 2DEG as the valid electron trajectories are limited to the edge regions. Indeed considering geometries like the TOF experiment, the number of points that need to be evaluated will scale more like the length of the loop than its area. Taking these two factors into account, the scaling of the projected surface method can approach $O\left(L^{3 / 2}\right)$. This represents a significant speed up over the full Poisson solver.

There is a second speed up, that comes when considering an ensemble of experiments performed at different gate voltages. From Eq. (4.6), we see that the potential at the 2DEG depends linearly on the surface potential which in turn depends linearly on the applied voltages. This means that contributions from etching and different gates can be worked out individually and then combined with appropriate voltage weights. This is seen explicitly in the 1D expression Eq. (5.1) but the same idea applies in 2D. This is advantageous because experiments typically sweep over gate voltages and, in the projected surface method approach, results at different voltages are simple to recalculate. This is in contrast with a full Poisson solver. Especially for devices which used both surface gate and etching, by changing the the voltage applied to a surface gate there will be a change in the boundary conditions on all the surfaces around it. As we have seen, usually the surface gates are laid close to an exposed etched sidewall, which already has complicated boundary conditions. Therefore the FEM would need to re-run the whole calculation afresh for each gate voltage. This feature of the PSM will be particularly valuable in complex structures where optimum voltages can readily be found by sweeping over a large set of gate parameters.

As a result of the electrostatic potential calculated from the projected surface method, we were able to perform semi-classical analysis on the trajectories of the hot electrons in the modelled experiments. This resulted in finding that the instantaneous velocity of the hot-electron varies dramatically throughout the TOF experiment. Although we are observing paths which have arbitrary energy when comparing to the experiment, the result for all energies are the same: there are large changes in velocity caused by the complex geometry of the energetic landscape. An interesting observation was the region around the deflection gate which showed that the transition point in the deflection gate voltage had
two paths align very closely to one another. Experimentally, there is an issue of a broad barrier profile giving not such a sharp convolution with the wave packet in gate based detectors (like the one used on this device). This observation would help tackle the question of the noise from an electron pump, by considering the tunnelling trajectories over the exit barrier. In addition the use of the projected surface method and the subsequent analysis of the electron path could provide quick and easy alterations to the geometry of the deflection gate to understand the tunnelling trajectory [89].

This modelling and semi-classical analysis could play an important role in the design stages of HEQO devices. In particular, the Mach-Zehnder interferometer requires the use of two quantum point contacts as electronic analogues of beamsplitters. The first would split the path of the electron into two and the second would recombine the two paths together. However, as we have seen in our analysis of the TOF experiment, there is a lot of variation in the instantaneous velocity of the hot electron. As such, a Mach-Zehnder interferometer designed such that the chiral edge states follow the exact path of the photonic analogue may not provide identical variations of velocity in order for the hot-electron two paths to recombine at the same time. This is where the importance of the efficiency of the projected surface method allows for a quick calculation of the electrostatic potential of the system. Multiple designs could be made and analysis of the velocity easily calculated. The information of the model provides the distance and velocity of each path to calculate the time of arrival at the second quantum point contact.

In part III we follow the work of Andrea Bertoni to model an electron as a Gaussian wave packet and simulate how it will evolve in time around a potential landscape we calculate using the projected surface method. The numerical method was first demonstrated for a confining potential modelled as a Fermi distribution where we show the wave function can be converted into an edge state wave packet and how the spreading over multiple energies demonstrates its evolution. We have shown that the discretised grid has requirements in its size dependent on the magnetic length which gets smaller as we increase the magnetic field strength. Because of this to simulate hot-electrons it becomes very computationally costly as we require each domain to be limited to 4096 by 4096 points in a domain size of 1 micron by 1 micron. This proved tricky when simulating large devices such as the TOF experiment where the domain was 5 microns by 5 microns. As such we are able to take segments of the full potential and observe how the wave packets evolve in this small section. We then apply gauge transformations to move it to another segment, or frame, and carry on the simulation. Numerically calculating all this proved to be a time consuming task and we showed that for a TOF experiment with a reduce path length, it required at most twelve frames with eleven gauge transformations. As the wave packet
evolved through the system it become apparent that the integrity of the wave packet became more disordered as time went on. When performing the gauge transformations we had to essentially cut and paste an area around the wave packet into the next frame of the simulation. For ease of calculation, this cut and paste was done in quartered segments of each frame. As such, the transfer of $100 \%$ of the wave packet was not possible. In the final frame of the long path we found $\sum|\psi|^{2}=0.976$, losing $2.4 \%$ of the total probability distribution. As a comparison, the short path only lost $0.4 \%$ of its total sum of the probability distribution. Although not detrimental to the accuracy of the simulation, it does mean that for future simulations in a larger modelled device it can become a problem.

In addition to the increase in computational cost due to increased grid size, the simulations have a restriction in the value of the time step between each evolution. For parameters of our models, this limit was given as $\delta t \ll 7 \mathrm{fs}$. The simulations we have shown have used a value of $\delta t=1 \mathrm{fs}$ which, although smaller than the limit, is not order of magnitudes smaller. To see how this would affect the results in chapter 7, we used a time step of $\delta t=0.5 \mathrm{fs}$ for the simulations for the short path as there were over half as many frames needed than for the long path. However, even with this smaller time step the wave packet began to break up and become disordered even from the third frame. The same set of simulations were performed for the short path with $\delta t=1$ fs were performed but the same result occured. Although, we showed in chapter 5 that the paths around the deflection gate were extremely varied, the consecutive changes in direction could have thrown the wave packet off its initialised path. From our experience with the simulation, if a wave packet is left to run on a simple straight edge of a confining potential it will not distort as much as shown in the TOF simulation. The size of the devices also required a large amount of time steps to be calculated which, with the minute error for each step, accumulates to create large errors. This can be seen particularly in the long path of the TOF simulations for the final frames and even in the final frame of the short path. This is also exaggerated by the total number of gauge transformations required.

Overall, the simulations for the TOF experiment offered insight into the quantum transport properties of the hot electrons through the device. As the purpose of the TOF experiment is to measure the drift velocity of the hot electron, we pursued the same objective in the simulation. This provided us with good approximations to the experiment where we were able to get results for the drift velocity, calculated using the same method as the experiment, within the right magnitude. However, for this calculation we relied on calculating the distance the wave packet travelled. As the wave packet is Gaussian we assumed that the centre of the wave packet would be the maximum value of $|\psi|^{2}$ and we could track this value throughout the simulation. This proved challenging when we
found that over time, the Gaussian like properties of the wave packet began to deteriorate. Although we were being consistent with our calculation of the centre of the wave packet, it may not be the most ideal method. In light of this, a different approach which may be better for future simulations is a method of finding the outer most points of the wave packet in the $x$ and $y$ direction and drawing a line between each point in its respective axis. The intersecting point of the two lines could then be used as the new centre. This method would be adjustable for wave packets that become extremely disorganised.

In addition to the discrepancy of calculations for the centre of the wave packet, the distance we calculate between each time in evolution may contribute to an error in the distance. Taking a snap shot of the wave packet in a grid size of $4096 \times 4096$ and finding the centre wave packet calculation is computationally costly. For this reason, the calculation is not done for every step in time $\delta t$ but for every $1000 \times \delta t$. In regions where the wave packet is travelling in a translationally invariant system in the direction of motion, this is not a problem. But, for more complex systems it would mean we are calculating the distance more "as the crow flies" rather than following the exact path. Future simulations would need to consider this depending on the model in question and make adjustments. This could be done by reducing the total time between each point we observe in the wave packet evolution.

Finally, we exploited these simulations further to simulate the behaviour of a single electron around a quantum point contact. In the study of electron interferometry, quantum point contact are an essential component forming the electronic analogue of a beamsplitter. Our initial model of quantum point contact was one that would not be used in HEQO devices and was used more as a proof of concept. The two depletion gates would create a pinch point in the shape of a saddle-point potential, constricting the 2D domain into a 1D domain at the centre. This model provided us with the foundation of using these numerical calculations to simulate how a Gaussian wave packet would interact with a realistic quantum point contact. As it wasn't based on a HEQO experiment, we used a lower magnetic field to lessen the computational cost. We then wanted to design a simple quantum point contact which used the characteristics of etching and depletion gates which are used in HEQO devices. Learning from the cold-electron quantum point contact, an etched constriction was modelled with a depletion gate covering it which allowed for some control over the value of the potential. This created a saddle point much like the prior model but now provides the characteristic spatial and energetic separation from background electrons. As HEQO devices also require strong magnetic field strengths we look at two sets of simulations for field strengths $B=5 \mathrm{~T}$ and $B=11 \mathrm{~T}$. From the transmission equation, which has a dependence $\exp \left[-1 / l_{B}\right]$, an increase in magnetic field
means a decrease in the magnetic length and hence an increase in the rate of change of the transmission possibility from transmitted to reflected. Our simulation shows this result and the comparison with a lower, but still strong, field strength of $B=5 \mathrm{~T}$.

From these two initial models of quantum point contacts we noticed that the probability distribution of the wave packet began to bunch up and change its shape as it approaches the zero point of the saddle point potential. For both models we performed semi-classical analysis on the trajectories for hot electrons with energies close to the zero point. This gave us a clearer picture of why the bunching of the wave packet occurred as we observed that in areas away from the saddle point, the paths were uniform and equally spaced in energy. However, the approach towards the zero point caused them to spread. The wave packet is initialised over multiple energy levels and as the trajectories for each energy spread, so will the probability distribution over a larger space. This analysis would prove useful in initial modelling of a quantum point contact. Depending on the characteristics one could exploit the manipulation of the electrostatic potential, and hence the potential energy, to get the desired characteristics from their design.

We then set out with our final model of a quantum point contact, the design of which was provided to us by Masaya Kataoka and Patrick See. From our analysis on the TOF experiment, this design looked reminiscent of the deflection gate used in that experiment. The use of a deflection gate was found to have an interesting deflection point which, from the semi-classical analysis, looks similar to the transitions in path around a quantum point contact. However, for this design in particular the depletion gate (labelled a beampsplitter gate) created a saddle-potential where the zero point looks to be elongated. This resulted in the wave packet in our simulations slowing down to very low velocities and spreading into both paths without a clear defining separation within the domain of the model. However, the simulations showed that the splitting of the wave packet was not well defined and that the shape of the saddle point potential due to this model was distorted. This led to a redesign of this quantum point contact, inspired by the previous models we have studied. It allowed us to make positive progress in identifying characteristics we wish to exploit in quantum point contacts. By integrating triangular geometries to the depletion and the beamsplitter gate, we were able to manipulate the trajectories of the wave packet to be more uniform and equally spaced closer to the zero point of the potential. However, we still had the same result of a less defined splitting in the wave packet. As such, it would be ideal to implement etching into this model, but a question would arise on whether such detailed fabrication can be performed at such a small scale. Our simulations restrict us greatly in the size of the domain we want to observe and so designing a quantum point contact which is part of a much larger model is challenging.

These simulations provide interesting insight into the characteristics of quantum point contacts and how they should be applied when fabricating interferometers. For example, the Mach-Zehnder interferometer requires two quantum point contacts, one to separate the paths of the electron and one to recombine them. Our simulations and analysis have shown that, for HEQO especially at high magnetic fields, the range of energy the hotelectron must be emitted at is very small to obtain a $50 / 50$ split. This obviously provides draw backs as a higher magnetic field provides a stronger confinement and is thought to suppress LO-phonon emissions. The use of etching also creates difficulties in controlling the constriction and so the use of a depletion gate to control the path of the electron could be viable. In particular, the slow down in the velocity could prove useful for the second beamsplitter of the Mach-Zehnder interferometer, as it spread the probability distribution over a large area and create more of a chance for the split electron to recombine.

The biggest limitation to the simulations of the quantum point contacts were the domain sizes. For the first two models which created saddle point potentials using either two depletion gates or a depletion gate and etching, this was not a problem as we were able to control these sizes and where we can represent the potential in the simulation. However, for the realistic quantum point contact we are unable to change or adapt the model to fit in with our simulation size restrictions. Because of this we had to use a lower magnetic field in order to fit in as much of the region around the saddle point potential as possible. Even so, the simulations ended abruptly after the wave packet spread into both paths as it become difficult to perform a Gauge transformation for the required next frame. The simulated quantum point contact is part of a much larger model of the electronic Mach-Zehnder interferometer provided to us by Masaya Katoaka and Patrick See. This would require splitting the simulation into two simultaneous simulations each following separately the transmitted and reflected path. Initially, this would be an ideal way of following the wave packet after it has interacted with the first quantum point contact. This could continue observations of the spreading of the wave packet for a quantum point contact of this design. However, the problem of this full scale simulation lies in the exact recombination of the split wave packet at the second quantum point contact.

### 9.2 Outlook

While this thesis has made some important advances in the modelling and simulating of HEQO devices, it has opened the door to multiple avenues of exploration in the world of hot-electrons. The ease of producing electrostatic potentials and the interesting characteristics that can be obtained through semi-classical analysis an provide useful information
in the pre-fabrication stages of an experiment. This method is also not limited to the exact structures described in this thesis. Different materials used in the heterostructure would only require a recalculation of the boundary conditions due to their characteristic properties. The process of the projected surface method can also be adjusted for other etched wires such as deep etching, where multiple projections could be done to incorporate the boundary conditions of the longer exposed etched sidewall.

The next important stage after the work in this thesis is the simulation of a full MachZehnder interferometer which uses hot-electrons. This, however, would prove to be a difficult job given the challenges we have shown in simulating large devices. There is also the added complication of simulating the split path of the electron in separate frames and then making sure the simulations line up exactly with the recombination in the final beamsplitter. This would then allow us to compare with theoretical work done on seeing whether asymmetric arms maximise the visibility in hot-electron interferometers [90]. Another step would be to explore simulations which have two wave packet simulations. The numerical methods shown in this thesis have already been done for a Hong-Ou-Mandel interferometer [91] but would be interesting to continue for hot-electrons. The advantages of the projected surface method would allow for multiple variations in the modelling of such devices and the simulations would allow us to perform theoretical experiments at low cost, allowing for greater success when fabricating and performing the experiment.

A way to overcome some of the limitations in the dynamic simulations we have shown in this thesis would be an adaption of the numerical method. Instead of observing a wave packet moving through an external potential, one could attempt to change the point of view of the simulation to the wave packet itself. In this case, we would be observing a static wave packet in a moving external potential. This would overcome the challenges of performing multiple gauge transformations and time consuming tasks of moving frames. It wouldn't reduce the total number of time steps needed for large HEQO domains but it would be a great improvement to simulate such devices.

Elements of the electron quantum optic processes described in the previous sections can be used as the basis of quantum information processing. They form the architecture for the development of flying qubits. The implementation of a quantum computer must follow five requirements, known as Vincenzo's criteria [92]. Hot-electrons can offer solutions to these criteria. One way which they could be applied is by using two Landau levels to allow us to represent the hot electron in two different states of $50 / 50$ probability. We have already observed in our simulations that the wave packet can scatter into higher Landau levels (see chapter 7) when the simulated hot electron travelled along a zig-zag
path. This dramatic change in direction of the hot-electron path can be manipulated and different geometries can be tested in order to control a consistent scattering into a higher Landau level. However, hot-electrons in GaAs systems undergo the phenomena of energy relaxation through the emission of longitudinal optical mode phonons [36]. This would negatively impact the usability of hot-electrons as flying qubits, especially through encoding their quantum information in two Landau levels. Although, through studies of the mechanisms which cause this energy relaxation [48], we would be able to better understand how we can suppress them. Hopefully, the new way of modelling the complex geometries of HEQO devices and simulating the hot-electrons in these systems which we have studied in this thesis can help aid in the design of new experiments to provide a new outlook for studying these mechanisms.
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