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Abstract

Adaptive designs (AD) are a broad class of trial designs that allow pre-planned modifications
to be made to a trial as patient data is accrued, without undermining its validity or integrity.
AD’s may lead to improved efficiency, patient-benefit and power of the trial. However these
advantages may be attenuated by a delay in observing the primary outcome variable. In the
presence of such delay, we have to choose whether to (a) pause recruitment until requisite
data is accrued for the interim analysis, leading to a longer trial completion period; or (b)
continue to recruit patients, which may result in a large number of participants who do not
effectively benefit from the interim analysis. In this case, little work has investigated the
size of outcome delay that results in the realised efficiency gains of AD’s being negligible
compared to classical fixed-sample alternatives. This thesis therefore covers different kinds
of AD’s and the impact on them of outcome delay.

The thesis first explores Simon’s two-stage design for single-arm trials with Bernoulli
data. A selection of recently conducted phase II oncology trials is used to assess the impact
of delay in practice, while delay optimal designs are also proposed.

This work is then extended to group-sequential designs with Normally distributed out-
come data. It is observed that for two-arm group-sequential designs, even small levels of
outcome delay can have a significant impact on the trial’s efficiency. To obtain maximum
efficiency gain from introducing interim analyses into a simple RCT, it is argued the delay
length should not be more than 25% of the total recruitment length.

The next part of the thesis shifts to focusing on sample size re-estimation(SSR), a design
where the variable to optimize is not the expected sample size. Accordingly, we propose
an alternative metric to evaluate the efficiency of a SSR design and assessed its efficiency
through extensive simulation. The findings indicate that delay has very little impact on SSR
trials. However, it is observed that if the sample size has been over-estimated at the beginning
of the trial, outcome delay can quickly reduce the trial efficiency to a large extent.

Finally, in light of the thesis findings, we discuss the implications of using the ratio of the
total recruitment length to the outcome delay as a measure of the utility of different adaptive
designs.
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Chapter 1

Introduction

Medical research has come a long way since its inception. While development in the fields of
biology or chemistry lays the foundation of any new treatment intervention, proper assessment
of the pharmacology and toxicology of the new/improved treatment regime remains an area
of particular importance to assess its efficacy. Properly planned clinical trials has been crucial
in order to investigate this efficacy of a treatment.

Clinical research for a novel therapy typically consists of four phases, from first tests in
man through to post marketing surveillance if the treatment is proven effective. Each of these
phases addresses a different objective in the overall goal to prove a treatment is safe and
effective. In phase I, the main goal is to find the maximum tolerated dose (MTD) as well as
to study the side effects of the intervention. This phase typically involves a limited number
of patients. The main objective of a phase II trial is to provide first evaluations of efficacy
in a specific population and disease. If there is enough evidence of efficacy, the treatment
then proceeds to phase III, which is a comparative study usually between the best currently
available treatment and the newly proposed intervention. Phase III typically recruits a larger
number of patients as compared to the first two phases. If found to be effective in phase III,
the intervention is then subjected to regulatory agency approval for release in to the market.
Finally, phase IV trials are surveillance studies or post-marketing research about a new drug
which has been approved. This aims to identify any long term side-effects in the general
population that might have not been identified previously in more controlled trial settings.

With advancement of science and technology, now more and more treatment options
are becoming available. Assessing these new treatment regimes are particularly cost and
time expensive. The burden of determining clinical study designs capable of identifying
efficacious treatments as efficiently as possible, often lies with the statisticians. Designing
each phase involves carefully selecting the target population, the interventions to be compared
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and the outcomes of interest. Once these are clearly defined, the process next involves sample
size calculation, often based on power requirements at particular significance levels (see
Section 4.3 for further detail). The results obtained are then analysed at the end of the trial to
assess the effectiveness of the new treatment. There are also several trial design options to
choose from, for example, randomised controlled trials, non-randomised controlled trials,
cross-over trials or factorial trials. However, when it comes to evidence-based medicine,
randomised controlled trials (RCTs) are considered to be the gold standard study design.

1.1 Randomised controlled trials

RCTs are prospective studies that typically aim to measure the effectiveness of a new
intervention relative to some comparator intervention, through the means of random allocation
of the two interventions. This randomised allocation is key; it means that RCTs provide a way
to examine the cause-effect relationship between an intervention and patient outcomes [1–3].
For, the randomisation process (at least theoretically) balances patient characteristics, both
observed and unobserved, at baseline between the intervention groups. In turn, this indicates
that any difference subsequently observed between outcomes from the two intervention
groups can be attributed to the interventions themselves. In many disease areas, many of the
phases of a trial will consist of an RCT. Here, once the sample sizes are determined based on
the power requirement and significance level, patients are recruited and randomly assigned
to either the intervention or the control group.

1.2 Adaptive designs

RCTs are very helpful in reducing confounding biases being introduced in the trial. However,
they are not free from drawbacks, especially considering their high cost in terms of time
and money. Often researchers seek alternative approaches to minimise cost and enhance
patient benefits. As Millen et al. notes “due to high failure rates, substantial cost and time
required, novel trial methodologies are required to streamline the pipeline of drugs from
pre-clinical work to proven treatments" [4]. Adaptive designs may be particularly useful in
these situations.

Adaptive designs can be looked upon as a broad class of trial designs that allow modifica-
tions to aspects of the trial after its initiation, without undermining the validity and integrity of
the trial [5–10]. Figure 1.1 provides a simplified view of the working principle of an adaptive
design as compared to a traditional RCT. Here, integrity means that the accumulated data is
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Fig. 1.1 Workflow of a traditional RCT vs. an adaptive design. 1

not used in a manner so as to introduce bias in the results of the trial, while validity means
that the trial addresses the research question or the hypothesis under assessment properly [7].
Thus, unlike traditional designs, adaptive designs can allow changes to be made to address
problems that may arise when conducting a trial. However, it is important to note that under
best practice adaptive designs only allow pre-planned modifications to be made to the trial.
Unplanned changes may inflate error-rates and result in erroneous or biased treatment effect
estimates unless handled carefully. Generally, an adaptive design is conducted in multiple
stages and after each stage an interim analysis is carried out based on patient outcome data
collected so far. There are a wide variety of adaptations available to choose from, depending
on the type of research problem that needs to be addressed. The following section provides
an introduction to different adaptive designs found in the literature.

1.3 Different types of adaptive designs and their advantages

The most commonly considered adaptive designs include group-sequential, multi-arm multi-
stage (MAMS), sample size re-estimation, adaptive randomisation, population enrichment,
seamless, and biomarker adaptive designs. These different types of adaptive design cater
to common questions in different stages of development [11]. Group-sequential designs
can be beneficial for reducing the average number of patients recruited, whilst maintaining

1Adapted from Pallmann et. al. [8]
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Table 1.1 A summary of several types of adaptive design and their advantages over more
traditional approaches.

Adaptive design Advantage over a traditional design

Group-sequential Allows early stopping of the trial for efficacy
or futility of a treatment

Multi-arm multi-stage (MAMS) Allows testing of multiple hypotheses simultaneously
with the option of dropping treatments or selecting
the winner treatment arm

Adaptive randomisation Allocates more patients to the more promising
treatment arms, enhancing patient benefits

Biomarker adaptive Helps incorporate biomarker information into a trial

Sample size re-estimation Allows sample size adjustments based on observed
data to help correctly power a trial

Population enrichment Helps identify sub-populations for whom a
treatment would be most effective

Seamless designs Allows combining of consecutive phases of development,
reducing financial and time costs

type-I and type-II error-rates. Sample size re-estimation designs help correctly power a trial
when there is uncertainty around nuisance parameter values at the design stage. MAMS,
drop-the-loser, and adaptive randomisation designs can be useful when there are multiple
treatment options to choose from, and we seek to find the best intervention(s). Population
enrichment and biomarker adaptive designs can help identify sub-populations in which
treatment(s) works best. Table 1.1 provides an overview of different types of adaptive designs
and their scope.

1.3.1 Simon’s two-stage design

Simon’s two-stage design can be viewed as one of the simplest form of adaptive design.
It is a single-arm group-sequential design with a single interim analysis for futility. It
remains widely used in phase II oncology trials. The original paper by Simon [12] proposed
optimising the design based on either the expected sample size under the null hypothesis (the
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‘null-optimal’ design) or the maximum possible required sample size (the ‘minimax’ design),
subject to given type I and type II error rate considerations. Since then, there have been many
modifications suggested by different researchers to further enhance the efficiency of Simon’s
design. Perhaps one of the most significant modifications was the proposal of admissible
designs, as first advocated by Jung et al. [13] who proposed a Bayesian decision theoretic
approach to minimise a loss function defined as a linear combination of the maximum and
expected sample size. This included the null-optimal and minimax designs as special cases
amongst the class of admissible designs.

While many approaches have been proposed to enhance the efficiency of Simon’s design,
the choice of the ‘best’ design almost universally relates to determining which among a set
of candidate designs has the lowest value of some function of the expected sample size (ESS)
[14–17]. The ESS under the null or under the alternative hypothesis is often of particular
interest [16]. There are also instances where the objective has been to add further flexibility
to the design and reduce the sample size based on, e.g., conditional power arguments or using
a Bayesian decision theoretic approach[18–21]. Even in these articles, though, it can be said
that a lower ESS remains a key consideration.

1.3.2 Group-sequential design

One of the most widely used adaptive designs is the multi-stage group-sequential design.
Pioneered by Armitage, the use of sequential methods in clinical trials was first introduced
in the late 50’s-70’s [22]. Initially the designs implemented were fully sequential requiring
continuous assessment of the study results. This was later modified into group sequential
processes in late 70’s with a limited number of interim analyses. Here, study results from
groups of patients recruited in regular interval of times were assessed, to infer about the
efficacy of a drug. The group-sequential design allows for the possibility to stop a trial early
for either futility or efficacy, based on accrued data. There are multiple available approaches
to determining these futility and efficacy boundaries, such as Pocock, O’Brien-Fleming,
Wang-Tsiatis, or alpha-spending functions (more details on these are provided in Chapter 3).
Based on the boundary shape, the probability of stopping early in the presence of a treatment
effect can vary significantly.

Due to this provision of early stopping, a principal advantage the group-sequential design
provides is a reduction in the ESS. However, Grayling and Mander [23] proposed that
other measures can also be important for deciding upon the best possible design to use. In
particular, they considered the standard deviation of the required sample size, the median
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required sample size, as well as the probability of making an interim error (defined as the
probability of rejecting an ineffective treatment or accepting an effective treatment arm in
any of the interim analyses). Different weighted combinations of the aforementioned metrics
resulted in different solutions for the optimal design, leading to the inference that the ESS
alone might not be the best metric to look into when searching for a design. Alongside the
above, often the expected time to complete a trial may be considered when assessing the
efficiency of a group sequential design, especially in an industry setting where the patent life
of a drug is a particular concern.

1.3.3 Multi-arm multi-stage designs and platform trials

A natural extension to a two-arm group-sequential design is a multi-arm multi-stage (MAMS)
design. Here, multiple treatment arms can be compared against a single control arm to
select a single or multiple effective treatment arms [24–26]. There are several sub-types
of MAMS design, including group-sequential and drop-the-loser (DTL) approaches. In a
group-sequential MAMS trial, stopping boundaries are determined like in a two-arm group-
sequential trial. Each experimnetal arm is compared against these stopping boundaries to
determine what happens to it. In a DTL MAMS approach, we start with multiple arms
and at each interim analysis the remaining arms are ranked, with a pre-specified number
proceeding to the next stage. MAMS designs are, like two-arm group-sequential designs,
typically assessed based on their ESS (e.g., under the global null where all treatments are
ineffective, or the least favourable configuration when only one treatment is significantly
effective) [24, 27]. MAMS designs help to focus patients more on treatments which are
showing good efficacy, thereby simultaneously restricting the number of patients recruited to
an ineffective treatment arms.

The adaptations implemented in a MAMS design are always predetermined to avoid type
I error inflation or power loss. The stopping rules can also be ‘simultaneous’ or ‘separate’
in nature, i.e., the trial can be stopped if one effective treatment is identified or multiple
effective treatments are identified.

The biggest benefit that a MAMS trial provides is arguably the ability to answer multiple
research questions simultaneously under a single trial protocol, rather than answering them
sequentially or via a series of separate trials [4]. This reduces the time to identify an effective
treatment, helps reduce the financial burden, while also adding to patient benefits.

MAMS designs can also be extended, to a design type known as platform trials. Platform
trials are trial designs that allow for both adding and removing treatment arms in an ongoing
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study; “they can continue indefinitely, adding new arms to test new therapies, discontinuing
existing ones as soon as it becomes clear the drug is ineffective or harmful, and substituting
the control arm for a new standard-of-care, if the evidence favours such a move" [28]. They
can be particularly helpful to study diseases areas, rather than specific treatments. With
accruing data, the trial is informed such that investigators can accelerate their decisions and
select for treatments that work.

1.3.4 Response adaptive randomisation

Multi-arm designs can in general involve a lot of computational complexity and may attempt
to optimise several objectives through different adaptations. One of these possible types of
adaptation is a response adaptive randomisation (RAR) method. RAR is a randomisation
algorithm where the primary goal is to maximise patient benefit by allocating more patients
to promising treatment arm(s) while preserving the power of the trial. The origins of RAR
date back to Thompson (1933)[29], who suggested using Bayesian posterior probabilities
computed from accrued data to allocate patients to the more promising treatment arm. There
has been many randomisation algorithms proposed since [30, 31] enriching the literature on
RAR. Although RAR was mostly considered in two-arm settings early in its history, it has
found application in multi-arm trials more recently. However, even with its rich literature
and arguable theoretical advantages, the RAR technique remains rarely used in practice.
RAR designs face many criticisms mainly with regards to controlling appropriate power,
having valid inferences at the end of the trial or making robust inference difficult in presence
of time trends. Moreover, administrative challenges like patient consent to be randomised
or implementing randomization changes during a study remains the main areas of concern.
Robertson et al. [32] have provided an overview of the present state of RAR. They also have
nicely summarised the metrics used to assess this class of design. They broadly classify the
metrics used in this context as:

• Testing metrics, such as type I error and power.

• Estimation metrics, such as bias or MSE of the estimated treatment effect.

• Patient benefit metrics, such as the number of treatment successes (for binary outcomes)
or the total response (for continuous outcomes) in the trial, or the proportion of patients
allocated to the best arm.

• other metrics, such as the sample size or the imbalance treatment allocations.
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1.3.5 Sample size re-estimation

Sample size calculation is an integral step in any clinical trial. For any sample size calculation,
two key elements required are estimates of the treatment effect and nuisance parameters.
Unfortunately, at the planning stage of a trial, trialists rarely have substantial information
regarding these parameters. Therefore, trials possess the risk of being overpowered or worse,
underpowered. In such scenarios, sample size re-estimation (SSR) becomes a powerful
tool to ensure the trial meets its pre-specified power criterion. While there exists several
approaches to re-estimating the required sample sizes (further details given in Chapter 4), the
primary indicator of a good SSR method is often considered to be whether the resulting trial
accurately achieves the pre-specified power requirement. Friede and Keiser [33], however,
also considered the mean and SD of the final sample size in addition to the average power
when comparing SSR designs.

1.3.6 Adaptive enrichment

An adaptive enrichment design is a trial design that allows enrollment criteria to be modified at
interim analyses, based on a preset decision rule [34]. This design is particularly useful when
treatment effect heterogeneity exists. In other words, it is suitable when there is considerable
uncertainty about whether the treatment would be effective for a certain subpopulation
of patients rather than the whole population under study. The design then aims to identify
whether it is the subgroup of patients that benefits the most from the intervention by evaluating
effects both in the broad target population and subpopulations of interest with sufficient
statistical power.

The trial starts by recruiting a broader class of patients and gradually selects or recruits
patients belonging to a particular subgroup benefiting the most from the intervention based on
the interim results. For this design, the subpopulations need to be predefined at the beginning
of the trial (e.g., based on a biomarker). The trial may be terminated early with predefined
stopping bounds if the treatment is found ineffective or harmful, saving both resources and
cost. An optimal design has been based on minimising either the ESS or the expected trial
duration, for given power and type I error rate requirements [34].

1.3.7 Seamless designs

Seamless designs are trials that combine two different trial phases (e.g., phase I and II, or
phase II and III) into a single trial. This adds efficiency, eliminating the time lag between



1.4 Limitations of adaptive designs and the scope of this thesis 9

conducting two separate trials. Further, it also provides an opportunity for longer follow-up
in patients recruited in the earlier phase and a larger sample size in general [35, 36]. Bhatt et
al. notes "The two most important statistical considerations for a design of this type are the
dose-selection rule at the interim analysis and the statistical inference at the final analysis"
[37]. However, seamless designs can also be used in cases without multiple doses. One must,
in particular, consider the multiplicity issue that is introduced due to repeated testing across
the different stages of the study. In general, seamless designs are assessed based on the time
taken to complete the trial. They may incorporate other adaptations (e.g., drop-the-loser or
adaptive randomisation).

1.3.8 Other adaptive designs

Apart from the aforementioned designs, there are also other adaptations available in the
literature such as hypothesis adaptive designs (where the research question can be modified
based on interim results), adaptive dose-finding designs (where the dose level used to treat
the next recruited patient is dependent on the toxicity of the previous patients) [7], biomarker
adaptive designs, continual reassessment methods [8], etc.

In general, it can be said that adaptive designs in clinical trials are data-driven, dynamic
processes that allow for real-time learning. They are flexible, allowing pre-planned modi-
fications in ongoing trials in a way that reduces cost, research waste, whilst ensuring valid
inferences. While there are many benefits that adaptive designs can provide, they are not free
from flaws. The following section provides some major limitations of adaptive designs in
general.

1.4 Limitations of adaptive designs and the scope of this
thesis

As highlighted by Wason et al. and Mukherjee et al., adaptive designs might not be the
optimal choice in a situation where there is a delay in observing the effect of the treatments
under study [10, 38]. Here, by delay, we mean that it takes some amount of time to collect an
outcome from patients following their enrollment into a trial. For example, in an oncology
trial, the primary outcome of interest might be the reduction in tumour size after 3 months on
the intervention under study. The delay period in this case would be 3 months.

A key consequence of outcome delay is that at the time of interim analysis there might
be patients who have been recruited in the trial, for whom we do not yet have treatment



10 Introduction

outcomes available. Therefore, although they have been recruited in the trial, these patients
do not benefit from the interim analysis. For the remainder of the thesis, these patients are
defined as pipeline patients2. Generally speaking, there are two options for how to approach
interim analyses when there is a potential for pipeline patients to arise:

1. We continue to recruit patients while the result of the interim analysis is accrued;

2. We stop recruitment during this period.

In the first case, when recruitment is continued, the adaptation fails to provide any
advantage to the patients recruited during the delay period. This issue can particularly affect
designs that change the allocation ratio to treatment arms based on treatment outcomes, or
stops for futility based on interim results, when patients may then be recruited to a futile
treatment arm reducing patient benefit from the trial. For the second case, the trial would
then require a longer time to complete. In either case, an adaptive design may not be an
efficient option.

As an illustration, consider the single-arm phase II clinical trial initiated at MD Anderson
Cancer Center that investigated the efficacy of a combination of everolimus with a novel
kinase inhibitor in patients with glioblastoma [40]. The primary outcome for this trial was
the tumour response rate, which took approximately 3 months to assess. The accrual rate
was approximately two patients per month. With the overall required sample size small, the
number of pipeline patients could thus potentially be large relative to the total trial size by
the time the interim analysis was completed.

Similarly, Wason et al. cite an example of the Immunotace trial, assessing the benefit of
the addition of dendritic cells in an immunotherapy regimen for hepatocellular carcinoma
[10]. Here also, the trial was initially planned with an adaptive design with the possibility
of stopping the trial early for futility after recruiting 23 patients in each arm. However, the
observation period was 12 months with an assumed recruitment rate of 2 patients per month.
The resulting design would have recruited the total required number of patients long before
the required first stage outcomes could be assessed. Therefore, the adaptive design would
yield no benefit.

There have been various studies that have proposed methods to mitigate the situation of
delayed outcomes on different kinds of adaptive designs discussed in detail in the following
section.

2In literature, these patients have also been called as overruns or over-runners[18, 39]. If an adaptation is
implemented following an interim analysis trial, for example, if a trial stops early due to futility or efficacy (for
example in Simon’s design or GSD), the pipeline patients become overruns in the trial. In this thesis, I use
pipelines and overruns synonymously.
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1.5 Delayed outcome in different adaptive designs

Outcome delay in the context of adaptive designs is not a new concept. There have been
several studies that suggested different approaches to tackle the issue of delayed responses
in adaptive trials. For example, Cai et al. proposed a missing-data approach to handle the
issue of delayed response in a single-arm two-stage trial [40]. They imputed the unobserved
responses using a multiple imputation method based on a flexible piece-wise exponential
model while keeping the observed (binary) response outcomes intact. Alternatively, Chen et
al. [41] suggested a double-checking strategy for Simon’s design to rescue a marginal result
in the first stage with very little cost. This is helpful particularly in presence of a delayed
outcome, if the initial interim results shows inefficacy of the treatment, but, the pipeline
patients show promising positive results. In this case, this strategy can be helpful to identify
a promising treatment that was mistakenly rejected.

Hampson and Jennison (2013) have discussed response delay in the context of a group-
sequential design [42]. They proposed a sequential test structure incorporating the response
delay and further provided an optimal group-sequential test minimizing the ESS. However,
they also pointed out that the benefits of lower ESS that are normally achieved by a group-
sequential test are reduced when there is a delay in response, even when an optimal design
is used. Further, Granholm et. al. discusses the impact of follow-up time interval in for
multistage designs under a Bayesian framework [43]. Chick et.al. proposed a Bayesian
decision theoretic model of a sequential experiment for delayed outcome through maximising
"the expected benefits of technology adoption decisions, minus sampling costs" [44].

In literature, most of the work regarding delayed responses in adaptive designs has been
for RAR designs. Bhattacharya and Biswas have summarized the works that analyse the
effect of response delays on the randomisation process [45]. Their study noted that Bai et al.
have explored the theoretical results for binary variables when a delay in response variable is
observed [46]. Biswas and Coad also discussed the mathematical treatment of this problem
assuming an exponential rate of patient entrance, in the context of a general multi-treatment
adaptive design [47]. Dr. Biswas also presented a general framework for delayed response in
randomised play-the-winner rule, providing theoretical expressions for the exact and limiting
proportion of patients allocated to the two treatments along with the stopping rules [48–50].
Assuming exponentially distributed delay, Zhang and Rosenberger in their paper noted that
moderate delay has a marginal effect on the large sample behavior of the randomization
procedure [51]. In addition to that, established under very general conditions, the delayed
response has no effect on the asymptotic properties of the randomization procedure. The
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work by Huang et al. talks of incorporating short term endpoints for more effective RAR,
instead of using a long-term survival endpoint only [52]. They suggest using a Bayesian
mixture distribution to model the relationship between short and long-term endpoints and
use its posterior distribution to set up the allocation rule. Xu and Yin introduced a likelihood
ratio test prior to skewing the allocation ratio to the better performing arm in case of delayed
responses [53]. Further, Kim et al. proposed to consider the delayed response as missing
values and imputed them in order to randomize the patient allocation [54]. Using a generalised
Friedman’s urn, Liu et al. extended the idea of an urn based randomisation play-the-winner
design incorporating both short and long-term endpoints [55]. They derived a formula for
the limiting distribution of the number of subjects assigned to each arm, which can be used
to guide the selection of parameters for the proposed design setting the allocation ratios.
Williamson et al. also developed a constrained randomised dynamic programming method
using a Bayesian decision theoretic approach and assessed its performance in the context of
delayed response [56].

The other solution to tackle the issue of a delayed outcome is to use a surrogate short-term
endpoint [57] in its stead. For example, Kunz et al. proposed to use a short-term intermediate
endpoint in a single-arm two-stage trial as representative of the long-term primary endpoint
to reduce the delay in completion of the trial [58]. Their work assumed recruitment was
paused during the follow up and analysis period, which often might be difficult to implement
in practice. There has been a few studies that discusses the use of short-term binary outcomes
for two-stage phase II trials with nested binary endpoints; as well as incorporating both of
these in decision making in interim analyses [59, 60]. A similar approach within a Bayesian
framework was provided by Van Lancker et al. [61]. Recently, Barrado et. al. proposed to
use surrogate short term endpoints for group-sequential designs [62]. For MAMS design,
Bratton et. al. also analysed the impact using an intermediate outcome that is observed
earlier than the definitive outcome of the study [63]. Stallard et. al. discusses short term
endpoint for seamless phase II/III trials [64, 65]. It is to be noted that, while often short-term
endpoints are considered to be a potential solution for delayed outcomes, careful choice of
the surrogate endpoint is crucial. If the short-term endpoint represents the primary outcome
of interest poorly, erroneous inferences are inevitable.

The issue of delayed outcome does not limit to continuous or binary treatment outcomes.
Long-term treatment outcomes are particularly common in survival data sets. A delayed out-
come in trials with time-to-event endpoints, can be manifesting itself in a delayed separation
of survival curves yeilding erroneous results. Outcome delay for survival outcomes have not
been discussed in much detail in the literature of adaptive designs. Examples mostly include
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studies conducted in the field of RAR. For example, studies by Zhang and Rosenberger,
Huang et.al or Liu et.al. deals with the issue of outcome delay for RAR for survival trials
[51, 52, 55]. In these studies, mostly the authors advocate the use of short-term endpoints
in stead or in combination with a longer-term primary endpoint. Also, Shan and Zhang
proposed a Simon’s design like single-arm two stage design with a one-sample log-rank test
based on exact variance estimates [66] for long-term end-point data. They recommend their
method to shorten the study length of clinical trials.

It can be observed from the above that a delay in observing the primary treatment outcome
has been considered to be a major roadblock in conducting an adaptive design. However,
unfortunately clinicians do not always take into account this delay length while planning
for the trial. Therefore, there is a necessity to understand the impact outcome delay has on
adaptive designs when it is not accounted for. Or putting this another way, to help guide
when to use an adaptive design, there is a need for methodology to help quantify how much
benefit an adaptive design provides when endpoint delay is taken in to account.

1.6 Aims and objective of the PhD

In this PhD, I aim to investigate and quantify the loss of efficiency experienced in adaptive
trials in the presence of outcome delay, following Wason et al. [10] identifying this as a
principle determinant of the utility of an adaptive trial. This involves investigating different
types of adaptive design. Specifically, the PhD project will focus on

1. Investigating and quantifying the loss of efficiency experienced by Simon’s two-stage
design under outcome delay.

2. How outcome delay impacts a (two-arm) group-sequential design.

3. Sample size re-estimation designs and the loss of efficiency due to delay.

4. Proposing a suitable metric that can quantify how useful an adaptive design is in a
given trial context.

Note that the thesis will focus only on fixed delays, not random delays, as is relevant to
the planning stage of a trial where the primary outcome length is known in advance. Further,
the delay induced while conducting interim analyses will not be considered. In practice, the
time to conduct an interim analysis can be added to the outcome delay, essentially increasing
the fixed delay length. Also, the thesis primarily focuses on sample size (especially ESS) and
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time to complete a trial as the metrics of efficiency to assess the impact of outcome delay.
There is scope for further assessments for other efficiency metrics mentioned in section 1.3.

1.7 Thesis organisation

This section provides a road map of the thesis henceforward. The thesis principally consists
of three chapters, with the work for each of the first three objectives being presented in
separate chapters. A conclusion chapter is also included alongside this introductory chapter.
This conclusion chapter addresses the last objective and contains inferences based on the
previous three chapters. Each chapter contains its own detailed background to the research
problem, alongside related methodology, results, and discussions.

Chapter 1, this introductory chapter, has provided a general overview of the background
of my research. Specifically, an introduction to RCTs, adaptive designs, their advantages and
disadvantages has been given. Further, this chapter has also explained the specific limitations
of adaptive designs that form the basis of this research and the aims of my PhD.

Chapter 2 contains the work on the first objective; the impact of outcome delay on
Simon’s two-stage design. The aim of this work was to explore the impact of delay on the
simplest of adaptive designs. The chapter also contains a review of several real oncology
trials that showed efficiency loss due to delay. It further contains the details of my proposed
design, the delay-optimal design, and provides guidelines on when to use Simon’s design in
the presence of delay.

Chapter 3 extends the work of Chapter 2 to a more complex trial design. Specifically, it
focuses on multi-stage group-sequential designs, considering continuous outcome data. It
assesses the impact of outcome delay on both the ESS and expected time to complete a trial.
Thereafter, results on efficiency losses under delay are presented for both equally spaced and
unequally spaced group-sequential designs.

While the impact of outcome delay on the ESS becomes clearer following the first
two chapters, I wanted to also observe how delay impacts designs that seek to optimise
other metrics. Therefore, Chapter 4 focuses on blinded sample size re-estimation, for both
continuous and binary outcome scenarios. Here, a novel ’cost’ metric is proposed to measure
the efficiency of the trial. This chapter also describes how the sample size at the time of the
interim analysis influences efficiency in the presence of delay.

Chapter 5 is the last chapter of the thesis. While it provides a summary of the PhD, it also
discusses the use of the ratio Delay Length

Recruitment Length as a useful metric to guide clinicians on whether
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to use an adaptive design or not, with this relating to the last objective of my thesis. This
chapter also summarises the limitations of my work and potential areas of future research.

1.8 Code and publications

All of the work conducted in this thesis was undertaken using R (version 4.3.1). Related
code can be found at https://github.com/AritraMukherjee?tab=repositories.

The work detailed in Chapter 2 has been published in the European Journal of Cancer
[67]. The work in Chapter 3 is currently under review; a pre-print is publicly accessible [68].

https://github.com/AritraMukherjee?tab=repositories




Chapter 2

Impact of outcome delay on Simon’s
two-stage design

2.1 Introduction

The objective of this chapter is to assess the impact of delay in one of the simplest and most
commonly utilised types of adaptive design: Simon’s two-stage design [12]. This design
incorporates a single interim analysis for futility in to a study with a single treatment arm
and binary response data. The methodology provides optimal required sample sizes and
futility cut off points, for different optimality criteria, to make inference about a treatment’s
efficacy subject to desired type I and type II error-rates. Most commonly, the optimality
criteria is either to minimise the maximum possible required sample size (minimax design)
or to minimise the expected sample size (ESS) assuming the null hypothesis to be true
(null-optimal design). Several other researchers have also proposed further optimality criteria,
e.g., admissible designs by Jung et al. [13], which minimise a weighted combination of the
maximum sample size and the ESS to find the best design. Because of these benefits of a
reduced required sample size, as well as its simplicity, Simon’s design remains often used in
practice today, particularly within the context of phase II oncology trial [69].

Intuitively, one may expect that Simon’s design will be particularly susceptible to outcome
delay in terms of harming its efficiency. For, at the time of the interim analysis, there will
routinely be patients who have been recruited for whom treatment outcomes are not yet
available. Consequently, as discussed in the previous chapter, recruitment must either then
be paused until their outcomes are observed (meaning the trial would require a longer time
to complete on average), or continued through the follow-up and interim analysis period
(meaning the adaptation fails to provide any advantage to the patients recruited during the
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analysis period). For example, consider NCT01824004 [70], a clinical trial that evaluated
postoperative chemoradiotherapy with S-1 in gastric cancer, using Simon’s optimal design
with a maximal sample size of 46 patients. The primary outcome was 3-year Disease Free
Survival and the number of first stage patients was 15. If the monthly recruitment rate was
approximately one patient per month, all second stage patients would likely be recruited by
the time the outcomes for the interim analysis had been observed. Even for a lower patient
accrual rate, it remains probably a substantial number of second stage patients would be
recruited before the interim analysis. Consequently, the trial loses the efficiency advantages
the interim analysis is supposed to bring.

To help overcome delayed response, Cai et al. [40] proposed a missing-data approach
that imputed unobserved responses using multiple imputation based on a flexible piecewise
exponential model. Kunz et al. [58] proposed instead to use a short-term intermediate
endpoint, representative of the long-term primary endpoint, for decision-making after the first
stage of Simon’s design. A similar approach within a Bayesian framework was provided by
Van Lancker et al. [61]. Alternatively, Chen et al. [41] suggested a double-checking strategy
to rescue a marginal result in the first stage with very little cost. Whilst these approaches
may help partially mitigate the impact of outcome delay, none speaks to

• how large an issue this is in practice,

• whether it can be overcome by utilizing an alternative optimality criterion, or

• what level of delay needs to be present before we should question whether an interim
analysis is an efficient option.

Therefore, the aim here is to measure the loss of efficiency from delayed outcome
assessments. To measure such loss I estimate the number of patients recruited during the time
when response data is being awaited, given the recruitment and primary endpoint lengths,
for Simon two-stage designs. It is also assumed that recruitment is not terminated during
data accrual and interim analysis, as is typically the case in practice. The formulae thus
obtained is then used to estimate the loss in efficiency, in terms of increased ESS, due to
outcome delay. The impact that outcome delay has on efficiency in practice, particularly
on sample size, is also demonstrated through a re-analysis of recent oncology trials. It is
considered how the two-stage design parameters can be chosen to reduce the impact of delay
(creating a ’delay-optimal design’) Ultimately, the work provides guidance for trialists to
decide whether a Simon two-stage design is the best choice for their trial when accounting
for likely performance in practice, rather than focusing on idealized statistical characteristics.
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2.2 Methods

Before deriving the key formulae that estimates the number of patients recruited during the
time of interim follow-up and analysis, let us look into a short description of Simon’s design.

2.2.1 Simon’s two-stage design

Simon’s design assumes the accrued primary outcome from each patient is binary and is
distributed as a Bernoulli random variable with success probability p, i.e., Xi ∼ Bern(p),
where Xi is the outcome for patient i = 1,2, . . . .

The hypotheses under assessment then relate to whether the success probability is greater
than a pre-specified value p0; the null hypothesis H0 : p ≤ p0 is tested against H1 : p > p0 at
significance level α ∈ (0,1), with power of at least 1−β ∈ (0,1) when p = p1 > p0. Here,
p1 represents an interesting treatment effect for the new treatment. Simon’s two-stage design
is then characterized by four parameters, (n1,r1,n,r), which are determined based upon the
parameters p0, p1,α,β , and a specified optimality criterion. Simon suggested null-optimal
and minimax designs, which minimize the ESS when p = p0 and the maximum sample size
(n) respectively. The ESS is typically used as a tie-break if there are multiple designs with
the same maximum sample size.

The test statistic for testing H0 is given by Sk = ∑
k
i=1 Xi , where k = n1 at the interim

analysis and k = n at the final analysis (should it occur). The trial is terminated for futility
at the interim analysis if Sn1 ≤ r1; otherwise the trial is continued to the second stage and
the null hypothesis is rejected if Sn > r. Fig2.1 gives a diagrammatic representation of these
decision rules.

The probability of early termination (PET) of the trial (i.e., termination after the first
stage), when the success probability is p, is thus given by PET (p) = B(r1, p,n1). Here,
B(x, p,n) is the CDF of a Bin(n, p) random variable evaluated at x. In turn, the ESS is given
by

ESS(p) = n1PET (p)+n{1−PET (p)},

= n1 +(n−n1){1−PET (p)}.

2.2.2 Computing the number of pipeline patients

Consider a Simon two-stage design indexed by the parameters (n1,r1,n,r). Let us assume
that it will take an estimated t units of time to recruit n patients, t1 units of time to recruit n1
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Fig. 2.1 Flowchart of decision rules in Simon’s two-stage design.

patients, and that the time to observe the primary outcome for each patient is m0 units of time
following their enrolment. We would then like to develop formula for what we denote by y,
the number of patients recruited during the m0 units of time after the nth

1 patient is recruited.
In what follows, the unit of time is assumed to be months. Additionally, time is considered

as a discrete variable when computing the number of pipelines, because of the simplicity
this provides and it aligns more closely with the approach often taken in practice to project
recruitment. Nonetheless, section 2.2.3 demonstrates that if time is treated as continuous
little changes in the findings.

Importantly, I have considered three sub-cases for how recruitment occurs in the trial:
uniform, linear, and ‘mixed’ recruitment.

Uniform recruitment

For this case, we assume the rate of recruitment is uniform during the trial, i.e., a Poisson
arrival [71–73] of patients with parameter λ . Then, the best estimate of λ is n/t. Furthermore,
only the length of the time interval impacts the distribution of the number of arrivals and thus
E(Y ) = m0λ .

Such uniform recruitment may be considered a reasonable assumption for small single-
centred trials, like many phase II oncology trials in practice.



2.2 Methods 21

Linear recruitment

We also consider the assumption that the recruitment rate is a linear function of time, say
λ = δ t, where δ is an unknown constant and t = 1,2, . . . . Then, in t units of time the number
of recruitments assuming this trend would be

δ (1+2+ · · ·+ t) = δ
t(t +1)

2
.

Equating this to n gives an estimate for δ

δ =
2n

t(t +1)
. (2.1)

Similarly, if we equate the number of recruitments for t1 units with n1 patients, we have

δ t1(t1 +1)
2

= n1,

=⇒ 2n
t(t +1)

t1(t1 +1)
2

= n1,

=⇒ nt1(t1 +1) = n1t(t +1).

Solving this for t1 (taking the positive root since time is positive), we get

t1 =−1
2
+

1
2

√
1+

4n1t(t +1)
n

. (2.2)

The number of patients recruited after time t1, during the m0 units of time awaiting the
outcome results is thus

y = δ [(t1 +1)+(t1 +2)+ · · ·+(t1 +m0)],

= δm0t1 +
δm0(m0 +1)

2
,

where values for δ and t1 can be acquired from Equations (2.1)-(2.2).
Linearly increasing recruitment may be more realistic for a larger trial, with multiple

operational centres opening over time.
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Mixed recruitment

Finally, let us assume patients are recruited in a linearly increasing pattern (as δ t) up to
k times the total recruitment length (t). We focus on 0 < k < 1, since when k = 0 the
recruitment pattern becomes uniform and for k = 1, the recruitment is linearly increasing.
Then, up to time-point kt, the total recruitment is

δ (1+2+ · · ·+ kt) = δ
kt(kt +1)

2
.

If we assume that thereafter, for the remaining (1− k)t time-points, patients are recruited
uniformly at a rate of δkt, then the total recruitment for the remaining period is δkt(1− k)t.

Now, the total recruitment n should be equal to the sum of these two quantities, i.e.

δkt(kt +1)
2

+δkt(1− k)t = n.

Here, k, t, and n are known quantities, therefore we can acquire an estimate of δ from the
above equation.

If it takes t1 units of time to recruit the first stage units, then there are two main possible
cases we must next consider

1. t1 ≤ kt, meaning we observe a linear recruitment pattern until t1.

2. t1 > kt, meaning we observe a linear recruitment pattern up to kt and a uniform
recruitment thereafter until t1.

In Case 1
δ (1+2+ · · ·+ t1) = n1

δ t1(t1 +1)
2

= n1.

Replacing δ and solving this equation in t1, we get

t1 =
−1+

√
1+42n1

δ

2
.

For Case 1, there are also two sub-possibilities we must account for when calculating the
number of pipelines

• If t1 +m0 ≤ kt, then the number of pipelines is given by

y = δ{(t1 +1)+(t1 +2)+ · · ·+(t1 +m0)}= δm0t1 +
δm0(m0 +1)

2
.
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• If t1 +m0 > kt, then the number of pipelines is instead given by

y = δ{(t1 +1)+(t1 +2)+ · · ·+ kt}+δkt(t1 +m0 − kt),

= δ{(kt − t1)t1 +(kt − t1)(kt − t1 +1)/2}+δkt(t1 +m0 − kt).

For Case 2, the number of pipelines is simply y = m0δkt.
Note that if we want to compute t1 in terms of the other parameters, we can use

=⇒ δ [1+2+ · · ·+ kt]+δkt(t1 − kt) = n1,

=⇒ δkt(kt +1)
2

+δktt1 −δk2t2 = n1,

=⇒ δk2t2 +δkt −2δk2t2

2
+δktt1 = n1,

=⇒ δkt(1− kt)
2

+δktt1 = n1,

=⇒ t1 =
n1 − δkt(1−kt)

2
δkt

.

This mixed recruitment pattern is arguably more reasonable than assuming continuously
linearly increasing recruitment, even for a very large trial. Hence, we have derived formulae
for the number of pipelines under such a pattern. However, for brevity the following sections
will focus on uniform and linear recruitment patterns only, as two possible extremes. The
table 2.1provides a summary of the number of pipeline patients under all recruitment models.
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2.2.3 Computing the number of pipelines assuming a continuous time
scale

Linear recruitment

Assume the recruitment rate to be a linear function of time over the interval [0, t], say λ = δ t,
where δ is an unknown constant. Then, over [0, t] the total number of recruitments would be

∫ t

0
δu du = δ

t2

2
.

Equating this to n gives an estimate for δ of δ = 2n/t2.
Similarly, if we equate the number of recruitments during the first stage, [0, t1], with n1

patients, we have

δ t2
1

2
= n1,

=⇒ 2n
t2 ×

t2
1
2
= n1,

=⇒ nt2
1 = n1t2.

Solving this for t1 (taking the positive root since time is positive), we get t1 = t
√

n1/n.
The number of patients recruited after time t1 during the time m0 awaiting the outcome

results is then

y =
∫ t1+m0

t1
δu du,

= δm0t1 +
δm2

0
2

,

where we can acquire values for δ and t1 from the formula above. It can be noted that, for a
continuous time scale assumption, the number of pipelines is different from the discrete time
scale by a factor of δm0/2. This does not impact the results for the rule-of-thumb to a great
extent.
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Mixed recruitment

Let us assume patients are recruited in a linearly increasing pattern (as δ t) up to k times the
total recruitment length t. Then, up to time point kt, the total recruitment is

∫ kt

0
δu du =

δk2t2

2
.

If we assume that thereafter the patients are recruited uniformly at a rate of δkt, then the total
recruitment for that period is δkt(1− k)t.

The total recruitment n should be equal to the sum of these factors, i.e.

δk2t2

2
+δkt(1− k)t = n.

Here, k, t and n are assumed to be known quantities, therefore we can get an estimate of δ

from the above equation.
Now, if it takes t1 units of time to recruit n1 patients, then there are two possible cases

1. t1 < kt, therefore we observe a linear recruitment of patients until t1.

2. t1 > kt, therefore we observe linear recruitment up to kt and a uniform recruitment
thereafter until t1.

For Case 1 ∫ t1

0
δ t dt = n1,

=⇒
δ t2

1
2

= n1.

Replacing δ and solving this equation in t1, we get t1 =
√

2n1/δ .
For Case 1, there are then two sub-possibilities for calculating the number of pipelines



2.3 Delay-optimal designs 27

• If t1 +m0 < kt then the number of pipelines is given by

y =
∫ t1+m0

t1
δu du,

= δ
(t1 +m0)

2 − t2
1

2
,

=
δm0

2
(2t1 +m0),

= δm0t1 +
δm2

0
2

.

• If t1 +m0 > kt then the number of pipelines is given by

y =
∫ kt

t1
δu du+δkt(t1 +m0 − kt),

=
k2t2 − t2

1
2

+δkt(t1 +m0 − kt).

For Case 2, the number of pipelines is simply y = m0δkt.
For mixed recruitment, assuming a continuous timescale also does not change the conclu-

sions regarding the rule-of-thumb drastically, as for Case 1, the number of pipelines estimated
assuming a discrete time scale differs by only a small amount in either of the sub-possibilities.
Further, for Case 2, the estimate of the number of pipelines remains almost the same for both
discrete and continuous time scale assumptions.

2.3 Delay-optimal designs

Some of the issues caused by outcome delay could be overcome by pausing recruitment
once the interim required sample size n1 has been enrolled. However, this is rarely viewed
as acceptable in practice, as much effort is expended to reach a point where recruitment is
proceeding effectively. Thus, there is little desire to halt recruitment and potentially lose
many of the advances made.

Therefore, as a potential alternative means of overcoming the issues caused by outcome
delay, that does not suppose recruitment must be paused for the interim analysis, we propose
a class of designs that are optimized accounting for delay. Our attention will then turn to
how different these designs are from Simon’s original proposal, for a given set of design
parameters (p0, p1,α,β ), and the degree to which they can help regain efficiencies lost to
delay.
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To design a Simon two-stage trial to optimally account for delay, we utilise the ESS when
account for delay. This is given by

ESSdelay(p) = (n1 + y)PET (p)+n{1−PET (p)},

= n1PET (p)+n{1−PET (p)}+ yPET (p),

= ESS(p)+ yPET (p).

The two-stage null-optimal design that accounts for delay is then the one that minimizes
ESSdelay(p0); we refer to this for brevity as the delay-optimal design in the remainder of the
chapter. In general, the design parameters that optimize this quantity will not be equal to
those that minimize ESS(p0), thus inefficient designs may be being used in practice. The
algorithm used to find the delay-optimal design is identical to the one used originally by
Simon; an exhaustive search over all possible designs up to a sufficiently large value of n.

2.3.1 Example delay-optimal designs

Next, I present results on delay-optimal designs. These designs are obtained through mini-
mizing ESSdelay(p0) through the algorithm mentioned above. Here, for a particular value of
α and β , the algorithm searches over all possible values of the parameters (n1,r1,n,r), for a
sufficiently large n (I set it at n=1.5 times the equivalent single stage sample size indicated as
nsingle later in this chapter) such that the type I and type II error conditions are satisfied. The
values of (n1,r1,n,r) thus obtained, with the smallest value of ESSdelay(p0) for a particular
m0 then gives the values of the parameters of a delay-optimal design. These parameters are
plotted in the following figures alongwith the ESSdelay(p0) value.

In all instances, these results assume that α = 0.05 and β = 0.2. Furthermore, I have
assumed a recruitment period of t = 24 months and a delay in observing the treatment
outcome of m0 = 1,2,3, . . . ,12 months. These values of t and m0 are loosely based on the
oncology trial data-set used later (see Section 2.4), in which the average recruitment length
was 28 months and the average outcome length was 5 months. Findings are given assuming
both uniform and linear recruitment of patients.

Figure 2.2 shows how the values of n1, n, and ESS(p0) vary in the delay-optimal design
as a function of m0, in the case that p0 = 0.1 and p1 = 0.2,0.3,0.4,0.5. It can be observed
from the figures that both n1 and n undergo a gradual drop in their values as m0 increases,
assuming both uniform and linear recruitment. This trend can be seen much more clearly
when we are testing for a smaller (e.g., 10%) increase in treatment efficacy as the sample size
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required for detecting a smaller change is typically larger. Therefore, the change in sample
size becomes more pronounced.

To further investigate when the noted drops in n1 and n become evident, Figure 2.3 was
produced to examine the change in the design parameters observed when a 20% increase in
drug efficacy is tested for (i.e., p1 − p0 = 0.2), with p0 = 0.1,0.2,0.3, . . . ,0.6. It shows that
for each of the p0 values, there is a consistent drop in both n1 and n when linear recruitment
is assumed. However, for uniform recruitment, n1 for delay-optimal designs increases by a
very small amount in a few cases or remains the same as Simon’s null-optimal design. The
maximum sample required, n, again undergoes a decline in value for each considered p0.

The increasing pattern observed in ESS(p0) in Figures 2.2 and 2.3 can be explained by
the fact that as more delay is observed in obtaining patient data, the number of pipelines
increases, which subsequently increases the value of ESS.

The drops observed in the values of n1 are seen much sooner in the case of a linear
recruitment rate, with this also true for the maximum sample size n but to a smaller degree.
Unlike with uniform recruitment, for a linearly increasing recruitment rate, patient accrual is
slower towards the beginning of the trial, and gradually speeds up with time. Therefore, the
number of pipeline patients accumulating at the beginning of the trial will be smaller than the
pipeline patients towards the end of the trial, for the same delay length. This accounts for the
early drop observed in the optimal n1 under a linearly increasing recruitment rate. That is,
when recruitment is projected to increase, for efficiency purposes we would want an earlier
interim, before the recruitment rate increases and yields more pipeline patients.

Further, if a moderate to large amount [m0 ≥ 10 months] of delay length is assumed,
the maximum sample size n of the delay-optimal designs tends to converge to that for the
minimax design. However, the delay-optimal design typically has a smaller n1, thereby
reducing the ESS compared to a minimax design. It may therefore be logical to use the delay-
optimal design instead of either Simon’s null-optimal or minimax design when a moderately
large delay [6 < m0 ≤ 12 months] is expected. However, unshown results indicate that in
presence of sufficiently large delay [m0 ≥ 15 months], it is quite likely that the ESS would
still be greater than the required sample size of a single stage design (see appendix A for
these results). In these cases, a single stage design provides optimum benefit.
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2.4 Re-evaluation of oncology trials using Simon’s design

Simon’s design is a widely used adaptive design for phase II oncology trials due to its
simplicity and enhanced efficiency compared to a single-stage design. Typically, endpoints
in phase II oncology trials take several months to observe, with tumour response generally
being within 3 months but Progression Free Survival and Overall Survival being longer term.
Trialists often ignore this delay in obtaining patient outcomes when designing a trial. This
may to a potentially less efficient two-stage design being selected, or even the failure to
identify that incorporating an interim analysis may not be expedient. To examine the impact
of outcome delay upon the efficiency of Simon two-stage designs in practice, a selection of
recent phase II oncology trials that used Simon’s design were re-analysed.

2.4.1 Data source

Grayling and Mander [74] reviewed 500 articles that reported the results of phase II cancer
trials conducted using Simon’s two-stage design. A subset of 97 treatment arms that clearly
reported a fixed length of time required for observing their primary outcome were considered
for this study. The recruitment length and the primary endpoint length for each of these 97
treatment arms were extracted to investigate how delay could have affected the efficiency
of the utilized design. The mean recruitment length in the 97 evaluated oncology trials was
found to be 2.41 years (range 6.5 months - 8.4 years), whereas the mean time to observe the
primary outcome was 5.33 months (range 2 months - 3 years). These time parameters were
later used to compute the efficiency metrics assuming different recruitment patterns detailed
in the following section [2.4.2] to obtain the results. Note that, the following sections of 2.4.
contain the results from obtaining estimates of pipelines given the recruitment length, primary
endpoint length as well as a recruitment pattern through the application of the efficiency
metrics in a single dataset of 97 oncology trials. It did not involve multiple simulation
scenarios to reach to the results.

2.4.2 Efficiency metrics

For each of the 97 arms, their first stage sample size (n1), maximum sample size (n),
recruitment length (t), and outcome length (m0) was available. The anticipated number
of pipelines (y) was then estimated assuming both uniform and linear recruitment rates,
enabling ESSdelay(p0) to be computed. Further, the sample size required by a corresponding



2.4 Re-evaluation of oncology trials using Simon’s design 33

single-stage design (nsingle) was calculated for each of the 97 arms using their stated values
of p0, p1, α , and β .

Using the nsingle values, several measures of the efficiency gain (EG) from using a two-
stage design, over a single-stage design, in these trials were computed. The first ignores the
effect of delay and is given by

EGNo Delay = 100
nsingle −ESS(p0)

nsingle
.

The EGs accounting for delay, under uniform and linear recruitment rate assumptions,
were respectively computed as

EGUniform = 100
nsingle −ESSUniform(p0)

nsingle
,

EGLinear = 100
nsingle −ESSLinear(p0)

nsingle
.

Finally, the efficiency loss (EL) due to delay was calculated

ELUniform = 100
EGNo Delay −EGUniform

EGNo Delay
,

ELLinear = 100
EGNo Delay −EGLinear

EGNo Delay
.

Note that all EG and EL metrics are to be interpreted as percentages.
For example, consider a design to test an enhanced treatment efficacy of 0.25 over a

response rate of 0.1 at a 5% significance level with 80% power. Simon’s null-optimal design
would be (n1 = 18,r1 = 2,n = 43,r = 7), which has ESS(p0) = 24.66. The corresponding
single stage design requires 40 patients in total. Therefore, EGNo Delay = 38.35%. Now let
us assume that the total time required to recruit all 43 patients is 24 months, and that it takes
say 8 months to observe the treatment outcome. Then, assuming a uniform recruitment rate,
the recruitment rate is 1.7, i.e., approximately 2 patients per month. Therefore, following
the recruitment of the 18th patient, while awaiting their treatment outcome, the number of
pipelines recruited in those 8 months would be expected to be 13.6 patients. Following the
methodology in Section 2.3, it can be shown that ESSDelay(p0) = 36.40. Then, EGUni f orm =

9.00%, much lower than EGNo Delay = 38.35%, which translates to a large EL of ELUniform =

76.53%.
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2.4.3 Impact of delay in practice

The extracted recruitment and outcome length data from the 97 oncology trials were used to
compute ESSdelay(p0) as described above. The EG and EL metrics were then derived.

Figure 2.4 contrasts the calculated EGs from using Simon’s design over a corresponding
single-stage design when accounting for delay against when ignoring delay. Principally, the
figure can be interpreted as follows: The more a point (which corresponds to a particular
trial) deflects from the 45◦ line, the greater the impact of outcome delay for that trial. For
example, the points highlighted in Figures 2.4A and 2.4B, correspond to the randomized
open-label non-comparative multicentre phase II trial of sequential erlotinib and docetaxel
versus docetaxel alone in patients with non-small-cell lung cancer [75]. The trial used a
Simon optimal design with α = 0.05 and β = 0.1, for minimum threshold for efficacy (p0)

at 0.4 and the hypothetical optimal efficacy (p1) at 0.6 for the new treatment. It recruited 147
patients over 87 weeks and the primary outcome was the 15-week PFS rate. Theoretically, a
Simon optimal design would provide an EG of 35.75% over a single-stage design. However,
the actual EGs considering delay are 20.6% and 30.8% respectively under the assumptions
of uniform and linear recruitment.

Figure 2.5 re-configures this data to present boxplots of the EL due to delay. A maximum
of a 233.7% EL is observed in the trials, while the median values are approximately 30% and
15% respectively for uniform and linear recruitment. Therefore, for uniform recruitment, it
can be said that the EL in practice may be on average approximately double that for a linearly
increasing recruitment rate. This is because the number of pipelines tends to be greater for
uniform recruitment compared to a linear recruitment, particularly when an interim analysis
is conducted very early in the trial. Under linear recruitment, patient accrual is slower than
that under uniform recruitment pattern at the beginning of the trial. Therefore, if n1 is small
we may expect the number of pipeline patients under uniform recruitment to be greater than
that under a linear recruitment pattern. Consequently, trials where the recruitment rate is
constant over the total recruitment period may suffer more loss on average.

2.4.4 Evaluation of delay-optimal designs in real oncology trials

In order to observe how a delay-optimal design may have performed in practice, here, we
consider four example trials (Table 2.2) These examples were chosen because they have
qualitatively different values of the ratio m0/t. It can be observed that when this ratio is within
the range 0-0.1, Simon’s optimal design provides a good advantage (more than 30% EG)
over a single-stage design. Moreover, in such a scenario, the optimal and the delay-optimal
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Fig. 2.4 Theoretical efficiency gain (EGNo Delay) vs. the efficiency gain considering delay,
assuming A. uniform recruitment (EGUniform) and B. linear recruitment (EGLinear). Here,
the highlighted point refers to the EG’s considering delay vs. no delay for the Randomized
open-label non-comparative multicenter phase II trial of sequential erlotinib and docetaxel vs
docetaxel alone in patients with non-small-cell lung cancer as discussed in the text
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Fig. 2.5 Boxplot of the efficiency loss due to delay assuming a. uniform recruitment
(ELUniform) and b. linear recruitment (ELLinear).
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designs are the same. For the second example, where m0/t = 0.19, the EG for an optimal
design considering the outcome delay is 26.7% and 21.4% respectively for uniform and
linear recruitment rates. Here, we see a marginal increase in the EG if we use delay-optimal
design instead of the optimal design.

However, as the value of the ratio m0/t increases, it is evident that the EG from introducing
an interim analysis decreases considerably. In fact, the fourth example, in which m0/t = 0.46,
a two-stage design incurs a negative EG due to delay. A delay-optimal design, however,
provides a marginal EG.

Along with giving a road map to when a delay-optimal design could be beneficial, the
results obtained so far also show that the efficiency gained from using Simon’s design is
highly related to the ratio m0/t. This observation motivates proposal of a rule-of-thumb to
assess when an interim analysis provides benefit; we explore this in the following section.
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2.5 When is an interim analysis useful?

To assist determining when an interim analysis is useful, we look to ascertain a rule-of-thumb
relating to the ratio of the outcome length and the recruitment period. To do this, the EGs
were plotted under delay over different recruitment and outcome lengths. Figure 2.6 shows
the findings, assuming p0 = 0.1, p1 = 0.3 (Figures 2.6A-2.6B) and p0 = 0.1, p1 = 0.4
(Figures 2.6C-2.6D), for α = 0.05 and β = 0.2.

Further unshown investigations indicate that for the same value of p1 − p0, the generated
plots look very similar (e.g., Figures 2.6A-2.6B would change little if results for p0 = 0.3,
p1 = 0.5 were given. See Appendix A for these findings). Thus, for a 20% improvement
in response rate, and a 5% significance level and 80% power, the maximal levels of EG
(30-40%) obtained from using a two-stage design over a single-stage design occurs when
the ratio of the outcome length to the recruitment length, m0/t, is in the range 0-0.1. Only
10-20% efficiency is gained over a single-stage design when m0/t lies between 0.25 and 0.38
assuming the recruitment pattern is uniform. For a linear recruitment pattern, the ratio is
much smaller (0.18-0.22) for achieving the same efficiency gain. No efficiency is gained from
introducing an interim analysis when m0/t > 0.5 for uniform recruitment. In fact, the design
incurs loss in efficiency for this scenario. This loss happens much sooner, at m0/t = 0.27,
when patient recruitment follows an increasing linear pattern.

From Figures 2.6C-2.6D, the results for p0 = 0.1, p1 = 0.4 are qualitatively similar to
the above. However, the value of the ratio m0/t that leads to zero efficiency gain is changed.
Specifically, we would then lose efficiency with Simon’s design if m0/t is more than 0.55 for
uniform recruitment and 0.42 for linear recruitment.

A recent literature review [69] found that most phase II oncology trials aim for a 15-20%
improvement in efficacy (i.e., p1 − p0 = 0.15 or 0.2). Taking this into account, a general
rule-of-thumb for obtaining large benefit from using Simon’s design instead of a single-stage
trial is that m0/t should lie in 0−0.1, for either linear or uniform recruitment. A good EG
is still achieved when this ratio lies in 0.1−0.25, and for a moderate EG the ratio may lie
in 0.25−0.38 assuming uniform recruitment. Any value above 0.5 for this ratio results in
Simon’s design providing at best marginal EG and a single-stage design likely being a better
approach. It is to be noted that the above rule is suggested based on a 5% level of significance
and 80% power. More details on how the error-rates impact the rule-of-thumb is given in the
following subsection [2.5.1].
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Fig. 2.6 Efficiency gain from using Simon’s design over a single-stage design for various
recruitment lengths (t) and delays in observing treatment response (m0), for p0 = 0.1,
p1 = 0.3 (A and B) and p0 = 0.1, p1 = 0.4 (C and D). All results assume α = 0.05 and
β = 0.2.
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2.5.1 Rule-of-thumb for other combinations of significance level and
power

The previous section discusses a rule of thumb for whether to use a Simon’s design or not
assuming α = 0.05 and β = 0.2. The following section contains results for a few additional
commonly assumed combinations of α and β .

1. α = 0.05, β = 0.1: As figure 2.7a shows, when testing for a 20% increase in drug
efficacy, the maximum efficiency gain that one can obtain from introducing an interim
analysis is approximately 10%. In order to approximately gain this maximal benefit
of using a Simon two-stage design instead of a single-stage design, the ratio of the
time to observe the primary outcome to the total recruitment length, m0/t, should be
less than around 0.05. In other words, using Simon’s design instead of a single-stage
design would produce a marginal benefit of 10%, if the delay in observing the primary
outcome is not more than 5% of the total recruitment length, for both uniform and
linear recruitment patterns. Introducing an interim analysis will result in no efficiency
gain, or in fact loss in efficiency, if the ratio m0/t is more than 0.1.

2. α = 0.1, β = 0.1: For this combination of α and β , the maximal efficiency gain from
using a Simon two-stage design instead of a single-stage design is approximately 20%
as shown in figure 2.7b. Now, in order to obtain this maximal benefit of introducing
an interim analysis, the ratio of the time to observe the primary outcome to the total
recruitment length, m0/t, should again be less than 0.05. For a moderate efficiency
gain of 10-15%, the ratio m0/t should lie in 0.05-0.11. There will be no efficiency gain
/ loss in efficiency if m0/t takes a value more than 0.2 under uniform recruitment and a
value more than 0.14 for linear recruitment.
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(a) Efficiency gain from using Simon’s design over a single-stage design for various recruitment
lengths (t) and delays in observing treatment response (m0) for p0 = 0.1, p1 = 0.3, α = 0.05, and
β = 0.1.

(b) Efficiency gain from using Simon’s design over a single-stage design for various recruitment
lengths (t) and delays in observing treatment response (m0) for p0 = 0.1, p1 = 0.3, α = 0.1, and
β = 0.1.

Fig. 2.7 EG from using Simon’s design over a single-stage design for different combinations
of significance level and power
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2.6 Conclusions

Simon’s design remains widely used in single-arm oncology trials due to its simplicity and
perceived efficiency. However, the analysis of 97 oncology trials shows that the EG expected
from using Simon’s design is typically not achieved in practice, i.e., these studies were highly
vulnerable to the effect of delay.

Therefore, we proposed a new type of optimal design: the delay-optimal design, that
takes the delay in observing the treatment outcome into consideration when choosing the
design parameters. We compared the EG from using Simon’s design, over a single-stage
design, against that using a delay-optimal design for several real oncology trials. It was
observed that the delay-optimal design could be beneficial in the presence of a moderate
delay length. However, it did not change the conclusion that in the presence of a large delay
a single-stage design is typically the most efficient choice.

We also observed that the recruitment pattern has a significant influence on the impact
of delay, as it can modify the number of pipeline patients substantially. If it is likely that
recruitment will be approximately uniformly distributed over the recruitment period, the
impact of delay will likely be more severe when compared to a linearly increasing recruitment
pattern. In this case, using a delay-optimal design can help recover some loss in efficiency.
However, if the delay is very large, a single-stage design would be the best choice.

Lastly, a general rule-of-thumb was sought for determining whether Simon’s design is
beneficial over a single-stage trial, when recruitment will not be paused, accounting for
outcome delay. Ultimately, Simon’s design is strongly recommended when m0/t < 0.1 and
rarely recommended when m0/t > 0.5. For a linearly increasing recruitment rate, and for
α = 0.05 and β = 0.2, Simon’s design still provides notable benefit when 0.1 ≤ m0/t ≤ 0.18,
but typically provides only a small gain when m0/t > 0.27. For uniform recruitment, there is
a wider window of moderate gain (0.1 ≤ m0/t ≤ 0.25).

We note that the interim analysis itself might require some time to be conducted properly,
which was not accounted for in our work. This would further impact the efficiency of Simon’s
design and should also be factored in when determining an appropriate trial design, using a
realistic estimate of how long it would take to conduct the interim analysis.

In summary, our analysis indicated that 15-30% of the expected EG from using Simon’s
design may be lost to delay in typical trials. Therefore, when designing a trial, the time
required to observe the primary outcome plays an important role: it should be used to
determine (a) whether to include an interim analysis, and (b) select an appropriate design if
an interim analysis is to be incorporated. To gain significant benefit from using a two-stage
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design, it can be advised that one should check that the length of time taken to obtain the
primary outcome is ideally no more than 10% of the total estimated recruitment length.
Typically, if this quantity is more than 50%, it is better to use a single-stage approach.

It is to be noted that all the results obtained in this chapter is subjected to the assumption
that recruitment is not paused during the interim analysis. However, there are cases where
recruitment is paused at the interim to allow for safety and futility checks and for the
independent monitoring committee to give recommendations on whether to continue or stop
the study. Pausing the trial in such case prolongs the study duration, which is also detrimental
to the efficiency of the trial. This chapter in particular, has not shed light on the effects of
delay on the time to complete the trial. It can be said that, if the trial is paused during the
interim analysis, especially in presence of a large delay, although we may achieve some
savings in terms of sample size, but the increased average time to complete the trial can be
harmful to the efficiency. However, this can be a better solution, particularly, if there are
serious safety issues and side effects of the treatment under investigation are particularly high.
Also, if there lies much uncertainty regarding the outcome rates, pausing sample recruitment
can be helpful to enhance patient benefit. Here, on average, less number of patients are
subjected to a potentially harmful treatment eventhough the trial takes a much longer time to
complete.

Furthermore, if the trial is paused during the interim, the rule of thumb as discussed in
section 2.5. may not apply because, in this case, the ESS for the Simon’s design accounting
for delay and no delay remains the same. However, new checking rules need to be assessed
with regards to the time to complete the trial.

In this chapter we have emphasized the potentially harmful impact of delay on the
efficiency of a single-arm two-stage design. A natural extension of this work is to investigate
whether this adverse effect persists on more complex designs. Therefore, we extend this
study to explore the impact of delay on two-arm multi-stage designs in the next chapter.



Chapter 3

Impact of outcome delay on two-arm
group-sequential trials

3.1 Introduction

Group-sequential designs are commonly used in practice for two-arm randomised controlled
trials, particularly in the later phases of drug development [80, 81]. A group-sequential
design introduces interim analyses that allow early termination for efficacy and/or futility
based on the accumulating data [22, 82–84]. They can considerably improve efficiency
(e.g., in terms of the study’s expected time to completion or required sample size) compared
to a classical design with a single analysis. Further, as the number of stages increases, a
greater efficiency gain is generally expected [22, 24](although there are diminishing returns
to additional stages in terms of computational burden/ complexities).

However, similar to Simon’s design, long-term endpoints can heavily impact the potential
advantages of group-sequential design. For example, consider a trial that is testing a new
drug against an existing standard of care with 80% power for a standardised effect size
of 0.4 at a 2.5% one-sided significance level. Suppose the primary outcome is measured
after one year from starting the treatment. Then, a three-stage group-sequential design
using O’Brien-Fleming stopping boundaries [85], with equally-spaced interim analyses,
requires approximately 66 patients in stage 1, 134 by the end of stage 2, and 200 if stage 3 is
conducted. If the trial aimed to complete recruitment in 2 years, then the required rate of
recruitment would be approximately 8 patients per month. Assuming 8 patients are recruited
per month, then at the first interim analysis, by the time outcome data is available from
the first 66 patients, the trial would have recruited an additional 96 patients if recruitment
was not paused. If the trial stopped at the first interim analysis, then these 96 patients were
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enrolled and treated needlessly. If the time to observe the primary outcome was larger (or the
recruitment rate was faster), this issue would be even further exacerbated.

Hampson and Jennison [42] discussed outcome delay within the context of two-arm
group-sequential designs. They described in detail how delay can impact a group-sequential
design with equally spaced interim analyses, when recruitment occurs at a constant rate (i.e.,
patient recruitment follows a Poisson arrival process). Nonetheless, they noted out that the
benefits of lower ESS which are normally achieved by a group-sequential design are reduced
when there is a delay in outcome accrual, even when an optimal design is used. Further
work is needed to explore how the delay length and recruitment rate impacts the efficiency of
group-sequential two-arm trials, as well as how this is affected by the number and spacing of
interim analyses. In this chapter, it is this problem I focus on, seeking to clearly quantify the
loss in efficiency provided by a group-sequential design for a given delay in the treatment
outcome. In addition to considering efficiency in terms of the ESS, I also study the impact of
outcome delay on the expected time to trial completion.

3.2 Methods

3.2.1 Design and notation

Let us consider a two-arm group-sequential design for testing the efficacy of an experimental
treatment compared to a control. Let n0k and n1k denote the cumulative sample size at stage
k, k = 1,2, . . . ,K, for the control and treatment arms respectively. Thus we assume the design
has at most K stages. Further, let nk = n0k +n1k.

For illustration, we assume the treatment response from patient i = 1,2, . . . ,n jK in arm
j = 0,1 is distributed as Xi j ∼ N

(
µ j,σ

2
j

)
, with σ0 and σ1 known. Extension to many other

types of outcome (e.g., binary, count) follows naturally if test statistics follow the canonical
joint distribution described by Jennison and Turnbull [22]. We suppose the trial is then to be
powered to test the hypothesis H0 : µ ≤ 0 against H1 : µ > 0, for µ = µ1−µ0, at significance
level α when µ = 0, and power 1−β when µ = τ > 0.

At interim analysis k, the test statistic used is

Zk =

1
n1k

∑
n1k
i=1 Xi1 − 1

n0k
∑

n0k
i=1 Xi0√

σ2
0

n0k
+

σ2
1

n1k

.
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The group-sequential design is assumed to use efficacy and (binding 1) futility stopping
boundaries .

There are many approaches available to determine these stopping boundaries, including
Pocock’s [86], O’Brien-Fleming’s (OBF) [85], and Wang-Tsiatis’[87] methods. Alternatively,
an α-spending approach [88] may be adopted, where the boundaries at stage k are dependent
on (i) the proportion, ρk, of the maximal Fisher’s information that is available at interim
analysis k and (ii) a particular choice of spending function.

In general, if we denote the efficacy and futility boundaries used at analysis k, determined
by a given method, by ek and fk, then the following stopping rules are used

• stop at interim analysis k for efficacy, rejecting H0, if Zk > ek;

• stop at interim analysis k for futility, not rejecting H0, if Zk ≤ fk;

• continue to interim analysis k+1 if fk < Zk ≤ ek.

Next, define the probabilities of accepting the null, rejecting the null, and terminating the
trial at the kth interim analysis as

Fk(µ) = P(Accept H0 at stage k|µ),

Ek(µ) = P(Reject H0 at stage k|µ),

Sk(µ) = P(Trial terminates after stage k|µ),

= Ek(µ)+Fk(µ).

Then, the ESS for the group-sequential design is

ESS(µ) =
K

∑
k=1

{Ek(µ)+Fk(µ)}nk,

=
K

∑
k=1

Sk(µ)nk.

1This thesis focuses primarily on using binding stopping boundaries instead of a non-binding one. Non-
binding stopping boundaries allow to continue the trial even after a decision is made regarding rejecting
the null in the interim. In this case, there are multiple choices regarding when the trial might stop after the
null is rejected/accepted. This in turn increases the complexity of determining the impact of delay on GSDs.
Furthermore, the number of pipeline patients harming the trial’s efficiency might be much less for a non-binding
stopping rule as they would be incorporated in the trial analysis. Thus, the binding stopping boundaries would
have higher delay impact, therefore can be considered as the worst case scenario in the planning stage for the
trial.
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Therefore, the expected efficiency gain (EG) from using a group-sequential design instead
of a corresponding single-stage design can be calculated as

EG(µ) =
nsingle −ESS(µ)

nsingle
,

where nsingle is the required sample size for the single-stage design. Thus, an EG value of
0 would imply that the ESS(µ) for a group-sequential design is same as the single stage
sample size. Thus, the interim analyses do not add much benefit in terms of the reduction in
the average sample size. Whereas, an EG value close to 1 would imply the ESS(µ) is very
small, implying substantial gains from using a group-sequential design. It is possible for EG

to be negative, in which case, the ESS(µ) is larger than nsingle, i.e. the design incurs loss in
efficiency in terms of an increased sample size compared to a traditional design.

3.2.2 Stopping boundary shapes

The shape of the stopping boundaries plays an important role in the sample size required at
each stage for a group-sequential design. These boundaries can be symmetric or asymmetric,
depending on the hypotheses under test and the corresponding shape parameters. In each of
the symmetric boundary types below (Pocock, OBF and WT), fk =−ek for k = 1, . . . ,K −1,
while fK = eK . This guarantees a decision, reject or not, is made for H0 by the study’s
completion, and leaves K unknowns (e1, . . . ,eK) to specify. In addition, Pocock, O’Brien-
Fleming, and Wang-Tsiatis boundaries further reduce the complexity by making these K

unknowns dependent on a single parameter than we refer to as e below. In each instance, e

can then be determined numerically to control the type I error rate to the desired level. A
snapshot view of all boundary shapes discussed below is given in Figure 3.1.

Pocock boundaries

One of the simplest of all boundary types is Pocock’s approach, which makes the restriction
e1 = · · · = eK = e. Here, if e = Φ−1(1−α ′), this test can be looked upon as a repeated
testing process with a constant nominal significance level of α ′ to maintain an overall type I
error rate of α .

O’Brien-Fleming boundaries

O’Brien and Fleming proposed the stopping boundaries be specified such that the nominal
significance level at each analysis should decrease as the trial progresses. Specifically,
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ek = e
√

K/k. For an O’Brien-Fleming (OBF) test, the sample size required at each stage
is generally lower compared to Pocock’s method for the same error rate requirements. As
OBF tests apply very low nominal significance levels at the early interims, it is less likely
that the trial will stop early unless there is a very strong treatment effect present in the data.
In general, OBF boundaries result in a lower maximum required sample size than Pocock
boundaries. However, Pocock boundaries result in a lower ESS in general when there is a
treatment effect.

Wang-Tsiatis boundaries

Wang and Tsiatis [87] introduced a family of stopping boundaries to balance the conflicting
aims of low maximum sample size and low ESS. The stopping boundaries are indexed by
a parameter ∆, including Pocock (∆ = 0.5) and OBF (∆ = 0) boundaries as special cases.
Precisely, they set ek = e(k/K)∆−0.5. For ∆ ∈ (0,0.5), the group size and boundary values
of Wang-Tsiatis’ approach lie between those of the OBF and Pocock tests. For this study, I
have used Wang-Tsiatis’ approach to find suitable group-sequential designs for desired error
rates when assuming equally spaced interim analyses, due to the flexibility it offers.

α-spending approach

The boundary shapes discussed so far, at least in the way they are most commonly presented,
all require equal group sizes in each stage (i.e., they require nk = kn for some n). Due to
administrative or other practical reasons, it might not always be feasible to utilise equally
spaced analyses. In such scenarios, an α-spending approach can be helpful. Originally
proposed by Lan and DeMets [88], the α-spending approach aims to spend the type I error
as a function of the observed information level relative to a specified maximum information

level. Here, information level at kth stage is given by Ik =
[

σ2
0

n0k
+

σ2
1

n1k

]−1
, k = 1,2, . . . ,K.

For this study, I have used the testing bounds proposed by Hwang-Shih-De Cani (HSD)
[89] for finding stopping bounds for unequally spaced interims, which are dependent on a
single parameter often denoted by γ . For HSD, the α-spending function for determining the
proportion of α to be spent at stage k is typically expressed as

f (ρk) = α
(1− e−γρk)

(1− e−γ)

where, ρ is the information fraction (given as Ik/IK) at a particular stage.



50 Impact of outcome delay on two-arm group-sequential trials

For a HSD boundary, larger values of γ lead to smaller critical values early on but larger
critical values late in the trial. Thus, increasing γ implies that more error can be spent early
in the trial and less is available for later stages.

Fig. 3.1 Shapes of different stopping boundaries, assuming K = 4 and α = 0.025. For the
Wang-Tsiatis bounds, ∆ = 0.25 is used, while for the Hwang-Shih-De Cani bounds γ =−2
is used.

3.2.3 Efficiency accounting for outcome delay

The formula above for the ESS ignores the potential issue of outcome delay (i.e., it essentially
assumes that outcome Xi j is accrued immediately after recruitment). To extend the formulae
above to allow for outcome delay, we suppose that responses are available a time m0 after
a patient is recruited. If we assume that recruitment is not paused for the conduct of each
interim analysis, there will then be additional patients recruited between the recruitment of
patient nk and the conduct of interim analysis k. We will denote this random variable, i.e., the
number of such pipeline patients at the time of interim analysis k by ñk for k = 1,2, . . . ,K−1.
We assume that recruitment stops when nK patients have been recruited, such that there can
be no pipeline patients at analysis K.



3.2 Methods 51

To quantify the efficiency lost due to delay, we therefore require expected values for the
ñk. These values will depend on the delay length m0, but also on the recruitment model. This
recruitment model will be the focus of the coming sections, where we define a framework in
which recruitment will be a function of parameters δ , l, and tmax, defined later. Accordingly,
we have ñk = ñk(m0,δ , l, tmax) and the ESS when accounting for outcome delay can be
written as

ESSdelay(µ,m0,δ , l, tmax) =
K−1

∑
k=1

{Ek(µ)+Fk(µ)}{nk + ñk(m0,δ , l, tmax)}

+{EK(µ)+FK(µ)}nK,

=
K−1

∑
k=1

Sk(µ){nk + ñk(m0,δ , l, tmax)}+SK(µ) nK.

Thus, the ‘true’ EG compared to a single-stage design in the presence of outcome delay
can be measured as

EGDelay(µ,m0,δ , l, tmax) =
nsingle −ESSDelay(µ,m0,δ , l, tmax)

nsingle
.

We will then quantify the efficiency loss (EL) due to outcome delay as the percentage
change in the EG when considering delay in comparison to not considering delay. That is

EL(µ,m0,δ , l, tmax) = 100
EG(µ)−EGdelay(µ,m0,δ , l, tmax)

EG(µ)
.

For example, the value EL(µ,m0,δ , l, tmax) = 50 for m0 = 10 and tmax = 24 implies,
if the initial value of EG(µ) was 60% for using a group-sequential design in place of a
single stage design, the EGdelay(µ,m0,δ , l, tmax) for in reality would be 30%. Note that, the
EL(µ,m0,δ , l, tmax) can take values greater than 100%. This implies the number of pipelines
contributing to the ESS is more than the reduction in sample sizes we expect from using the
design on average, i.e. the group-sequential design fails to provide any EG in comparison to
a single stage design due to a delayed outcome and rather recruits more patients on average
in the trial.

3.2.4 Computing the number of pipeline patients

Similarly to Chapter 2, I have considered two sub-cases for estimating the number of pipeline
patients at a given interim analysis. Although the basic concept to compute the number of
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pipelines remains similar, here we must take into account scenarios where there are more
than two stages when computing the ESS accounting for delay. From here onward, time is
considered to be a discrete variable, as inferences from the last chapter indicate minimal
difference when treating time as continuous and assuming time to be discrete makes the
formulae simpler to communicate and comprehend. I have also assumed the unit of time to
be months. The results could also be readily generalised for other units of time, given all the
parameters are defined in the same units.

Uniform recruitment

Let us consider a uniform recruitment pattern with rate of recruitment λ . Uniform recruitment
is more likely a reasonable assumption for smaller scale single-centre trials. We suppose
it takes tmax months to recruit all nK patients. Then, for uniform recruitment, the expected
number of pipeline patients at each interim analysis should typically be constant, say ñ.
However, we must account for the fact that the number of pipeline patients at each stage
cannot lead to the total sample size of the trial being above nK . Thus, in this case

ñk =

ñ : ñ ≤ nK −nk,

nK −nk : ñ > nK −nk,

where

ñ = λm0 =
nK

tmax
m0.

Mixed recruitment

In reality, uniform patient recruitment may poorly reflect recruitment rates observed in two-
arm group-sequential trials. This is because early in a trial, sites are gradually opening until
some maximum number is reached. We allow for this by assuming patients are recruited at
time t in a linearly increasing pattern (at rate λ = δ t) up to l times of the total recruitment
length tmax,0 < l ≤ 1 (see Figure 3.2). For times above ltmax, we assume the recruitment
pattern is then uniform, with rate λ = δ ltmax. We refer to this more general pattern of
recruitment as ‘mixed recruitment’.

Note that when l = 1, we observe a continuously linearly increasing recruitment pattern;
we refer to this special case as ‘linear recruitment’. A linearly increasing recruitment pattern
can then be considered as an extreme case, where the recruitment rate never plateaus during
the enrollment period. We assume throughout that (assumed) values for l and tmax have
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been specified, reflecting the common practice at the design stage of any study in which
recruitment must be projected.

Fig. 3.2 Recruitment model for the mixed recruitment pattern.

Next, denote by tk the expected amount of time taken to recruit nk patients. Then, ñk will
depend on tk, m0, δ , and l.

Observe that under the above recruitment model, in tmax months the total number of
recruitments is expected to be

δ (1+2+ · · ·+ ltmax)+δ ltmax(1− l)tmax = 0.5δ ltmax(ltmax +1)+δ ltmax(1− l)tmax.

As this value should equal the maximum sample size nK , this provides us with an estimate
for δ , as the other quantities in the above formula are fixed.

To compute general estimates for the ñk, we must account for several possibilities, based
on the location of the inflection point, ltmax relative to the timing of the interim analyses.

If ltmax < t1, i.e., the first interim analysis happens after the recruitment rate becomes
uniform, then the expected number of pipeline patients at each interim analysis remains
constant due to the uniform recruitment pattern and takes the value ñk = δ ltmaxm0.

When ltmax lies between interim analysis ε and ε + 1, i.e., tε ≤ ltmax < tε+1 for
ε = 1,2, . . . ,K − 2, then ñk = δ ltmaxm0 for k = ε + 1,ε + 2, . . . ,K − 1, due to the uniform
recruitment pattern. (Note that for ε = K −1, there would be no pipeline patients at analysis
ε +1 = K as this is the final stage of the trial.)
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For the expected number of pipeline subjects for interim analysis k = 1,2, . . . ,ε , i.e. the
number of pipelines recruited in linear pattern before the inflection point, we require the
values of tk, k = 1,2, . . . ,ε . These can be computed as

δ (1+2+ · · ·+ tk) = nk,

=⇒ δ
tk(tk +1)

2
= nk

=⇒ t2
k + tk −

2nk

δ
= 0

=⇒ tk = 0.5

√
(1+

8nk

δ
)−0.5.

Then, the expected number of pipeline patients for interim analysis k = 1,2, . . . ,ε −1 is
given by

ñk = δ{(tk +1)+(tk +2)+ · · ·+(tk +m0)},

= δm0tk +δm0(m0 +1)/2.

For k = ε , the value of ñk depends on the location of ltmax as follows

1. If tε +m0 < ltmax, then the pipeline patients are obtained from assuming linearly
increasing recruitment as above

ñε = δ{(tε +1)+(tε +2)+ · · ·+(tε +m0)},

= δm0tε +δm0(m0 +1)/2.

2. If tε +m0 ≥ ltmax then the pipeline patients are obtained from assuming linear in-
creasing recruitment at first, and uniform recruitment for the remaining time. This
gives

ñε = δ{(tε +1)+(tε +2)+ · · ·+ ltmax}+δ ltmax(tε +m0 − ltmax).

Using the above, a summary of the number of pipeline subjects for ε = 1,2, . . . ,K −2
can be found in Table 3.1.
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Table 3.1 Number of pipeline subjects for tε ≤ ltmax < tε+1, ε = 1,2, . . . ,K −2.

Interim analysis Position of ltmax Estimated pipeline subjects

k = 1,2, . . . ,ε −1 N/A ñk = δm0tk +δm0(m0 +1)/2

k = ε tε +m0 < ltmax ñε = δm0tε +δm0(m0 +1)/2
tε +m0 ≥ ltmax ñε = δ{(tε +1)+(tε +2)+ · · ·+ ltmax}

+δ ltmax(tε +m0 − ltmax)

k = ε +1,ε +2, . . . ,K −1 ñk = δ ltmaxm0

3.2.5 Examples

For this study, I have considered both equally and unequally spaced interim analyses with
uniform, linear, and mixed recruitment patterns. In practice, most trials using a group-
sequential design have a maximum of K = 5 stages. Therefore, I have focused the results on
designs with K = 2,3,4,5.

Throughout, I have set α = 0.025, β = 0.1, and µ = τ = 0.5 (i.e., the EL is evaluated
under the target effect). Also, I assume equal allocation to the experimental and control arms
(i.e., n0k = n1k for k = 1,2, . . . ,K) and σ0 = σ1 = 1.

The total recruitment period is assumed to be tmax = 24 months and I provide results for
varying delay periods up to 24 months; exact EL values are provided for delay lengths of
m0 = 3,6,9,12,18,24 months in Table 3.2 and Table 3.3. For the mixed recruitment pattern,
I considered scenarios when l = 0.2,0.4,0.6,0.8, i.e., the trials had a linear recruitment rate
for 20, 40, 60, or 80% of the total recruitment period.

For unequally spaced interim analyses, I have considered four different combinations of
interim analysis spacings in the 3 stage design setting. Defining the information fraction at
analysis k by ρk, I assumed information fractions (ρ1,ρ2,ρ3) to be

I.
(1

3 ,
2
3 ,1

)
,

II.
(1

4 ,
1
2 ,1

)
,

III.
(1

2 ,
3
4 ,1

)
,

IV.
( 6

10 ,
9
10 ,1

)
.

For 4 stage designs, I similarly considered different combinations for interim analysis
spacings (ρ1,ρ2,ρ3,ρ4) to be
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I
(1

4 ,
2
4 ,

3
4 ,1

)
,

II
(1

5 ,
2
5 ,

3
5 ,1

)
,

III
(2

5 ,
3
5 ,

4
5 ,1

)
.

These can also be interpreted as the proportion of maximum sample size being recruited
at the time of interim analyses beside information fractions.

For each of the aforementioned scenarios, first, the respective group sequential designs
with two-sided α = 0.05 and β = 0.1 were obtained. The ESS as well as the stage-wise
sample sizes helped to determine the number of pipelines under different recruitment model
assumption. Since, tmax and the primary endpoint length (m0) was assumed in each simulation
scenario, the estimates of pipelines along with ESSdelay(0.5,m0,δ , l,24) was easily obtained
through the formula in section 3.2.3. and 3.2.4. This in turn generated values for EG and
EL which is plotted in the figures in the rest of this chapter. Here, the results are based on
implementing the formulae on the generated group sequential design parameters and does
not involve multiple simulations as the ESS would not fluctuate based on different simulation
scenario.

3.3 Impact of delay on expected sample size

3.3.1 Equally spaced interim analyses

The following subsection contains results assuming group-sequential designs with Wang-
Tsiatis boundaries [87]; the value of the shape parameter is assumed to be ∆ = 0.25. Results
for other boundary shapes (e.g., Pocock, O’Brien-Fleming) can be found in Section 3.3.3.

Uniform and linear recruitment

From Figure 3.3, the primary observation is that as m0 increases, there is an increasing EL
due to delay. This is a direct consequence of the fact that as delay increases so does the
number of pipelines, thereby increasing ESSdelay. An EL of 100%, indicates that the EG
expected from using a group-sequential design is completely lost due to delay, i.e., the value
of ESSdelay is the same as the single stage sample size. For EL values greater than 100%,
ESSdelay is even greater than nsingle, as ESSdelay approaches the maximum possible sample
size of the group-sequential design.

A linearly increasing recruitment pattern incurs heavy EL when compared to a uniform
recruitment pattern, even for smaller delay lengths. The EL attains similar but distinct



3.3 Impact of delay on expected sample size 57

Fig. 3.3 Efficiency loss (EL) due to delay, for different delay lengths m0, assuming equally
spaced interim analyses, under uniform and linear recruitment patterns.
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maximum values for each K, as ESSdelay attains different maximum values (the maximum
sample sizes) for each design. Overall, the EL is similar for different numbers of stages,
especially for K = 3,4,5. Since, the recruitment period is assumed to be 24 months for all
designs and the maximum sample size for different numbers of stages varies by only a small
amount, the recruitment rate remains similar for designs with different K. This helps explain
the similar EL observed for varying K. However, it can be observed that a 2-stage design
has lower EL for smaller delay lengths (m0/tmax less than 0.42 for uniform and less than
0.25 for linear recruitment). For m0 greater than around 5 months (i.e., m0/tmax > 0.21),
approximately 50% or more of the EG is lost due to delay for all of the group-sequential
designs.

Across considered values of K, the minimum value of m0 required for a group-sequential
design to attain it’s maximal EL is approximately 15 months for uniform recruitment. For
linear recruitment the maximum EL is attained even sooner, at approximately m0 = 12
months.

For uniform recruitment, under relatively small delay (m0/tmax ≤ 0.1), the maximum
EL observed is 23.6% for K = 5, while the minimum is 19.4% for K = 2. The same values
for linearly increasing recruitment are 36.2% for K = 5 and 28.50% for K = 2 respectively.
Therefore, for smaller delay lengths, group-sequential designs retain most of their EG. On the
other hand, the maximum EL observed is 122.33% for a 5-stage design when the delay length
is greater than 14 months ( or, m0/tmax > 0.6), under both uniform and linear recruitment.

Tables 3.2-3.3 provide values for the EL for different m0 under both uniform and linear
recruitment patterns. An interesting point to note here is, tables s 3.2-3.3 indicate that the
ESSdelay for a 2-stage design still remains greater than the ESSdelay for a 3 stage design
especially for very small values of m0(≤ 3). Even if the EL for a 2 stage design for small
delay lengths is lower than the EL for a 3 stage design, it might be beneficial to use a 3 stage
design since the ESSdelay value is lower. However, for large delay lengths, designs with more
interims can be losing efficiency more quickly as compared to designs with less interims.
Thus, with large delays present, it is better to reduce the number of interims to reduce the
impact of delay. Also, careful inspections are necessary to select the best possible designs in
these scenarios.

Mixed Recruitment

For the mixed recruitment pattern, we provide results for l = 0.2,0.4,0.6,0.8. Findings for
a 3-stage design are shown in Figure 3.4. It can be observed that the results obtained align
with the findings in Figure 3.3, i.e., as the recruitment pattern becomes linear for a greater
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Table 3.2 Efficiency lost under uniform recruitment for a Wang-Tsiatis (∆ = 0.25) group-
sequential design, assuming α = 0.025,β = 0.1, and µ = τ = 0.5 which give nsingle = 168.12.
The total recruitment period is assumed to be 24 months. For each K = 2,3,4 and 5, the
table records the results for m0 = 3,6,9,12,18 and 24months respectively.

ñk
K nK ESS ESSdelay k = 1 k = 2 k = 3 k = 4 k = 5 EL

2 173.86 133.61

143.67 21.73 0 29.16
153.74 43.46 0 58.32
163.80 65.20 0 87.47
173.86 86.93 0 116.63
173.86 86.93 0 116.63
173.86 86.93 0 116.63

3 176.49 125.30

139.97 22.06 22.06 0 34.27
154.64 44.12 44.12 0 68.53
165.93 66.18 58.81 0 94.90
170.46 88.25 58.81 0 105.46
176.49 117.66 58.81 0 119.55
176.49 117.66 58.81 0 119.55

4 178.12 120.95

137.54 22.26 22.26 22.26 0 35.17
154.13 44.53 44.53 44.53 0 70.33
164.04 66.79 66.79 44.53 0 91.36
173.96 89.06 89.06 44.53 0 112.39
178.12 133.59 89.06 44.53 0 121.20
178.12 133.59 89.06 44.53 0 121.20

5 179.25 118.28

135.89 22.41 22.41 22.41 22.41 0 35.32
151.65 44.81 44.81 44.81 35.83 0 66.96
164.66 67.22 67.22 67.22 35.83 0 93.06
172.45 89.62 89.62 71.72 35.83 0 108.69
178.85 134.44 107.52 71.72 35.83 0 121.53
179.25 143.40 107.52 71.72 35.83 0 122.33
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Table 3.3 Efficiency lost under linear recruitment for a Wang-Tsiatis (∆ = 0.25) group-
sequential design, assuming α = 0.025,β = 0.1, and µ = τ = 0.5 which give nsingle = 168.12.
The total recruitment period is assumed to be 24 months. For each K = 2,3,4 and 5, the
table records the results for m0 = 3,6,9,12,18 and 24months respectively.

ñk
K nK ESS ESSdelay k = 1 k = 2 k = 3 k = 4 k = 5 EL

2 173.86 133.61

148.77 32.73 0 43.92
166.34 70.68 0 94.83
173.86 86.93 0 116.63
173.86 86.93 0 116.63
173.86 86.93 0 116.63
173.86 86.93 0 116.63

3 176.49 125.30

148.42 27.62 37.96 0 54.01
164.78 60.54 58.83 0 92.19
172.61 98.75 58.83 0 110.49
176.49 117.66 58.83 0 119.55
176.49 117.66 58.83 0 119.55
176.49 117.66 58.83 0 119.55

4 178.12 120.95

147.17 24.50 33.54 40.47 0 55.58
164.86 54.35 72.41 44.53 0 93.09
174.01 89.55 89.06 44.53 0 112.48
177.79 130.08 89.06 44.53 0 120.51
178.12 133.59 89.06 44.53 0 121.20
178.12 133.59 89.06 44.53 0 121.20

5 179.25 118.28

144.78 22.34 30.47 36.71 35.85 0 53.16
164.97 50.07 66.32 71.70 35.85 0 93.69
176.55 83.17 107.55 71.70 35.85 0 116.92
178.27 121.64 107.55 71.70 35.85 0 120.38
179.25 143.40 107.55 71.70 35.85 0 122.33
179.25 143.40 107.55 71.70 35.85 0 122.33
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proportion of the total recruitment time, the EL increases. Exact values of the EL for select
values of m0 and K can be found in Tables 3.4-3.7.

In all, it is thus observed that if the delay length is more than 25% of the total recruitment
period, at least 50% of the expected EG is lost due to delay for all recruitment patterns for
2-5 stage designs.

Fig. 3.4 Efficiency loss (EL) due to delay, for different delay lengths m0, assuming equally
spaced interim analyses in a 3-stage design (K = 3), under a mixed recruitment pattern.
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Table 3.4 Efficiency lost under a mixed recruitment pattern for a 2-stage Wang-Tsiatis
(∆ = 0.25) group-sequential design, assuming α = 0.025,β = 0.1, and µ = τ = 0.5 which
give nsingle = 168.12. The total recruitment period is assumed to be 24 months. The table
records the results for m0 = 3,6,9,12,18 and 24months respectively. The maximum sample
size for the group-sequential design is 173.86. Here, l takes values 0.2, 0.4, 0.6 and 0.8 to
denote the increasing degree of linearity in the recruitment pattern.

m0 l ESS ESSdelay ñ1 ñ2 EL
3 0.2 133.61 144.34 23.18 0 31.10

0.4 145.69 26.08 0 34.99
0.6 147.41 29.80 0 39.99
0.8 149.71 34.77 0 46.65

6 0.2 155.08 46.36 0 62.20
0.4 157.76 52.16 0 69.98
0.6 161.21 59.61 0 79.98
0.8 165.81 69.54 0 93.31

9 0.2 165.81 69.54 0 93.31
0.4 169.83 78.24 0 104.97
0.6 173.86 86.93 0 116.63
0.8 173.86 86.93 0 116.63

12 0.2 173.86 86.93 0 116.63
0.4 173.86 86.93 0 116.63
0.6 173.86 86.93 0 116.63
0.8 173.86 86.93 0 116.63

18 0.2 173.86 86.93 0 116.63
0.4 173.86 86.93 0 116.63
0.6 173.86 86.93 0 116.63
0.8 173.86 86.93 0 116.63

24 0.2 173.86 86.93 0 116.63
0.4 173.86 86.93 0 116.63
0.6 173.86 86.93 0 116.63
0.8 173.86 86.93 0 116.63
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Table 3.5 Efficiency lost under a mixed recruitment pattern for a 3-stage Wang-Tsiatis
(∆ = 0.25) group-sequential design, assuming α = 0.025,β = 0.1, and µ = τ = 0.5 which
give nsingle = 168.12. The total recruitment period is assumed to be 24 months. The table
records the results for m0 = 3,6,9,12,18 and 24months respectively. The maximum sample
size for the group-sequential design is 176.49 Here, l takes values 0.2, 0.4, 0.6 and 0.8 to
denote the increasing degree of linearity in the recruitment pattern.

m0 l ESS ESSdelay ñ1 ñ2 ñ3 EL
3 0.2 125.3 140.95 23.53 23.53 0 36.55

0.4 142.9 26.47 26.47 0 41.12
0.6 144.73 26.89 30.25 0 45.38
0.8 147.25 27.87 35.29 0 51.27

6 0.2 156.6 47.06 47.06 0 73.10
0.4 160.51 52.95 52.94 0 82.24
0.6 164.08 57.15 58.83 0 90.57
0.8 164.43 58.83 58.83 0 91.38

9 0.2 166.84 70.60 58.83 0 97.01
0.4 168.65 79.42 58.83 0 101.24
0.6 170.29 87.41 58.83 0 105.06
0.8 171.66 94.12 58.83 0 108.28

12 0.2 171.66 94.12 58.83 0 108.28
0.4 174.08 105.89 58.83 0 113.92
0.6 176.49 117.66 58.83 0 119.55
0.8 176.49 117.66 58.83 0 119.55

18 0.2 176.49 117.66 58.83 0 119.55
0.4 176.49 117.66 58.83 0 119.55
0.6 176.49 117.66 58.83 0 119.55
0.8 176.49 117.66 58.83 0 119.55

24 0.2 176.49 117.66 58.83 0 119.55
0.4 176.49 117.66 58.83 0 119.55
0.6 176.49 117.66 58.83 0 119.55
0.8 176.49 117.66 58.83 0 119.55
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Table 3.6 Efficiency lost under a mixed recruitment pattern for a 4-stage Wang-Tsiatis
(∆ = 0.25) group-sequential design, assuming α = 0.025,β = 0.1, and µ = τ = 0.5 which
give nsingle = 168.12. The total recruitment period is assumed to be 24 months. The table
records the results for m0 = 3,6,9,12,18 and 24months respectively. The maximum sample
size for the group-sequential design is 178.12 Here, l takes values 0.2, 0.4, 0.6 and 0.8 to
denote the increasing degree of linearity in the recruitment pattern.

m0 l ESS ESSdelay ñ1 ñ2 ñ3 ñ4 EL
3 0.2 120.95 138.64 23.75 23.75 23.75 0 37.51

0.4 140.86 26.72 26.72 26.72 0 42.20
0.6 143.82 31.81 30.53 30.53 0 48.48
0.8 144.35 24.37 29.69 35.62 0 49.61

6 0.2 155.45 47.50 47.50 44.53 0 73.14
0.4 158.09 53.44 53.44 44.53 0 78.74
0.6 161.61 62.34 61.07 44.53 0 86.21
0.8 162.36 54.37 65.31 44.53 0 87.79

9 0.2 166.03 71.25 71.25 44.53 0 95.57
0.4 169.99 80.15 80.15 44.53 0 103.98
0.6 174.32 92.88 89.06 44.53 0 113.14
0.8 174.05 90.00 89.06 44.53 0 112.57

12 0.2 174.52 95.00 89.06 44.53 0 113.56
0.4 175.62 106.87 89.06 44.53 0 115.91
0.6 177.17 123.41 89.06 44.53 0 119.19
0.8 177.90 131.24 89.06 44.53 0 120.74

18 0.2 178.12 133.59 89.06 44.53 0 121.20
0.4 178.12 133.59 89.06 44.53 0 121.20
0.6 178.12 133.59 89.06 44.53 0 121.20
0.8 178.12 133.59 89.06 44.53 0 121.20

24 0.2 178.12 133.59 89.06 44.53 0 121.20
0.4 178.12 133.59 89.06 44.53 0 121.20
0.6 178.12 133.59 89.06 44.53 0 121.20
0.8 178.12 133.59 89.06 44.53 0 121.20
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Table 3.7 Efficiency lost under a mixed recruitment pattern for a 5-stage Wang-Tsiatis
(∆ = 0.25) group-sequential design, assuming α = 0.025,β = 0.1, and µ = τ = 0.5 which
give nsingle = 168.12. The total recruitment period is assumed to be 24 months. The table
records the results for m0 = 3,6,9,12,18 and 24months respectively. The maximum sample
size for the group-sequential design is 179.25. Here, l takes values 0.2, 0.4, 0.6 and 0.8 to
denote the increasing degree of linearity in the recruitment pattern.

m0 l ESS ESSdelay ñ1 ñ2 ñ3 ñ4 ñ5 EL
3 0.2 118.28 137.06 23.90 23.90 23.90 23.90 0 37.68

0.4 139.41 26.89 26.89 26.89 26.89 0 42.39
0.6 143.38 24.14 35.85 30.73 30.73 0 50.36
0.8 144.93 22.64 32.08 35.85 35.85 0 53.47

6 0.2 153.39 47.80 47.80 47.80 35.85 0 70.44
0.4 156.85 53.77 53.77 53.77 35.85 0 77.40
0.6 162.27 54.87 66.58 61.46 35.85 0 88.27
0.8 165.87 50.94 69.81 71.70 35.85 0 95.48

9 0.2 167.26 71.70 71.70 71.70 35.85 0 98.28
0.4 169.86 80.66 80.66 71.70 35.85 0 103.49
0.6 174.45 92.19 97.31 71.70 35.85 0 112.70
0.8 176.63 84.91 107.55 71.70 35.85 0 117.07

12 0.2 174.18 95.60 95.60 71.70 35.85 0 112.17
0.4 177.64 107.55 107.55 71.70 35.85 0 119.11
0.6 178.92 136.08 107.55 71.70 35.85 0 121.68
0.8 178.40 124.53 107.55 71.70 35.85 0 120.64

18 0.2 179.25 143.40 107.55 71.70 35.85 0 122.33
0.4 179.25 143.40 107.55 71.70 35.85 0 122.33
0.6 179.25 143.40 107.55 71.70 35.85 0 122.33
0.8 179.25 143.40 107.55 71.70 35.85 0 122.33

24 0.2 179.25 143.40 107.55 71.70 35.85 0 122.33
0.4 179.25 143.40 107.55 71.70 35.85 0 122.33
0.6 179.25 143.40 107.55 71.70 35.85 0 122.33
0.8 179.25 143.40 107.55 71.70 35.85 0 122.33
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3.3.2 Unequally spaced interim analyses

For designs with unequally spaced interim analyses, I used the error-spending approach,
selecting the Hwang-Shih-DeCani spending function with spending parameter -2 [89]. For
three-stage designs, I considered four possible timings of the interim analyses under uniform
and linear recruitment patterns as specified in section 3.2.5. Figure 3.5 shows the results for
the scenarios mentioned in that section.

Fig. 3.5 Efficiency loss (EL) due to delay for different delay lengths, in 3-stage designs with
unequally spaced interim analyses, under uniform and linear recruitment patterns.
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It can be observed that, in general, the group-sequential design with equally spaced
interim analyses performs better than the group-sequential designs with unequally spaced
interim analyses in terms of a reduced EL. The exception to this is the case when the first
interim analysis is performed even sooner than that under equal spacing, i.e., the design where
the two interim analyses are conducted at 25% and 50% of the total sample size incurs the
smallest EL. If the interim analyses are pushed to the latter end of the trial, the EL increases
rapidly with the delay length. This is because, as we push the interims towards the latter
end of the trial, we observe that the maximum sample size increases, thereby increasing the
recruitment rate based on the assumptions of the recruitment model. For linearly increasing
recruitment, this is further influenced by the fact that towards the end of the trial, there is a
greater chance of larger numbers of pipeline samples. This inflates ESSdelay and the EL.

We observe that the EL crosses 100% for interim analysis timings at (0.6,0.9,1) for
m0/tmax = 0.33 in contrast to m0/tmax = 0.5 for equally spaced interims. This 100% EL
occurs even sooner at m0/tmax = 0.2 delay, instead of m0/tmax = 0.33, under linear recruit-
ment. A maximal EL of 123.20% is observed for the interim analysis timings (0.6,0.9,1)
when the ratio m0/tmax ≥ 0.41; this EL occurs even sooner for m0/tmax ≥ 0.25, under linear
recruitment. The exact values of EL for some selected m0 values can be found in Table 3.8.

I have also considered four-stage group-sequential designs under unequally spaced
interims for different combinations of interim spacings. The results obtained are very similar
to those for a three-stage design, i.e., if the first interim analysis is pushed towards the latter
end of the trial, the EL is increased when the ratio of delay length to total recruitment period
is sufficiently large. See Table 3.9 for these findings.
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Table 3.8 Efficiency lost for a unequally spaced group-sequential design with K = 3 for
uniform recruitment. The designs recorded assumes α = 0.025,β = 0.1, and µ = τ = 0.5
which also gives the equivalent nsingle = 168.12. The total recruitment period is assumed to
be 24 months. The table records the results for m0 = 3,6,9,12,18 and 24months respectively.
Here I represents equally spaced interims; II represents the first interims takes place sooner,
(0.25,0.5,1); III represents the first interims take place later,(0.5,0.75,1); and IV represents
the first interims occur even later, after 60% and 90% of the total recruitment, (0.6,0.9,1).

m0 Interim Spacing nK ESS ESSdelay ñ1 ñ2 ñ3 EL
3 I 175.51 125.05 139.07 21.94 21.94 0 32.55

II 173.92 132.04 141.14 21.74 21.74 0 25.23
III 176.20 124.24 140.27 22.03 22.03 0 36.54
IV 176.83 130.58 148.34 22.10 17.68 0 47.31

6 I 175.51 125.05 153.09 43.88 43.88 0 65.10
II 173.92 132.04 150.24 43.48 43.48 0 50.45
III 176.20 124.24 156.31 44.05 44.05 0 73.08
IV 176.83 130.58 161.29 44.21 17.68 0 81.81

9 I 175.51 125.05 164.07 65.82 58.50 0 90.59
II 173.92 132.04 159.35 65.22 65.22 0 75.68
III 176.20 124.24 166.25 66.08 44.05 0 95.75
IV 176.83 130.58 174.24 66.31 17.68 0 116.30

12 I 175.51 125.05 168.97 87.75 58.50 0 101.97
II 173.92 132.04 168.45 86.96 86.96 0 100.91
III 176.20 124.24 176.20 88.10 44.05 0 118.42
IV 176.83 130.58 176.83 70.73 17.68 0 123.20

18 I 175.51 125.05 175.51 117.00 58.50 0 117.15
II 173.92 132.04 173.92 130.44 86.96 0 116.09
III 176.20 124.24 176.20 88.10 44.05 0 118.42
IV 176.83 130.58 176.83 70.73 17.68 0 123.20

24 I 175.51 125.05 175.51 117.00 58.50 0 117.15
II 173.92 132.04 173.92 130.44 86.96 0 116.09
III 176.20 124.24 176.20 88.10 44.05 0 118.42
IV 176.83 130.58 176.83 70.73 17.68 0 123.20
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Table 3.9 Efficiency lost for a unequally spaced group-sequential design with K = 4 for
uniform recruitment. The designs recorded assumes α = 0.025,β = 0.1, and µ = τ = 0.5
which also gives the equivalent nsingle = 168.12. The total recruitment period is assumed to
be 24 months. The table records the results for m0 = 3,6,9,12,18 and 24months respectively.
Here I represents equally spaced interims; II represents interims done at 20, 40, 60 and 100%
of the total sample size, i.e. the first interim is done sooner than an equally spaced design;
III represents interims done at 40,60,80 and 100% of the total sample size, i.e. the first and
subsequent interims are pushed to the latter end of the design.

m0 Interim Spacing nK ESS ESSdelay ñ1 ñ2 ñ3 ñ4 EL
3 I 177.21 120.44 136.51 22.15 22.15 22.15 0 33.70

II 175.58 124.36 136.33 21.95 21.95 21.95 0 27.36
III 177.64 119.14 136.28 22.21 22.21 22.21 0 34.99

6 I 177.21 120.44 152.58 44.30 44.30 44.30 0 67.41
II 175.58 124.36 148.3 43.90 43.90 43.90 0 54.72
III 177.64 119.14 151.52 44.41 44.41 35.53 0 66.12

9 I 177.21 120.44 162.04 66.46 66.46 44.30 0 87.24
II 175.58 124.36 160.28 65.84 65.84 65.84 0 82.08
III 177.64 119.14 163.93 66.61 66.61 35.53 0 91.45

12 I 177.21 120.44 171.49 88.61 88.61 44.30 0 107.08
II 175.58 124.36 167.7 87.79 87.79 70.23 0 99.05
III 177.64 119.14 172.02 88.82 71.06 35.53 0 107.97

18 I 177.21 120.44 177.21 132.91 88.61 44.30 0 119.08
II 175.58 124.36 174.87 131.69 105.35 70.23 0 115.43
III 177.64 119.14 177.64 106.58 71.06 35.53 0 119.43

24 I 177.21 120.44 177.21 132.91 88.61 44.30 0 119.08
II 175.58 124.36 175.58 140.47 105.35 70.23 0 117.05
III 177.64 119.14 177.64 106.58 71.06 35.53 0 119.43
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3.3.3 Impact of other boundary shapes on efficiency loss

The following subsection contains results assuming a group-sequential design with Pocock
or OBF boundaries. The results were obtained assuming α = 0.025, β = 0.1, and target
treatment effect µ = τ = 0.5. The total recruitment time was again assumed to be 24 months
and the EL was determined for increasing delay lengths m0 from 1 to 24 months.

Figure 3.6a shows the EL due to delay for Pocock stopping boundaries. Figure 3.6b
shows the same results for O’Brien-Fleming stopping boundaries. The inferences observed
remain similar to the ones obtained using a Wang-Tsiatis boundaries i.e. with increasing
delay lengths, the design suffers great EL. However, we observe that designs with Pocock
stopping bounds tend to suffer much greater EL compared to Wang-Tsiatis or O’Brien-
Fleming boundaries. In general, O’Brien-Fleming designs tend to incur lower EL compared
to the other two stopping boundaries. This is principally because of the group sizes required at
each interim analysis. OBF boundaries require smaller group sizes in each stage as compared
to Pocock or Wang-Tsiatis bounds. Furthermore, these class of designs also have lower
values for early stopping probabilities. Thus,the lower required recruitment rate (for our
fixed recruitment period) alongwith a relatively lower value for early stopping probabilities
reduces the impact of delay and reduces the EL values.

3.3.4 Impact of different type I and type II error values on EL

Figures 3.7a-3.7b provide intuition on how changing α or β values can impact the EL.
The target treatment effect was assumed to remain the same, i.e., µ = τ = 0.5. The total
recruitment time was also retained at 24 months, with the EL plotted for increasing delay
lengths m0 from 1 to 24 months.

It can be seen that varying the type I and II error rates appears to have little impact on the
EL in general. The EL reduces by a small amount for α = 0.005 compared to α = 0.025,
while it increases a little for β = 0.2 instead of β = 0.1.
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(a) Pocock stopping boundaries

(b) OBF stopping boundaries

Fig. 3.6 Efficiency lost due to delay for different delay lengths for a group-sequential
design with different stopping boundaries shapes assuming uniform and linearly increasing
recruitment pattern
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3.4 Impact of delay on expected time to trial completion

So far, the results have shown that the time to observe a treatment outcome can adversely
affect the efficiency of a group-sequential design in the sense of an increased ESS. However,
particularly in clinical trials sponsored by the pharmaceutical industry, the primary measure
of optimality might not be the ESS but the expected time to trial completion. In this section,
I therefore explore how a delay in observing the treatment outcome impacts the expected
time to trial completion.

Let us denote by T the time to complete a trial for a K stage design. At interim analysis k,
T is given by the sum of the time to recruit the required stage k patients (tk) and the time to
observe their treatment outcome (m0). We focus first on the case when patients are recruited
uniformly over the total recruitment period tmax. Then the time taken to recruit the nk patients
required at stage k = 1,2, . . . ,K is

tk =
tmax

nK
nk.

If we take delay into account, the expected time to complete the trial, ETdelay(µ), is given
by

ETdelay(µ) =
K

∑
k=1

(tk +m0)Sk(µ),

= m0 +
K

∑
k=1

tkSk(µ),

= m0 +
K

∑
k=1

tmax

nK
nkSk(µ),

= m0 +
tmax

nK
ESS(µ).

Therefore, under the assumption that recruitment is uniform, the expected time to trial
completion is a linear function of the ESS.

For a linearly increasing recruitment pattern, we instead have that

δ (1+2+ · · ·+ tk) = nk,

⇒ tk =
−1+

√
1+ 8nk

δ

2
,

where
δ =

2nK

tmax(tmax +1)
.
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Now, let, tsingle denote the time taken to recruit the total number of patients nsingle for a
traditional RCT. Then, the expected time to complete a single stage trial is given by:

tsingle +m0

The above results show that the expected time to trial completion is a linear function of
the ESS (for uniform recruitment) or a function of lower degree of the sample size at each
stage (based on a linearly increasing recruitment rate). We know that a group-sequential
trial without delay almost always provides a benefit in terms of lower ESS compared to
a single stage trial. Since the expected time to trial completion under delay is a linear
function of the ESS, or a function of the stage-wise sample sizes of lower degree, it will thus
also generally be lower than that of a single stage design. Therefore, it will in general be
beneficial to conduct a group-sequential trial if the efficiency metric is the expected time to
trial completion.

3.5 Conclusions

Group-sequential designs have been both widely used in practice and extensively explored
methodologically. However, little work has considered the impact of the time taken to observe
the primary outcome variable when examining the utility of a group-sequential design. This
is despite past observations that outcome delay is clearly harmful to the efficiency of a
group-sequential trial.

In this chapter, I aimed to explore the extent to which group-sequential trials could be
impacted by outcome delay. An EL metric was computed based on the difference in the
efficiency gained over a single-stage trial without delay and with delay. I estimated the
number of pipeline patients assuming uniform recruitment, linearly increasing recruitment,
and under a mixed recruitment pattern that combined these two patterns. The results were
also obtained for different delay lengths. They showed that, as would be expected, with an
increase in the delay length the EL increases. The EL remains similar across designs with
different values of K. However, a 2-stage design had marginally lower EL compared to 3, 4
or 5-stage designs, especially when the ratio of the delay length to the recruitment period
(m0/tmax) was small.

It was observed when m0/tmax takes values more than approximately 0.5, the group-
sequential designs incurred heavy EL due to delay. Further, it was observed that the EL is
typically greater under a linearly increasing recruitment pattern than for uniform recruitment;



74 Impact of outcome delay on two-arm group-sequential trials

this follows from the increasing recruitment pattern leading to greater numbers of pipeline
patients. Under the mixed recruitment pattern, it was observed that as l increases (i.e., as the
recruitment becomes linear for a longer period) a greater EL was incurred, with the amount
of EL lying between that under uniform and purely linear (l = 1) recruitment. Therefore, the
EL observed assuming linearly increasing recruitment may be considered as a reasonable
worst-case EL for the design at a particular delay length.

A limitation of this work is that the findings here are based principally on a single
combination of values for α , β and µ . In general, the EL will be dependent on these
parameters. However, additional unshown computations indicated the results altered little
when run for µ = τ = 0.2. In contrast, the EL tended to be lower for α = 0.01 (instead of
α = 0.025), while it inflated a litte for β = 0.2 (instead of β = 0.1), as shown in Section
3.3.4. Finally, Section 3.3.3 indicated how the shape of the stopping boundaries may impact
the EL. The primary finding was that more aggressive stopping rules translate to larger EL,
as it requires a bigger group size at each interim for the same power requirements, thereby
impacting the number of pipeline patients.

For unequally spaced interim analyses, I considered several different possible spacings. It
was observed that pushing the interim analyses towards the end of the trial can be harmful to
the expected EG. The minimal EL was observed when the first interim analysis was planned
even sooner than that under equally spaced interim analyses. When the first interim analysis
is pushed toward the end, the EL increases with respect to a single-stage design.

Therefore, the optimal choice for spacing the first interim analysis is largely dependent
on the delay length. If the delay length is relatively small, a conventionally design with
equally spaced interim analyses should work well. Whereas, for a large delay length, the EL
is reduced if the first interim analysis is conducted very early. However, this comes at the
cost of potential loss of power.

I also considered the impact of outcome delay when the optimality criteria is the time
to trial completion. In this case, group-sequential designs will routinely provide benefit
compared to single-stage designs, even if it takes a large time to observe the treatment
outcome.

In summary, a delay in observing treatment outcomes decreases the expected EG from a
group-sequential design in terms of its reduction to the ESS. Typically, if the delay length is
more than 30-40% of the total recruitment period, most of the EG in terms of reduced ESS is
lost due to delay. It might be best to use a two-stage design if the time to observe the primary
outcome lies below 25% of the total recruitment length, as the EL is comparatively lower than
multi-stage group-sequential design’s. For designs with unequally spaced interim analyses,
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pushing the first interim analysis towards the latter end of the trial can be harmful to the EG.
However, if the optimality criteria is instead the time to trial completion a group-sequential
design is likely beneficial regardless of the outcome length.

The thesis so far has explored designs that primarily use the ESS to determine the
efficiency of the design. However, for other types of adaptive designs this might not be the
case. The next chapter discusses such an adaptive design, where the efficiency is typically
measured in terms of the power of the trial being close to a desired level. Specifically, we
study sample size re-estimation designs in depth and continue to focus on the impact of delay
on these designs.
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(a) α = 0.005,β = 0.1

(b) α = 0.025,β = 0.2

Fig. 3.7 Efficiency lost due to delay assuming for different delay lengths for a group-sequential
design with WT stopping boundaries assuming uniform and linearly increasing recruitment
pattern for different type I and type II error combinations



Chapter 4

Impact of outcome delay on sample size
re-estimation designs

4.1 Introduction

Sample size estimation is an integral part of every clinical trial, as it is important to be
able to detect a pre-specified treatment effect with the correct power, such that efficacious
drugs have a high chance of being identified without using unnecessary resources. The
estimation of sample size requires estimates of nuisance parameter(s) along with the treatment
effect. These nuisance parameters could reflect, e.g., the outcome variance, and intra-class
correlation coefficient, or the population event rate, depending on the type of data and the
study design. Unfortunately, in practice, there is often little information available on these
nuisance parameters at the trial planning stage. Similarly, a particular treatment effect may
be assumed in a sample size calculation that poorly reflects the true effect; i.e. the true effect
is mis-specified in the sample size calculation process, this is problematic as the trial will be
incorrectly powered. In such scenarios, a sample size re-estimation (SSR) design may be
useful [7].

A SSR design allows adjustment of the sample size of the trial based on accrued patient
data on nuisance parameter(s) and/or the treatment effect in order to, achieve a pre-specified
power level. There are several available approaches [90, 33, 91–95] to SSR, often sub-
classified as to whether they are blinded or unblinded. As the name suggests, blinded SSR
preserves the blinding of patient allocations to the treatment arms. Whereas, in unblinded
SSR, the treatment allocation is revealed at the interim: often this will be because an estimate
of the treatment effect is desired for use in a conditional power calculation [96–99]. Usually,
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a blinded SSR is preferred over an unblinded one, for being able to preserve the integrity of
the trial data.

While the literature suggests many different approaches for re-estimating sample sizes,
a common assumption across these articles is that the treatment outcomes are immediately
available. This, as has now been much discussed in this thesis, might poorly reflect many
trials in practice. Therefore, in this chapter, I aim to analyse the impact of long-term primary
outcomes on the efficiency of SSR designs. In particular, the summaries of the distribution
of the re-estimated sample size are used to assess the impact of outcome delay. Further,
whether a SSR design would be beneficial to a trial is assessed through the definition of a
cost measure.

4.2 Motivating example

As an example, consider the phase III randomized placebo-controlled trial (NCT02836496)
that assessed the efficacy of mepolizumab for hyper eosinophilic syndrome [100]. In this trial,
the primary outcome was the proportion of patients who experienced a hyper eosinophilic
syndrome flare during the 32 week study period. Patients were recruited from March 7, 2017
until October 18, 2018. Therefore, the total recruitment length was 19 months, with the
primary outcome taking 32 weeks to observe following enrollment. An initial sample size
of 80 patients (with 1:1 allocation ratio) was estimated as being required to achieve 90%
power to detect an absolute reduction of 38% (at a two-sided α level of 5%) in the proportion
of patients experiencing a flare during the study period. The initial assumption for the true
proportion of patients experiencing a flare on placebo was 60%.

Due to a lack of evidence to support this estimate of 60%, a pre-planned blinded SSR
was conducted, with an increase in sample size to be carried out if the blinded overall flare
rate was less than 30%. The interim analysis was planned after 30 patients were recruited in
each arm and the maximum sample size allowed was 120. Based on the observed data, the
re-estimated sample size was set to be 100.

Per ClinicalTrials.gov, the trial recruited a total of 108 patients in 19 months. Assuming
that patients were recruited uniformly over this 19 month period, the average rate of patient
recruitment would have been approximately 5.7 patients/month. Therefore, if recruitment
was not paused during the follow-up period after 60 patients had been recruited, the number
of patients that would have been recruited while the primary outcomes were awaited to
conduct the interim analysis would have been approximately 57. Thus, by the time of
the completion of the interim analysis, roughly 117 patients would have been randomised.
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However, the re-estimated sample size turned out to be only 100 patients. Thus, because of
the delay in observing the primary outcome, the trial could have recruited more patients than
the re-estimation determined were required. If this time to observing the primary treatment
outcome was even larger, this number of extra pipeline patients could have further increased,
resulting in a potentially overpowered trial with an increased cost.

4.3 Methodology

We assume an RCT is to be conducted to test the efficacy of an experimental treatment vs. a
control. Let YC j and YT j denote the treatment outcomes for the control and treatment arms
respectively from patients j = 1,2, . . . ,ni, and suppose that Yi j ∼ N(µi,σ

2
i ), i =C,T .

We want to test the hypothesis H0 : µT − µC = δ ≤ 0 against H1 : δ > 0, at level α

with power 1−β when δ = δ1 > 0. If we assume equal variance for the treatment arms,
σ2 = σ2

C = σ2
T , then one may use an independent two sample t-test for the hypothesis test,

with test statistic T given as

T =
ȲT − ȲC

spooled

√
1

nT
+ 1

nC

.

Here, s2
pooled is the pooled sample variance given as

s2
pooled =

(nT −1)s2
T +(nC −1)s2

C
nT +nC −2

where, s2
i , i = T,C denote the sample variance in each treatment arm.

The test statistic T follows a non-central t-distribution, with nT + nC − 2 degrees of
freedom and a non-centrality parameter ν , which is a function of δ , nT , nC, and σ . The null
hypothesis is rejected when T ≥ tα,nT+nC−2(1−α), where, tα,nT+nC−2(1−α) is the (1−α)

quantile of a tnT+nC−2 distribution.
For simplicity, we now assume equal sample allocation across both arms, i.e., nT = nC = n

2 .
Then, for the above test, in order to achieve the required power levels, the following formula
is often used based on asymptotic normality

n = 2∗ 2σ2{Φ−1(1−α)+Φ−1(1−β )}2

δ 2
1

. (4.1)
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Thus, n here is the single stage sample size that is required for both arms for a traditional
RCT to test the superiority of an experimental treatment against the standard of care. Here,
Φ(·) denote the CDF of a N(0,1) variable.

Let us suppose that the true value of the variance for the underlying populations is given
by σ2

τ under the true treatment effect δ = τ . Then, the ideal design would have sample size

noracle = 2∗ 2σ2
τ {Φ−1(1−α)+Φ−1(1−β )}2

τ2 , (4.2)

in total. I refer to this design with noracle samples in both arms as the oracle design.
However, as discussed before, at the planning stage we often do not know this value στ

and start the trial with some assumption for σ , say σ = σ0, that we may lack confidence
about. We assume a SSR design is thus chosen to estimate σ at the interim analysis and,
ensure sufficient power for the trial. Since blinded SSR is often considered to be more
preferable [101], the study here onwards uses blinded SSR to estimate σ . Specifically, the
re-estimation is based on a pooled estimate of the sample variance [91].

Let the initially planned sample size n0 be based on an initial assumption that σ = σ0

and δ = δ0. We assume after we observe data from n1 < n0 patients, SSR is conducted based
on the re-estimated value of σ , say, σ = σ∗. The re-estimated total sample size based on σ∗

is then stated to be n1 +n∗2.
If it takes m0 units of time to observe the primary outcome data, and recruitment is not

paused during this delay length, then in the presence of such delay there are two possible
cases:

1. The delay period m0 is such that the number of patients recruited during that time
along with the first stage sample size is smaller than the re-estimated sample size. In
this case, delay does not harm the efficiency of the trial, rather, it reduces the time to
complete the trial due to continuous recruitment when compared to a trial where we
stop recruitment for the interim analysis.

2. The delay period m0 is such that the number of patients recruited during the delay
period along with the first stage units exceeds the re-estimated total sample size. In
contrast to the previous scenario, here we exceed the estimated required sample size.
On average, we may expect that this will make the trial potentially overpowered,
though this may actually be beneficial if the interim variance estimate was negatively
biased.
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Let us denote the number of patients recruited during the m0 delay period, or the pipeline
patients in total(in both arms), as ndelay. The final total sample size of a SSR design in the
presence of delay can then be expressed as

N∗ =

n1 +n∗2 : n∗2 > ndelay,

n1 +ndelay : n∗2 ≤ ndelay.
(4.3)

Here, N∗, n1, n∗2, and ndelay are the final realised sample size, first stage, re-estimated required
second stage sample size, and the number of pipeline patients due to delay by the completion
of the interim analysis.

We can estimate the number of recruited patients during the delay period, ndelay, assuming
a recruitment pattern. The methods for this are given in the following subsection.

4.3.1 Computing the number of pipeline patients

In this chapter, regardless of the value of σ actually under consideration, we set a fixed
recruitment pattern, based on an initial assumption about σ . Specifically, we assume that
it will take an estimated t units of time to recruit the total n0 patients estimated initially as
being required based on the assumption σ = σ0. Further, suppose it takes t1 units of time
to recruit the first n1 patients. To estimate ndelay, the number of pipeline patients recruited
during the m0 units of time after the nth

1 patient is recruited, we consider two sub-cases for
the recruitment pattern: uniform and linear.

Uniform recruitment

If patient recruitment follows a uniform pattern during the trial, i.e., we assume a Poisson
arrival of patients with parameter λ , then the best estimate of λ is n0/t. Furthermore,
E(ndelay) = m0λ .

Linear recruitment

Let us consider an increasing patient recruitment rate such that the recruitment rate per arm
is a linear function of time, say λ = γT , where γ is an unknown constant and T = 1,2, . . . , t.
Then, in t units of time the number of recruitments assuming this trend would be

γ(1+2+ · · ·+ t) = γ
t(t +1)

2
.
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This value should be equal to the initially planned sample size, n0. Equating this to n0 gives
an estimate for γ

γ =
2n0

t(t +1)
. (4.4)

Similarly, if we equate the number of recruitments in t1 units of time with n1 patients, we
have

γt1(t1 +1)
2

= n1,

=⇒ 2n0

t(t +1)
t1(t1 +1)

2
= n1,

=⇒ n0t1(t1 +1) = n1t(t +1).

Solving this for t1 (taking the positive root since time is positive), we get

t1 =−1
2
+

1
2

√
1+

4n1t(t +1)
n0

. (4.5)

The number of patients recruited after time t1, during the m0 units of time awaiting the
outcome results, is thus

ndelay = γ[(t1 +1)+(t1 +2)+ · · ·+(t1 +m0)],

= γm0t1 +
γm0(m0 +1)

2
,

where values for γ and t1 can be acquired from Equations (4.4)-(4.5).
Note that as the total time to recruit all n0 patients, t, has been fixed, this makes ndelay

dependent on the initially planned sample size n0 through the recruitment rate assumptions.
In turn, this makes ndelay dependent on the initial assumptions regarding σ0, as well as δ0,
α , and β . Of course, in practice, the (observed) recruitment rate may not be so directly
dependent on parameters such as σ0. However, it is common practice in trials to choose
the number of sites to influence the recruitment rate to limit the planned trial duration to an
acceptable length. Consequently, we believe it is logical to set the recruitment rate for our
evaluation in this manner.
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4.4 Assessing the impact of delay on sample size re-
estimation

Here, three approaches are considered for assessing the impact of delay on a SSR design.

4.4.1 Approach 1: Impact of delay on the re-estimated sample size

In order to observe to what extent delay can impact the study design, I have plotted the
distribution of re-estimated sample sizes in the presence of delay assuming both uniform
and linear recruitment pattern. The recruitment rates were determined based on an initially
planned sample size n0 computed assuming δ0 = 3.5 and σ2

0 = 10, and assuming a total
recruitment period of 24 months. All trials aimed to maintain a 5% significance level and
achieve 80% power. This resulted in n0 = 202 patients in total in both arms as the initially
planned sample size. The interim was planned after 35 patients were recruited in each arm,
i.e., n1 = 70, following the advice for external pilot trials given in [102].

I have then investigated three scenarios, given by

• Case I: σ2 = σ2
τ = 8.

• Case II: σ2 = σ2
τ = 12.

• Case III: σ2 = σ2
τ = 10.

In all cases, the true treatment effect was assumed to be τ = 3.5. Finally, to explore the
impact of delay, varying delay lengths were considered: m0 = 0,2,4, . . . ,14.

For each combination of parameter assumptions, 10,000 simulations were run to obtain
the distribution of the re-estimated sample size. In each simulation, the first n1 samples on
were drawn from a N(0,σ2

τ ) and a N(τ,σ2
τ ) distribution for the control and treatment arm

respectively. The pooled sample variance was then computed, based on which the sample
size was re-estimated. The number of pipeline patients was then computed based on Section
4.3.1. Then, Equation (4.3) was used to determine the final sample size incorporating delay.

Note that in the the simulations I have not defined a maximum allowed sample size,
meaning that there is no cap on the number of pipeline patients. This in turn means that the
total recruitment length is not in any way constrained following the re-estimation process. In
practice, it is of course true that patient accrual is unlikely to go indefinitely; hence often
SSR designs give a maximum allowed sample size in advance. I have not fixed a maximum
sample size in order to observe the full distribution of N∗ in the presence of delay, rather than
truncating it to some maximum value.
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Once the final sample sizes were determined, the rest of the stage 2 observations(n∗2
or, ndelay) were simulated. The test statistic was computed based on all N∗ values and the
decision regarding whether to reject the null or not was made. Figures 4.1 and 4.2 plot the
distribution of the final sample sizes following SSR. In them, the blue boxplots denote the
re-estimated sample size when the null hypothesis was rejected, and the red ones denote the
same when the null was not rejected.

The primary finding evident from the results is that with an increase in the delay length,
the spread of the distribution of the final sample size reduces, even if the median final sample
size often remains similar. This is principally because with an increase in the delay length, the
number of pipeline subjects increases considerably. This increases the minimum attainable
value for the sample size.

Case I: σ2
τ = 8

When the true population variance, σ2
τ = 8, the trials are impacted heavily by delay. Here,

the oracle design requires only 129 patients, compared to the initial sample size estimate of
202. Therefore, the re-estimated total sample size tends to be lower than the initially planned
sample size. Further, especially in the presence of large delay, the total recruited samples
at the end of the interim analysis will tend to surpass the re-estimated sample size. In other
words, the chance is high that a larger number of patients are recruited than required; or
alternatively, the final sample size would often be n1 +ndelay instead of n1 +n∗2.

Case II: σ2
τ = 12

Trials where the true population variance σ2
τ = 12, are impacted the least by delay across

the considered cases. Here, the oracle design requires a total of 290 patients. Therefore, for
these trials, SSR tends to specify a re-estimated sample size larger than n0. Consequently,
the pipeline subjects are typically able to contribute positively to the final sample size. We
also observe that the spread of the sample size distribution remains relatively similar over
varying delay length, with only a very small reduction for higher delay values.

Case III: σ2
τ = 10

In trials where σ2
τ = 10, it was observed that the spread of the sample size diminishes with

the delay length. However, the reduction is not as drastic as the case where σ2
τ = 8.
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The above statements are true for both uniform and linear recruitment patterns. However,
the linear trend leads to a larger number of pipeline subjects. This leads to larger delay
impact and therefore greater efficiency loss.
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Building on the above, we next consider a new performance metric, which we refer to as
the delay impact. This captures how likely a trial is to finish with a sample size greater than
the re-estimated required sample size. That is, the delay impact is defined as the proportion
of trials that conclude with n1 +ndelay as their final sample size. I plot the delay impact in
Figure 4.3 for the aforementioned three cases.

It is evident from Figure 4.3 that the delay impact increases with m0. As an example, if
we consider m0 = 10 months for Case I, the delay impact is approximately 0.8 under uniform
recruitment. That is, there is an 80% chance that the trial will finish with a sample size
greater than that estimated as being required, resulting in a likely less efficient design. It can
be observed for trials where σ2

τ = 8 or 10 the delay impact is severe and quickly rises in m0.
Whereas, for σ2

τ = 12 the delay impact is smaller, especially under uniform recruitment.
SSR under a linearly increasing recruitment pattern tends to suffer more from delay. Here,

due to higher pipeline subjects, more trials are likely to end up with more than the estimated
required number of samples, leading to an increased cost. Even for σ2

τ = 12, the delay impact

is observed to have a maximum of 99%.

4.4.2 Approach 2: Impact of delay on RMSE(N∗)

So far, we have observed the distribution of the final sample size following a SSR design
incorporating the effect of delay. However, this does not translate directly how the efficiency
of the trial can be impacted by delay. The goal of SSR can be thought of as attempting to
estimate the true required sample size with precision. That is to have the final sample size be
as close as possible to the true required sample size, noracle. Therefore, I wanted to observe
the impact of delay on the precision of the re-estimation process, i.e., whether a delay in
observing the primary outcome makes the final sample size drift apart from the oracle sample
size and if so, determine how far it drifts. Therefore, I compute the root mean square error
(RMSE) of the re-estimated sample size in the presence of delay as

RMSE =
√

E(N∗−noracle)2,

where N∗ is the random variable representing the final sample size obtained from Equa-
tion (4.3). This is the square root of the MSE (MSE = Bias2 +Variance). Thus, it penalises
designs that get the average re-estimated sample size incorrect and also ones that have higher
variability in the re-estimated sample size.

A greater value of the RMSE indicates a greater loss on average as the final sample size
drifts farther away from the true required sample size. Since the exact distribution of the final
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(a) Uniform recruitment.

(b) Linear recruitment.

Fig. 4.3 The ’delay impact’ for varying delay lengths (m0 = 1,2, . . . ,24) for σ2
τ = 8,10,12,

under uniform and linear recruitment patterns.
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sample size is complex, I estimate the value of the RMSE by averaging the distance of the
final sample size from noracle across simulated trial replicates.

Figure 4.4 shows the RMSE for different delay lengths and different values of σ2
τ , based

on 10,000 simulations for each parameter combination. The dotted line in each graph
represents the RMSE for a single stage design, which reduces to just the difference between
the single stage sample size and the oracle sample size and is thus constant across delay
lengths for given α , β , δ0, and τ values.

It can be observed from Figure 4.4 that for smaller delay lengths the RMSE remains
relatively constant (with variations attributable to sampling variation). However, with increase
in the delay length, the RMSE ultimately increases, and it generally increases rapidly for
m0 greater than 15 months. If the recruitment is assumed to be linearly increasing, then the
impact is greater, and happens sooner at approximately m0 = 12 months.

When σ2
τ = 8, the RMSE observes a sharp increase beyond a 9-month delay period. It

can be inferred that in this case, for a large delay length (i.e, m0 > 9 months), the final sample
size usually does not correctly represent the true sample size required by the trial, leading to
an over-powered trial on average.

4.4.3 Approach 3: Impact of delay on a ‘cost’ metric

Although RMSE is an effective measure at providing an idea of the accuracy of the re-
estimated sample size, it fails to recognise that often an under-powered trial is considered to
bear more serious consequences than an over-powered trial. Therefore, I have proposed a
metric that penalises an under-powered trial more than an over-powered trial, for the same
sample size difference.

Let us define the cost to conduct a SSR design in the presence of a delay length of m0 as

CostSSR(m0) = E
[

(N∗−noracle)
2

100∗Power(N∗)

]
.

Here, Power(N∗) denotes the power of a two sample t-test with N∗/2 samples in each arm
with the pre-specified δ and α values (3.5 and 0.05 respectively in our example).

This metric can be viewed as a cost-benefit ratio, where, in this case, the cost is the loss
of efficiency in terms of the distance from the ideal sample size for a given delay m0, and the
benefit is the power of the trial. A similar cost metric can be computed for a single-stage
design. However, in this case, the metric would take a constant value for particular error
rate requirements. Note that, here the ’cost’ metric does not associate with any financial or
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(a) Uniform recruitment.

(b) Linear recruitment.

Fig. 4.4 RMSE for varying delay lengths (m0 = 1,2, . . . ,24) for σ2
τ = 8,10,12, under uniform

and linear recruitment patterns.
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economic cost of the trial, instead only reflects the potential harm or loss in efficiency that
the trial may undergo.

As in the previous section, as the analytical distribution of the final sample size (N∗) is
not easily derivable I have used simulation to estimate the average cost under different delay
lengths. The cost metric is computed as the average of the ratio (N∗−noracle)

2

100∗Power(N∗) obtained from
10,000 simulated trials provided values for N∗.

I plot the cost in Figure 4.5 for both single-stage and blinded SSR designs. The figure
shows that there exists almost an exponential increase in the cost for greater delay lengths.
This figure looks very similar to the plot of RMSE as shown in Figure 4.4, reconfirming our
previous observations.

The impact of delay in terms of this cost metric is highly dependent on σ2
τ . When σ2

τ = 8,
a higher cost is suffered in the presence of large delay (m0 > 15 months), aligning with the
previous inferences. The only case when SSR is comparatively beneficial compared to a
single-stage design, irrespective of the considered delay lengths, is when σ2

τ = 12. In fact, in
this case, under uniform recruitment observing a delay for the primary outcome may add
to the efficiency of the trial compared to the alternative option of pausing recruitment to
conduct the interim analysis, as it can lead to recruitment of a number of patients closer to
the oracle sample size while awaiting treatment outcome data.

In addition, it can be seen that the recruitment pattern does influence the efficiency losses.
In general, under linear recruitment larger costs are suffered as a greater number of pipeline
subjects are usually present.

Note that the exact values of the RMSE and cost measures, as well as other parameters,
obtained through simulations for selected delay lenghts can be found in Tables 4.1-4.2.

Here, one interesting point to note in Figures 4.4 and 4.5 is that, there is a small dip in
the RMSE and cost values before the curve starts to rise rapidly. For example for case III,
the value of RMSE falls between 10 ≤ m0 ≤ 18 and attains a minimum at m0 = 15 months.
Now if we take a closer look at Tables 4.1-4.2 it can be seen that for m0 = 15months, ndelay

takes the value of 126 patients. Along with the 70 first stage patients, the final sample
size then results in 196 patients, which is very close to the required ’oracle’ sample size of
approximately 202. Hence, the minimum value of the final sample size increases to 196.
Thus, in this case, the variability along with the RMSE value reduces as compared to the
RMSE for m0 = 0 month. Thus, we see a small dip in the values of RMSE as well as the
cost in that region of m0 values. Similarly, for the other two cases, the dip is observed right
before the curve shoots up.
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(a) Uniform recruitment.

(b) Linear recruitment.

Fig. 4.5 The ‘Cost’ for varying delay lengths (m0 = 1,2, . . . ,24), for σ2
τ = 8,10,12, under

uniform and linear recruitment patterns.
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It can be seen from the tables 4.1-4.2 that, the average re-estimated sample size increases
with delay. This is because, as the delay impact increases a greater proportion of trials ends
up with n1 +ndelay sample. This gives a rise to the minimum attainable re-estimated sample
size thus increasing the average re-estimated sample size.

For trials in which σ2 > σ2
τ ,they tend to become overpowered quickly due to the increase

in the sample size. The power can be increased to as big as 97% from 80% for a sufficiently
large delay (24 months). The power increases from 80 to 86% for a trial with correctly
specified σ2 = σ2

τ over increasing delay lengths. The power remains relatively constant for
the third scenario. However, for linear recruitment, the power is further influenced due to the
increase in pipeline subjects.

4.5 Impact of delay on sample size re-estimation for a bi-
nary outcome

The study above describes the impact of delay on blinded SSR for continuous outcome
variables. For a binary response variable, the required sample size depends not only on the
specified values of the type I error rate, power, and clinically relevant difference, but also on
the precise underlying success probabilities in the two arms. Friede and Kieser [90] proposed
a blinded SSR process to re-estimate the sample size in this scenario. I present the effect of
delay on such designs in this section.

Specifically, let us consider a clinical trial comparing two treatments based on a binary
outcome variable. The success rates in each group are denoted as π1 and π2 respectively.
Suppose there are to be n samples observed across both treatment arms. Xi, the number of
successes in group i = 1,2, is then binomially distributed with parameters n/2 and πi. The
parameter of interest is the absolute difference in the success probabilities, δ = π2 −π1,
and the hypotheses under test at level α and power (1−β ) for δ = δ0 are assumed to be
H0 : δ ≤ 0 versus H0 : δ > 0. A normal approximation test can be used to test the above
hypotheses, with the test statistic

U =

√
1
2
∗ n

2
π̂2 − π̂1√
π̄(1− π̄)

,

where π̂i =
Xi

n/2 are the observed proportions of successes in the arms and π is the observed
pooled success rate across arms, computed as X1+X2

n . We reject the null at significance level
α if U > Φ−1(1−α).
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The sample size required for the above test for a significance level of α and power of
1−β is typically computed as

n = 2∗
[Φ−1(1−α)

√
2p̄(1− p̄)+Φ−1(1−β )

√
p1(1− p1)+ p2(1− p2)]

2

(p2 − p1)2 , (4.6)

where p1 and p2 are pre-specified estimates of π1 and π2 and p̄ = (p1 + p2)/2.
As before, if the true values of π1 and π2 were known then the oracle sample size derived

from the above formula, noracle, can be readily calculated. However, at the planning stage the
values of the πi are unknown and the pi used in the calculation may be subject to substantial
uncertainty.

Let us assume that after n1 patients have been recruited in both the control and the
treatment arm, we estimate the value of the pooled success rate and re-estimate the sample
size based on this. Usually, n1 is considered to be a fraction of n or pre-specified at the design
stage. By estimating only a pooled success rate the blinding of the treatment allocations can
remain intact. Here, the pooled success rate can be estimated as p = (X11 +X12)/n1 , where,
X11 and X12 denotes the total number of successes in the first stage, and the re-estimated
sample size (N∗ = n1 +n∗2) is given as

N∗ = 2∗ {Φ−1(1−α)+Φ−1(1−β )}2

δ 2
0

2p(1− p). (4.7)

Note that, the individual values of X11 and X12 is often not required and the SSR can be
performed from knowing the sum, (X11 +X12) instead, retaining the blinding and integrity of
the trial.

In the presence of delay, though, the re-estimated sample size is impacted by the pipeline
observations, as described previously in Section 4.3. The final sample size for the trial is the
same as Equation (4.3)

N∗ =

n1 +n∗2 : n∗2 > ndelay,

n1 +ndelay : n∗2 ≤ ndelay.

Here, n∗2 and ndelay are the re-estimated required second stage sample sizes and the number of
pipeline patients due to delay after the first stage sample respectively. The pipeline subjects
(ndelay) are computed similar to Section 4.3, where, the total recruitment time is assumed to
be 24 months to recruit all of n patients determined in the planning stage. That is, the number
of pipelines can be obtained replacing n in the place of n0 in Section 4.3.1.
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4.5.1 Impact of delay on the re-estimated sample size

In order to observe the effect of delay on the re-estimated sample size, I have plotted the
distribution of the final sample size post SSR for varying delay lengths. I assumed that initially
the sample size calculations are based on a control treatment success rate of π1 = p1 = 0.3
and to detect a treatment effect of δ0 = 0.25 (i.e., π2 = p2 = 0.55). For this scenario, the
trial requires a total of 94 patients across both arms for a one-sided 5% significance level
and 80% power. The total recruitment time was assumed to be 24 months to recruit all 94
patients and patient accrual was based on uniform or linear recruitment.

Similar to Section 4.4.1, three scenarios were investigated, where,

• Case I: π1 = 0.1.

• Case II: π1 = 0.3.

• Case III: π1 = 0.5.

In each case, π2 = π1 +δ0.
I have considered m0 = 0,1, . . . ,14 months. For each parameter combination, 10,000

simulations were run to obtain the distribution of N∗. For each simulation, the first n1 = 30
samples across both arms were drawn from Bin(1,π1) and Bin(1,π1 +δ0) populations, and
the pooled sample success rate (p) was computed, based on which the sample size was re-
estimated. The final sample size, N∗, was obtained through Equation 4.3. As in Section 4.4.1,
for the simulation purposes I have not imposed a maximum allowed sample size in order to
observe the full distribution of N∗.

Figure 4.6 and Figure 4.7 plot the final sample sizes obtained through SSR for varying
delay lengths. It can be seen from the plots that with increasing delay lengths the minimum
values of the final sample size (N∗) increases. As observed for a continuous outcome, this is
due to the distribution being truncated at N∗ = n1+ndelay. Similar to the continuous case, the
most severe impact of delay is observed when π1 = 0.1. Here, the required oracle sample size
(noracle = 66) is less than the initially estimated required sample size (n = 94). Therefore,
the delay period often results in accruing more patients than are estimated as being required
and the greater the delay is, the more pipeline patients will be contributing to the loss of
efficiency. Linearly increasing recruitment worsens the situation due to a higher number of
pipeline patients.
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The delay impact, as defined in Section 4.3, is also plotted in Figure 4.8 for the above
simulation scenario. It is interesting to note that the impact of delay on the considered trials
with a binary outcome is more severe compared to the continuous outcome examples from
earlier. A reason for this may be the relatively smaller sample sizes required for the trials
considered here compared to those in the normal outcome case.

Furthermore, it can be noted from Figure 4.7 that here N∗ takes a single value of 104
(here, n1 = 30 and ndelay = 74). Here, due to the recruited pipeline patients the final sample
size already surpasses the the maximum sample size possible (100) for any true π∗ ∈ (0,1)
for α = 0.05 and β = 0.2 (due to the binary nature of the data). Thus for all simulation,
the final sample size takes the constant value of 104, making delay impact= 1. Now if m0

increases further, this value would increase rapidly with a higher value of N∗ consisting
of N∗ = n1 + ndelay. Thus we see for linear recruitment the delay impact also quickly
converges to 1 in Figure 4.8, where, for m0 > 12 the final sample size only takes the value
N∗ = n1 +ndelay with delay impact= 1

4.5.2 Impact of delay on the ‘cost’ metric

Here, I plot the cost metric as defined in Section 4.4.3 to understand the impact of delay on
blinded SSR for a binary outcome variable.

It is evident from Figure 4.9 that an increase in delay length significantly impacts the
‘cost’ of the trial. It is also sensitive to the true value of the πi. The trials where π1 = 0.1
suffer higher costs in the presence of large delay (m0 > 15 months) due to a smaller oracle
sample size, aligning with the previous inferences in the normal outcome case. Furthermore,
also similar to prior observations, a linearly increasing recruitment rate increases the cost in
comparison to uniformly recruited patients, as this results in a greater number of pipeline
subjects.

The exact values for the delay impact, cost, and RMSE of the SSR designs with binary
outcomes can be found in Tables 4.3 and 4.4.
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(a) Uniform recruitment.

(b) Linear recruitment.

Fig. 4.8 ’Delay impact’ for varying delay lengths (m0 = 1,2, . . . ,24) for π1 = 0.1,0.3,0.5,
under uniform and linear recruitment patterns.
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(a) Uniform recruitment.

(b) Linear recruitment.

Fig. 4.9 ‘Cost’ for varying delay lengths for different values of π1 = 0.1, 0.3 and 0.5 for
uniform and linear recruitment patterns compared to a single stage design assuming p1 = 0.3.
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4.6 Effect of delay for different first stage sample sizes

The results so far showed that the impact of delay is highly sensitive to the value of the
nuisance parameter(s). In order to obtain a reliable estimate of the nuisance parameter, the
sample size at the re-estimation point needs to be chosen carefully. For external pilot trials,
Teare et al. [102] suggested using 35 samples in each arm to estimate σ2 in the normal
outcome case. In this section, I seek to observe how varying the first stage sample size
impacts the final sample size in the presence of delay. I plot the final sample size N∗ in the
continuous outcome case when σ2

τ = 8 or 10, the two previously considered cases more
heavily impacted by delay Figure 4.10 and Figure 4.11 plot the final sample sizes for varying
delay lengths for different first stage sample sizes, specifically n1 = 50,70,90. I have plotted
the results for the case of a uniform recruitment pattern.

It can be observed that, as expected, the variation in the final sample sizes reduces
considerably with increase in the first stage sample size n1. Also, the minimum value for
the final sample size rises quickly for a higher n1. The impact is more severe when σ2

τ = 8,
however, similar trends can be seen when σ2

τ = 10.
In order to reach a balance between the severity of delay impact and higher variability in

the sample size, our results arguably coincide with the findings of Teare et al. That is, 35
samples in each arm appears to strike an appropriate balance between obtaining a reasonably
reliable estimate for σ2 as well as limiting the impact of delay.
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4.7 Conclusions

SSR can be a powerful tool to ensure a trial meets its desired power requirement. In this study
I sought to observe the impact of delayed outcomes on the efficiencies that SSR provides. I
have considered both continuous and binary outcome variables to demonstrate this impact. I
also defined a ‘cost’ metric that penalises an under-powered trial as a result of SSR more
than an over-powered trial, in order to arguably better capture the true extent of efficiency
loss experienced by a trial.

The results show that outcome delay does impact the efficiency of SSR. However, it is
heavily dependent on the true value of the variance parameter in the normal outcome case, or
the success rates in the case of a binary outcome. When the true variance parameter is small,
the reduced required sample size makes the trial more susceptible to delay. By contrast, if
the variance is large, the large required sample size makes delay less impactful.

It is to be noted that the results in this chapter may arguably be viewed as reflecting only
small changes in the underlying parameter values. Since the impact of delay was still highly
sensitive to these parameter values, higher fluctuations could clearly gravely impact the trial
efficiency. Furthermore, the results in this chapter was based on the assumption that there
is no cap on the recruitment, which poorly reflects reality. In this chapter, we observed the
maximum loss possible for a given delay length for specific parameter values used in the
sample size calculation. However, note that, this loss can be restricted especially in the case
I, capping the maximum number of recruitments possible in the trial. But, this efficiency loss
will be sensitive to the maximum sample size specified.

Teare et al. [102] suggested 35 patients per arm to be a reasonable sample size to provide
an accurate estimate of the variance of a normally distributed outcome. Therefore, our
simulations for continuous outcome variables assumes a first stage sample size of 35 per arm.
The results given here extend the findings of Teare et al. in an interesting manner; as expected,
increasing the first stage sample size naturally still translated into a lower variability in the
re-estimated sample size when considering delay. However, the impact of delay increased
as a function of the first stage sample size. Importantly, it could well be argued based on
the given results that in order to strike a balance between these two conflicting interests,
conducting the interim after recruiting 35 patients in each arm remains a reasonable choice.
Note that the work by Teare et al. is set in an external pilot trial setting, rather than an internal
pilot for blinded SSR. Thus, the results discussed in this chapter extend the work of Teare
et al., confirming that an internal pilot sample size of 35 patients per arm is applicable for
blinded SSR as well.





Chapter 5

Conclusion

5.1 Summary of the findings

Pharmaceutical research is a costly and time-consuming process with a relatively low rate
of success. There are several aspects of clinical research, if improved, would provide great
benefit: efficient design, conduct and analysis of clinical trials are particularly helpful. An
efficient trial can not only reduce the cost of new effective treatments, but also make them
accessible to patients in the market sooner. Adaptive designs may be particularly helpful
in this regard, being a broad and flexible class of efficient designs. In recent decades these
designs have gained much popularity due to the many advantages they provide. Recently, the
successes of the RECOVERY trial for COVID-19 have further solidified claims regarding
the benefits of adaptive designs.

However, a major limitation of adaptive designs is their ability to work effectively when
it takes a long time to observe the primary treatment outcome. Although approaches have
been proposed in the literature to tackle the issue of outcome delay, none of them explicitly
explain how much loss a trial might experience due to delay. Moreover, in the presence
of such delay, none address whether allowing the adaptation adds any benefit to the trial
compared to a traditional RCT. Therefore, this thesis aimed to quantify the loss in efficiency
of adaptive designs in the presence of outcome delay. A primary objective of the thesis was
also to provide guidelines on when an adaptive design is beneficial to a trial under a given
degree of outcome delay.

The thesis explored the impact of delay on three different kinds of adaptive design:
Simon’s two-stage design, two-arm group-sequential design, and blinded sample size re-
estimation. In all the analyses, the underlying assumption was that recruitment is not paused
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during the interim analysis. Therefore, at each interim analysis, there is a possibility of
accruing pipeline patients in the trial, which adds to the cost of the trial.

As Simon’s design remains widely applied in phase II oncology trials, where many
studies use long-term primary endpoints, the thesis included a review of such trials. The
review assessed the loss in efficiency in term of the increase in the ESS when accounting for
delay. It was observed that 15-30% of the expected efficiency gain is typically lost due to
outcome delay. Thereafter, a new class of designs were proposed that accounted for outcome
delay in a single-arm two-stage trial with a binary outcome, termed delay-optimal designs.
These designs typically had lower first stage sample sizes and were also found to have lower
maximum sample sizes compared to a null-optimal design. Delay-optimal designs were
found to be beneficial to the trial when there was a moderate level of delay (20-30% of the
total recruitment time). However, it was observed that for sufficiently large delay (where the
delay length is more than 50% of the total recruitment length), even delay-optimal designs
failed to add any advantage compared to a single-stage design.

For a group-sequential design, formulae for estimating the number of pipeline subjects
were derived for different recruitment models. The ESS accounting for delay was then
computed using these formulae, which in turn allowed the efficiency lost in terms of an
increased ESS to be calculated. The primary observations aligned with the findings for
Simon’s two stage design, i.e., with increase in the delay length a significant increase in the
efficiency loss was observed. In particular, if the outcome delay was more than 50% of the
total recruitment length, a multi-stage design failed to provide any added advantage in terms
of a reduced sample size. Some efficiency loss might be saved if the first and subsequent
analyses are done sooner than that under an equally spaced design, but this comes at the
cost of a potential loss of power if the maximal sample size is not increased. However,
if the measure of assessing the efficiency of the design is the time to complete the trial, a
group-sequential design can be expected to outperform a traditional RCT even in the presence
of significant outcome delay.

For a blinded sample size re-estimation design, where the primary measure of efficiency
is no longer the ESS, assessing the impact of delay is more complex. In this case, the impact
of delay is highly dependent on the underlying parameter values. If the nuisance parameter
(e.g., σ for continuous outcomes), is such that the true required sample size is large then the
impact of outcome delay will be attenuated. For SSR, we proposed a cost metric that can
be viewed as a cost-benefit ratio. This metric is designed to penalise an under-powered trial
more severely than an over-powered one. The efficiency under delay was assessed through
this metric. The general inference was, if the delay is sufficiently large (greater than around
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37.5% of the total recruitment length), a blinded SSR design tends to lose its efficiency in
terms of a much over-powered trial. Furthermore, it was observed that 35 patients in each
arm for a two-arm blinded SSR is a reasonable choice for the time at which to conduct the
interim analysis, at least for the continuous outcome data scenario considered.

All the results indicate that a large outcome delay can be harmful to an adaptive trial’s
efficiency. Having quantified the loss in efficiency, the thesis now overviews how we may
easily evaluate whether adaptation benefits a trial or not.

5.2 A proposed metric: Delay length
Recruitment length

The literature on adaptive designs is vast and, as can be seen from Chapter 1, each type of
adaptive design may optimise a different quantity to obtain the best design. While there exist
a plethora of different metrics to assess the efficiency of an adaptive design, there are three
metrics which are mostly commonly used

• ESS

• Power

• Proportion of patients allocated to the best arm

In order to propose a metric that can assess the performance of an adaptive design under
outcome delay, one might suggest to use some combination of these three metrics. However,
interpreting and leveraging such a metric may be challenging. Indeed, stating the ESS of an
adaptive design may not be the most clinician-friendly way of trying to demonstrate when
and whether an adaptive design is useful. Therefore, to provide guidelines on whether an
adaptive design is beneficial to a trial or not in the presence of outcome delay, I sought a
metric whose value implies that performance of the adaptive designs in terms of the above
metrics would be strong.

When recruitment is not paused for the conduct of interim analyses, pipeline patients are
accrued in a trial. It can be deduced, both intuitively and analytically, that the number of
pipeline patients is directly dependent on the time to observe the primary outcome . In this
scenario, the delay length can therefore capture the loss in efficiency directly. However, the
delay length alone can be insufficient without knowledge of the recruitment rate. For example,
3 months time can be looked upon as a long delay if the total sample size for the trial can
be recruited within a few weeks. Whereas, the same 3 months can be viewed as a relatively
short delay if the recruitment rate is slower and it takes, say, 2 years to complete recruitment.
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Consequently, the ratio of the delay length to the recruitment period, Delay length
Recruitment length , may

be considered to be a reasonable candidate for a metric to indicate the loss in efficiency of
an adaptive design under outcome delay. A larger value of this ratio would indicate that the
delay period is relatively greater as compared to the recruitment length, or, the recruitment
rate is comparatively higher. It can result in a greater number of pipeline patients being
recruited in the trial.

The following subsections provide details of how this metric can be helpful in determining
whether the adaptation in a proposed trial designs brings benefit or not, especially in relation
to performance in terms of the aforementioned efficiency metrics.

5.2.1 ESS

The ESS is an important quantity that is often considered while designing an adaptive trial.
It can be indicative of the potential cost and time to complete the trial in the design phase.
Typically considered for the cases of multi-stage trials, for Simon’s design, group-sequential
design, or a MAMS design, much literature suggests to use the ESS to assess the efficiency
of a design. The ratio Delay length

Recruitment length can be well translated into whether an adaptation is
beneficial to the trial or not for both Simon’s design and two-arm group-sequential design, as
evidenced by Chapters 2-3. Specifically, as observed in Section 2.5, for Simon’s design when
the value of Delay length

Recruitment length is larger than 0.5, the adaptation becomes unhelpful to the trial.
Similarly, Section 3.5 provides a guideline that if the delay length is more than 25% of the
total recruitment length, i.e., if Delay length

Recruitment length > 0.25, a multi-stage group-sequential design
typically loses its benefit as compared to a single stage design. In Section 4.4, a similar trend
is observed for sample size re-estimation; the average sample size increases with the increase
in the ratios value. However, in SSR, the primary measure of efficiency in not generally
the average sample size but rather the power of the trial. Therefore, the following section
discusses the interplay between the proposed metric and the power of the trial.

5.2.2 Power

The power of any trial is defined as the probability that a true treatment effect will be detected.
Typically, the power of a group-sequential design is not affected much by outcome delay.
However, as seen in Chapter 4, for blinded SSR, the power can be influenced by the delay
length. For a blinded SSR design, where we continue recruitment with no maximum sample
size imposed, the power quickly rises with an increase in the delay length. Especially when
the underlying nuisance parameter implies only a small sample size is in fact required, there
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is a large probability of ending up with an overpowered trial. In practice, we may be able
to effectively mitigate this possibility by imposing a permissible maximum sample size.
However, having an exact interval for plausible values of the ratio Delay length

Recruitment length does not
seem feasible for an SSR design as this is largely dependent on the nuisance parameter value.
For example, in our simulation example, the results suggested that if the ratio Delay length

Recruitment length

takes a value between 0 to 0.5, then it appears reasonable to consider the use of SSR.
Otherwise, there is a good chance of the trial ending up as an over-powered trial. However,
this is largely dependent on the nuisance parameter. The farther the initial specification of
σ drifts from the true population variance, the lower the threshold becomes for the ratio

Delay length
Recruitment length , especially when the underlying nuisance parameter implies only a lower
sample size is required than initially planned.

5.2.3 Proportion of patients allocated to the best arm

Probably one of the earliest adaptive designs that addressed the impact of outcome delay
was RAR. The proportion of patients allocated to the best arm is a very typical metric to
assess for the effectiveness of a RAR routine. Outcome delay plays a significant role in how
effectively the allocation ratio can be skewed towards beneficial treatment arm(s). This
thesis did not explore the exact scenarios under which RAR loses its benefit, but the existing
literature suggests that long delay lengths are clearly not beneficial to the design [103, 56].
Therefore, the RAR literature discusses and proposes methods that account for delay under
short to moderate delay lengths. It was noted by Berry, and later supported by others, that
“there is a decrease in the maximal expected proportion of success when there is response
delay" [104]. However, for shorter delay lengths, there is a good chance for patient benefit
in RAR designs when a treatment effect exist. The work by Williamson on constrained
randomised dynamic programming for RAR methods suggests that, in the presence of a
treatment effect, “Even for a delay length of 50 (two thirds of the trial size), there are still
worthwhile gains, relative to equal randomisation" [103]. Furthermore, Hardwick et. al.
also noted that "except when the delay rate is several orders of magnitude different than
the patient arrival rate, the delayed response bandit is nearly as efficient as the immediate
response bandit. The delayed hyperopic design also performs extremely well throughout the
range of delays, despite the fact that the rate of delay is not one of its design parameters"
[105]. From the above, it may be inferred that RAR can still provide benefit if the ratio of
the delay length to the recruitment length is less than 0.66 assuming a uniform recruitment
pattern. However, if the recruitment pattern is mixed or linear in nature, the ratio for retained
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benefit would likely become more conservative. The exact figure could only be derived after
extensive simulation.

5.2.4 Other metrics

For the expected time to complete the trial, the results from Chapter 3 show that a group-
sequential design will outperform a traditional design on average, preserving the benefits of
the adaptation. Although, the thesis did not conduct simulation for other adaptive designs, I
suspect that the above inference remains true for seamless designs. Therefore, the proposed
metric Delay length

Recruitment length might not be required if a seamless design is assessed in terms of
expected study duration. For other performance measures, further work would be required
to assess how the proposed metric can reflect benefit under outcome delay on the original
performance measure scale.

5.3 Limitations and future directions

Although the thesis conducted thorough assessments of the impact of outcome delay on
several types of adaptive trial, there are certain limitations of the work that should be
acknowledged. Firstly, the focus of this thesis is specifically on three major types of adaptive
design. There is a scope for simulation studies for other kinds of design, like MAMS,
adaptive enrichment, seamless designs, or biomarker adaptive designs. It can be reasonably
expected that, e.g., the ESS in the case of a MAMS design would increase as the delay
increases, similar to a group sequential design. However, the benefit MAMS design provides
in terms of a reduced sample size compared to multiple single-stage two-arm studies may
still exceed the increased cost caused by pipeline patients, as the initial benefit ignoring
delay can be very large. Therefore, it might be beneficial to use a MAMS design even in the
presence of delay, as opposed to multiple traditional RCTs.

Next, the thesis is based on a fixed delay assumption, which might not reflect reality
for all trials. There are random delays that can be induced in the study, for example, due
administrative purposes or due to a particular group of patients. The delay in conducting
an interim analysis might be considered random in this sense. These delays are difficult to
predict at the design stage, and thus are hard to incorporate into a simulation study seeking
to offer generalised advice, but would nonetheless further enhance the loss of efficiency.
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Further, the thesis has focused on continuous and binary treatment outcomes. The
impact of delay on studies with time-to event outcomes remains unstudied. Also, I have not
considered any time varying treatment effect. In this case, the impact of delay remains to an
unanswered question.

With regards to the proposed metric, the ratio Delay length
Recruitment length appears to be a good

indicator for determining the efficiency of an adaptive design based on the preceeding
chapters. For Simon’s design, group-sequential design, as well as blinded SSR, this metric
can be helpful in suggesting the adaptation, particularly when the quantity of interest is
the ESS or the power of the trial. However, the project has not examined any of the other
efficiency metrics considered in the literature. For example, the impact of delay on the
bias and MSE of the estimated treatment effect remains unknown. Additionally, the work
in this thesis has arguably been from a clinician’s perspective. That is, the objective has
been to minimise cost or time. An interesting perspective to consider instead would be a
patient’s point of view. Here, the objective might be to maximise patient benefit, such as
being allocated to a better performing arm with increased likelihood. The impact of delay
on such patient benefit, or the interplay between the proposed ratio metric and such patient
benefit, remains unknown.

Furthermore, there are instances where introducing interims might be beneficial to the
trial. Especially, if the hypothesized outcome rates are subject to a high level of uncertainty,
having an interim analysis might be helpful; particularly for early phase trials, where not
much data is available regarding the outcome rates. If treatments have serious safety issues
and side effects, having an interim check might be beneficial as a safety check point. This
does not mean that the trial benefits from the adaptation, however, in such cases pausing
recruitment at the interim till primary outcome is observed is a step towards patient benefit.
However, this comes with a cost of an increased time to complete the trial, which in turn
can increase the financial burden of the trial. This needs to be further considerations in the
planning stage.

A possible solution for adaptive trials when faced with long-term endpoints is to use a
shorter-term ‘intermediate’ endpoint to make adaptations. There have been several studies
that have proposed to use, or have used, short-term endpoints to enhance trial efficiency.
However, this will only be useful if the intermediate endpoint is sufficiently informative of
the long-term endpoint. Accordingly, further studies are also needed to answer the question
of how informative a short-term endpoint must be of a primary outcome variable to mitigate
the issue of outcome delay.
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Appendix A

Supplementary materials for the thesis

A.1 Chapter 2: Impact of outcome delay on Simon’s two-
stage design

A.1.1 Delay-optimal designs

Table A.1 indicate the parameters (viz. n1,n2,r1,r as well as the total sample size n and
the ESS) of a delay-optimal design for various values of delay lengths (m0 = 1,2, . . . ,24)
and a total recruitment length t = 24. Here, p0 = 0.1, p1 = 0.3,α = 0.05 and β = 0.2. The
equivalent single stage design requires a total of 25 samples for the same parameter values as
mentioned above.

It can be observed from the table that for m0 > 15 for uniform recruitment and m0 > 10 for
linear recruitment, the ESS of the respective delay-optimal designs surpasses the equivalent
single stage sample size nsingle.

A.1.2 Rule of thumb

The figure A.1 plots the EGs (defined in section 2.4.2) under delay over different recruitment
and outcome lengths for uniform (left) and linear (right) recruitment patterns. Figure A.1
shows the findings, assuming p0 = 0.3, p1 = 0.5. It can be seen that this figure is identical to
the (Figures 2.6A-2.6B).



130 Supplementary materials for the thesis

Table A.1 the parameters of a delay-optimal design for various values of delay lengths
(m0 = 1,2, . . . ,24) and a total recruitment length t = 24

m0 Uniform recruitment Linear recruitment

n1 n2 r1 r n ESS n1 n2 r1 r n ESS

1 10 19 1 5 29 15.90 10 19 1 5 29 16.07
2 10 19 1 5 29 16.79 10 19 1 5 29 17.20
3 10 19 1 5 29 17.68 6 22 0 5 28 18.22
4 10 19 1 5 29 18.57 6 22 0 5 28 18.96
5 6 22 0 5 28 19.41 6 22 0 5 28 19.74
6 6 22 0 5 28 20.03 6 22 0 5 28 20.58
7 6 22 0 5 28 20.65 6 22 0 5 28 21.46
8 6 22 0 5 28 21.27 6 22 0 5 28 22.40
9 6 22 0 5 28 21.89 6 22 0 5 28 23.38
10 6 22 0 5 28 22.51 6 22 0 5 28 24.42
11 6 22 0 5 28 23.13 9 17 0 5 26 26.00
12 6 22 0 5 28 23.75 9 17 0 5 26 26.00
13 8 18 0 5 26 24.31 9 17 0 5 26 26.00
14 8 18 0 5 26 24.78 9 17 0 5 26 26.00
15 9 17 0 5 26 25.71 9 17 0 5 26 26.00
16 9 17 0 5 26 26.00 9 17 0 5 26 26.00
17 9 17 0 5 26 26.00 9 17 0 5 26 26.00
18 9 17 0 5 26 26.00 9 17 0 5 26 26.00
19 9 17 0 5 26 26.00 9 17 0 5 26 26.00
20 9 17 0 5 26 26.00 9 17 0 5 26 26.00
21 9 17 0 5 26 26.00 9 17 0 5 26 26.00
22 9 17 0 5 26 26.00 9 17 0 5 26 26.00
23 9 17 0 5 26 26.00 9 17 0 5 26 26.00
24 9 17 0 5 26 26.00 9 17 0 5 26 26.00
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Fig. A.1 Efficiency gain from using Simon’s design over a single-stage design for various
recruitment lengths (t) and delays in observing treatment response (m0), for p0 = 0.3 and
p1 = 0.5
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A.2 Chapter 3: Impact of outcome delay on two-arm group-
sequential trials

A.2.1 EL values for µ = τ = 0.2

The main thesis text in chapter 3, explores the impact of delay on GSD assuming the true
treatment effect value as 0.5, i.e. µ = τ = 0.5. Here, I present the results obtained if some
other value of µ or τ was considered. The following figure A.2 shows the efficiency lost due
to delay in a K-stage GSD with a one sided α = 0.025 and β = 0.1 for K = 2,3,4,5. Here
the total recruitment length was similar to that in chapter 3, i.e. tmax = 24 months, and EL is
plotted for m0 = 1,2, . . . ,24.

Fig. A.2 Efficiency loss (EL) due to delay, for different delay lengths m0, assuming equally
spaced interim analyses, under uniform and linear recruitment patterns. Here we assume,
µ = τ = 0.2,α = 0.025 and β = 0.1

It can be seen from the figure that it is identical to figure 3.3. Here, since the recruitment
rate is not kept identical with the previous case (with fixed recruitment length of 24 months
and a higher sample size of more than 1000 compared to 150-170, the recruitment rate
increased compared to the recruitment rate for µ = τ = 0.5), the values of EL seems to
remain similar with the ones obtained in chapter 3. In this case, the relative number of
pipeline patients with respect to the stage wise sample size is similar to that in the case of
µ = τ = 0.5, thus leading to identical values of EL.
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The exact values of EL can be found in Table A.2 for Uniform recruitment and in
Table A.3 for Linear recruitment patterns for delay lengths 3, 6, 9, 12, 18 and 24 months
respectively.



134 Supplementary materials for the thesis

Table A.2 Efficiency lost under uniform recruitment for a Wang-Tsiatis (∆ = 0.25) group-
sequential design, assuming α = 0.025,β = 0.1, and µ = τ = 0.2 which give nsingle =
1050.74. The total recruitment period is assumed to be 24 months. For each K = 2,3,4 and
5, the table records the results for m0 = 3,6,9,12,18 and 24months respectively.

ñk

K nK ESS ESSdelay k = 1 k = 2 k = 3 k = 4 k = 5 EL

2 1086.61 835.08

897.96 135.83 0 29.16
960.85 271.65 0 58.32
1023.73 407.48 0 87.47
1086.61 543.31 0 116.63
1086.61 543.31 0 116.63
1086.61 543.31 0 116.63

3 1103.07 783.10

874.81 137.88 137.88 0 34.27
966.52 275.77 275.77 0 68.53
1037.09 413.65 367.69 0 94.90
1065.36 551.53 367.69 0 105.46
1103.07 735.38 367.69 0 119.55
1103.07 735.38 367.69 0 119.55

4 1113.24 755.95

859.62 139.15 139.15 139.15 0 35.17
963.29 278.31 278.31 278.31 0 70.33
1025.27 417.46 417.46 278.31 0 91.36
1087.26 556.62 556.62 278.31 0 112.39
1113.24 834.93 556.62 278.31 0 121.20
1113.24 834.93 556.62 278.31 0 121.20

5 1120.31 739.26

849.28 140.04 140.04 140.04 140.04 0 35.32
947.82 280.08 280.08 280.08 224.06 0 66.96
1029.12 420.12 420.12 420.12 224.06 0 93.06
1077.82 560.15 560.15 448.12 224.06 0 108.69
1117.80 840.23 672.18 448.12 224.06 0 121.53
1120.31 896.25 672.18 448.12 224.06 0 122.33
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Table A.3 Efficiency lost under linear recruitment for a Wang-Tsiatis (∆ = 0.25) group-
sequential design, assuming α = 0.025,β = 0.1, and µ = τ = 0.2 which give nsingle =
1050.74. The total recruitment period is assumed to be 24 months. For each K = 2,3,4 and
5, the table records the results for m0 = 3,6,9,12,18 and 24months respectively.

ñk

K nK ESS ESSdelay k = 1 k = 2 k = 3 k = 4 k = 5 EL

2 1086.61 835.08

929.80 204.58 0 43.92
1039.60 441.77 0 94.83
1086.61 543.31 0 116.63
1086.61 543.31 0 116.63
1086.61 543.31 0 116.63
1086.61 543.31 0 116.63

3 1103.07 783.10

927.64 172.64 237.23 0 54.01
1029.85 378.37 367.69 0 92.19
1078.83 617.20 367.69 0 110.49
1103.07 735.38 367.69 0 119.55
1103.07 735.38 367.69 0 119.55
1103.07 735.38 367.69 0 119.55

4 1113.24 755.95

919.81 153.16 209.60 252.92 0 55.58
1030.38 339.71 452.59 278.31 0 93.09
1087.54 559.66 556.62 278.31 0 112.48
1111.19 813.00 556.62 278.31 0 120.51
1113.24 834.93 556.62 278.31 0 121.20
1113.24 834.93 556.62 278.31 0 121.20

5 1120.31 739.26

904.85 139.66 190.45 229.44 224.06 0 53.16
1031.09 312.92 414.51 448.12 224.06 0 93.69
1103.43 519.80 672.18 448.12 224.06 0 116.92
1114.21 760.28 672.18 448.12 224.06 0 120.38
1120.31 896.25 672.18 448.12 224.06 0 122.33
1120.31 896.25 672.18 448.12 224.06 0 122.33
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